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Preface 

The International Conference on Intelligent Computing (ICIC) was formed to provide an 
annual forum dedicated to the emerging and challenging topics in artificial intelligence, 
machine learning, bioinformatics, and computational biology, etc. It aims to bring to-
gether researchers and practitioners from both academia and industry to share ideas, 
problems, and solutions related to the multifaceted aspects of intelligent computing. 

ICIC 2009, held in Ulsan, Korea, September 16–19, 2009, constituted the 5th In-
ternational Conference on Intelligent Computing. It built upon the success of ICIC 
2008, ICIC 2007, ICIC 2006, and ICIC 2005 held in Shanghai, Qingdao, Kunming, 
and Hefei, China, 2008, 2007, 2006, and 2005, respectively. 

This year, the conference concentrated mainly on the theories and methodologies as 
well as the emerging applications of intelligent computing. Its aim was to unify the pic-
ture of contemporary intelligent computing techniques as an integral concept that high-
lights the trends in advanced computational intelligence and bridges theoretical research 
with applications. Therefore, the theme for this conference was “Emerging Intelligent 
Computing Technology and Applications.” Papers focusing on this theme were solicited, 
addressing theories, methodologies, and applications in science and technology. 

ICIC 2009 received 1,082 submissions from 34 countries and regions. All papers went 
through a rigorous peer review procedure and each paper received at least three review 
reports. Based on the review reports, the Program Committee finally selected 257 high-
quality papers for presentation at ICIC 2009, of which 214 papers have been included in 
two volumes of proceedings published by Springer: one volume of Lecture Notes in 
Computer Science (LNCS) and one volume of Lecture Notes in Artificial Intelligence 
(LNAI). The other 22 papers will be included in two international journals. 

This volume of Lecture Notes in Computer Science (LNCS) includes 108 papers. 
The organizers of ICIC 2009, including the University of Ulsan, Korea, Institute of 

Intelligent Machines of Chinese Academy of Sciences, made an enormous effort to 
ensure the success of ICIC 2009. We hereby would like to thank the members of the 
Program Committee and the referees for their collective effort in reviewing and solic-
iting the papers. We would like to thank Alfred Hofmann, executive editor at 
Springer, for his frank and helpful advice and guidance throughout and for his support 
in publishing the proceedings. In particular, we would like to thank all the authors for 
contributing their papers. Without the high-quality submissions from the authors, the 
success of the conference would not have been possible. Finally, we are especially 
grateful to the IEEE Computational Intelligence Society, the International Neural 
Network Society and the National Science Foundation of China for their sponsorship. 
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Abstract. The objects of traditional plant identification were too broad and the 
classification features of it were usually not synthetic and the recognition rate 
was always slightly low. This paper gives one recognition approach based on 
supervised locally linear embedding (LLE) and K-nearest neighbors. The rec-
ognition results for thirty kinds of broad-leaved trees were realized and the  
average correct recognition rate reached 98.3%. Comparison with other recog-
nition method demonstrated the proposed method is effective in advancing the 
recognition rate. 

Keywords: Plant leaf image, Manifold learning, Supervised locally linear  
embedding, Plant classification. 

1   Introduction 

To obtain an idea of the variety of existing plants and to get to know special species, 
it is necessary to identify them. Identifying the plants may be a complex business. So 
far, this task that has mainly been carried out by taxonomists and/or botanists is time-
consuming process. With the rapid development of information technology, computer 
vision techniques and various data management techniques, a computer-aided plant 
identification system is becoming more and more feasible. The availability of a rapid 
and accurate method to recognize and classify leaf images also becomes necessary. 
Although a lot of leaf image feature extraction methods for plant recognition have 
been presented [1-8], it is necessary to study the plant classification method. Saitoh et 
al. combined flower and leaf information to classify wild flowers [9]. Heymans et al. 
proposed an application of ANN to classify opuntia species [10]. Du et al. introduced 
a shape recognition approach based on radial basis probabilistic neural network which 
is trained by orthogonal least square algorithm (OLSA) and optimized by recursive 
OLSA [11]. It performs plant recognition through modified Fourier descriptors of leaf 
shape. Previous works have some disadvantages. Some are only applicable to certain 
species. As expert system, some methods compare the similarity between features 
[12]. It requires pre-process work of human to enter keys manually. This problem also 
happens on methods extracting features used by botanists [13]. 

LLE is a classical local nonlinear approach in manifold learning [14], and it has many 
applications such as image classification, image recognition, spectra reconstruction and 
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data visualization because of its few parameters, rapid computation, and global optimiza-
tion. However, LLE may map faraway inputs to nearby out in the low dimensional space 
which lead to a visible distortion in the embedding results. One of the curses that make 
LLE fail is that only one set of reconstruction weights can not reflect the local geometry 
of the manifold. Furthermore, the constrained least squares problem for finding the 
weights may do not have a unique solution. Using regularization method to solve  
the constrained LS problem is involved in the selection of a regularization term, and we 
can not verify that whether the computed solution is optimal. These questions remain to 
be answered. 

Another shortage is that the classical LLE neglects the class information, which 
can impair the recognition accuracy. Recently, many modified LLE algorithms are put 
forward to make use of the class labels. Supervised LLE (SLLE) [14] was introduced 
to deal with data sets labeled with class information. This method defines a distance 
for neighborhood selection, taking into account the class information such that the 
distance of two points in different classes is relatively larger than their Euclidean 
distance. In this method, the Euclidean distance is simply enlarged by adding a  
constant for the pairs of points belonging different classes, keeping others unchanged. 

SVM is powerful classification systems based on a variation of regularization tech-
niques for regression [16]. It provides state-of-the-art performance in many practical 
binary classification problems. SVM has also shown promise in a variety of biological 
classification tasks, including some involving plant leaf images. The algorithm is a 
particular instantiation of regularization for binary classification. Linear SVM can be 
viewed as a regularized version of a much older machine learning algorithm, the per-
ceptron. The goal of a perceptron is to find a separating hyper-plane that separates 
positive from negative examples. In general, there may be many separating hyper-
planes. In our problem, this separating hyper-plane is the boundary that separates a 
given tumor class from the rest (OVA) or that separates two different tumor classes 
(AP). The hyper-plane computed by the SVM is the maximal margin hyper-plane, 
that is, the hyper-plane with maximal distance to the nearest data point. Finding the 
SVM solution requires training an SVM, which entails solving a convex quadratic 
program with as many variables as training points. 

The rest of the paper is organized as follows. Section 2 and Section 3 introduce a 
supervised locally linear embedding and a SVM classifier, respectively. Numerical 
experimental are illustrated in Section 4. The conclusion are given in Section 5.  

2   Supervised Locally Linear Embedding 

Let 1 2[ , ,..., ] D n
nX X X X R ×= ∈ be a set of n points in a high dimensional input 

data space. The data points are well sampled from a nonlinear manifold, of which the 
intrinsic dimensionality is d ( d D ). The goal of LLE is to map the high dimen-
sional data into a low dimensional embedding. Let us denote the corresponding set of 

n points in the embedding space by 1 2[ , ,..., ] d n
nY Y Y Y R ×= ∈ .The outline of LLE 

can be summarized as follows: 
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The supervised LLE (SLLE) proposed in [14] is an LLE-like method for dimen-
sionality of the training data. The distance introduced in SLLE is defined by 

( , ) (1 ( , ))
i j i j i j

dist x x x x α M δ x x= − + −i i
 

where max
i jij

M x x= − is the data diameter in Euclidean distance, [0,1]α∈ is a tun-

ing parameter.. ... ( , )
i j

δ x x ... .... character function defined below, 

1 and belong to same class
( , )

0 otherwise
i j

i j

x x
δ x x

⎧
= ⎨
⎩

; 

In SLLE, k nearest neighbors of each training point xi are determined using the dis-
tance defined above at first. As soon as neighbor sets are selected for each point, SLLE 

finds low-dimensional representation { iY } of the points { iX } by the following steps 

that are the same as in LLE. 

Step 1: For each data point iX , identify its k nearest neighbors by kNN algorithm or 

ε − ball algorithm; 
Step 2: Compute the reconstruction weights that minimize the error of linearly recon-

structing iX by its k nearest neighbors; 

Step 3: Construct the optimal local combination weights {Ωιϕ} of training point xi in 
a linear combination of its selected neighbors; 

Step 4: Compute the low-dimensional embedding Y for X that best preserves the 
local geometry represented by the reconstruction weights; 

Step 1 is typically done by using Euclidean distance to define neighborhood, al-
though more sophisticated criteria may also be used, such as Euclidean distance in 
kernel space or cosine distance. 

After identifying the k  nearest neighbors of points iX , Step 2 seeks to find the 

best reconstruction weights. Optimality is achieved by minimizing the local recon-

struction error for iX , 

( )
2

1

arg min
k

i i ij j
j

W X W Xε
=

= −∑                                       (2) 

which is the squared distance between iX and its reconstruction. And the weights are 

subject to following constraints. 

1

1 if  ( )   

0  if ( )   

k

ij j i i
j

ij j i i

W X N X

W X N X

=

⎧ = ∈⎪
⎨
⎪ = ∉⎩

∑
                                       (3) 
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Minimizing iε  subjected to the constraints is a constrained least squares problem. 

After repeating 
Step 3 of the LLE algorithm is to compute the best low dimensional embed-

dingY based on the weight matrix W obtained from Step 2. This corresponds to minimiz-

ing the following function subject to the constraints 0d n n dY e× = and T
d n d n d dY Y nI× × ×= . 

( )
2

1

arg min
k

i ij j
j

Y Y W Yε
=

= −∑                                        (4) 

Based on the weighted matrixW , we can define a sparse, symmetric, and positive 
semi-definite matrix M as follows: 

( ) ( )TM I W I W= − −                                              (5) 

Note that Eq.(5) can be expressed in a quadratic form ( ) T
ij i jij

Y M YYε =∑ ,where 

ij n n
M M

×
⎡ ⎤= ⎣ ⎦ . By the Rayleigh-Ritz theorem, minimizing Eq.(3) can be done by find-

ing the eigenvectors with the smallest (nonzero) eigenvalues of the sparse matrix M. 

3   SVM Classifier 

Support vector machine (SVM) learning is an area of statistical learning, subject to 
extensive research [16-19]. The name of SVM comes from the fact that the final clas-
sification function of SVM usually only depends on part of the training samples, 
which are called support vectors, because they “support” the boundary. The SVM  
has been used extensively for a wide range of applications in science, medicine and 
engineering，and successively extended by a number of other researchers. The SVM 
is a relatively new type of machine learning model, which is of remarkably robust 
performance with respect to sparse and noisy data.  

A MATLAB toolbox implementing SVM is freely available for academic purposes, 
it can be download from: http://www.isis.ecs.soton.ac.uk/resources/svminfo/. 

4   Numerical Experiments 

The classification method we propose is based on the SLLE, useful to deal with data 
sets containing multiple manifolds, corresponding to different classes. For each xi 
from a class g (1 g G≤ ≤ ) a set of k neighbors is defined by selecting the closest 

points (in terms of Euclidean distance) to xi belonging to the same class g. The first 
step consists in mapping the n samples of a training set into a low-dimensional em-
bedding space, following the SLLE procedure described in Section 2, with local 
neighborhoods made of observations belonging to the same class. So, the G classes 
are mapped in a space in which they are more separated. A new d n× data matrix Y is 
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derived, which contains the training set data projections. In order to derive the em-
bedding projection y* of x*, a simpl solution is to use the linear approximation, which 
requires the derivation of the least square projection matrix A of the data on the em-
bedding. Thus the embedding coordinates y* of the observation x* can be obtained by 
the pseudo-inverse of such matrix A:  

* 1 *( )T Ty A A A x−=                                                       (6) 

Then the new observation data are assigned to the class having the nearest centroid 
in the reduced d-dimensional space.  

To verify the classification abilities of our algorithm, we perform experiments on 
high dimensional real-world data on leaf image dataset. Three kinds of plant leaf 
image sets were experimented. Each image in the database has been size-normalized 
and centered to 28×28 gray-level images, so the dimensionality of the digit space is 
784. We compare our method with the method PCA. We set k=8, d=14. After SLLE, 
SVM is applied to classifying plants. Table 1 is shown the recognition results. 

Table 1. Classification rates versus dimensionality 

No. Methods Accuracy (%) Dimension 

1 PCA 80.29±7.34 9 

2 SLLE 92.65±4.44 6 

 
To find how the adjustable parameterα affects the recognition performance, we 

changeα from 0.0 to 1.0 with step 0.1. Fig.2 displays the average recognition rates 
with varied parameterα by carrying out ODP. From Fig. 3, it can be found that ODP 
obtains the best recognition rate whenα =0.7. 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.68

0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

0.86

0.88

adjustable parameter

R
ec

og
ni

tio
n 

ra
te

(%
)

 

Fig. 1. Recognition rates versusα on leaf images 
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5   Conclusions 

In this paper, we have proposed a supervised plant classification method, which  
performs version of supervised LLE on the data points in the manifold using a  
SLLE algorithm. The experiment results on a number of plant leaf image datasets 
demonstrated that SLLE is a powerful feature extraction method, which when coupled 
with simple classifiers can yield very promising recognition results. SLLE seems to 
be mainly applicable to high-dimensional data sets which clearly exhibit manifold 
structure. 
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Abstract. This paper presents a decision support based, dynamic approach to 
optimal threat evaluation and defensive resource scheduling. The algorithm 
provides flexibility and optimality by swapping between two objective func-
tions, based on preferential and subtractive defense strategies, as and when re-
quired. Analysis part of this paper presents the strengths and weaknesses of the 
proposed algorithm over an alternative greedy algorithm as applied to different 
offline scenarios. 

Keywords: Automated Threat Evaluation (TE) and Weapon Assignment (WA) - 
(TEWA), Optimization Algorithm, Decision Support System, Artificial intelli-
gence – Cybernetics application, preferential/subtractive defense strategies, DA 
based weapon allocation. 

1   Introduction 

TEWA is a complex system that maintains a closed-loop interaction with a non-
deterministic and ever-changing environment. TEWA is generally divided into two 
sub-processes i.e. threat Evaluation (TW) and Weapon Assignment (WA). According 
to [1], and as such no exact methods exist for the solution of even relatively small 
sized problems [2]. For an efficient TEWA system there is a need to create a balance 
between effectiveness and efficiency of weapon systems [4], [5]. Manual TEWA 
systems cannot provide optimality because of different limitations like human vision 
range constraint and established situational picture (limited awareness and informa-
tion). It is also dependent on an operator’s experience, observation, understanding of 
the situation and mental condition. Humans are prone to errors especially in stressful 
conditions. As a consequence in military domain, when facing a real attack scenario, 
an operator may fail to come up with an optimal strategy to neutralize targets. This 
may cause a lot of ammunition loss with an increased probability of expensive asset 
damage. The situation is more complex when there are multiple potential threats. 
Most semi-automated TEWA systems usually work on target-by-target basis using 
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some type of greedy algorithm thus affecting the optimality of the solution and failing 
in multi-target scenario [6], [7]. This paper relates to the design, simulation and anal-
ysis of a two-stage flexible dynamic decision support based optimal threat evaluation 
and defensive resource scheduling algorithm for multi-target air-borne threats. The 
algorithm provides flexibility and optimality by swapping between preferential and 
subtractive defense strategies as and when required. It provides a near optimal solu-
tion to the defense resource allocation problem while maintaining constraint satisfac-
tion. Proposed algorithm uses a variant of many-to-many Stable Marriage Algorithm 
(SMA) to solve Threat Evaluation (TE) and Weapon Assignment (WA) problem. TE 
is a two stage process where first stage encompasses threat ranking while  
in second stage Threat-Asset pairing is done. For WA, we use a flexible dynamic 
approach, allowing multiple engagements using shoot-look-shoot strategy, to compute 
near-optimal solution for a range of scenarios. Analysis part of this paper presents  
the strengths and weaknesses of the proposed algorithm over an alternative greedy 
algorithm as applied to different offline scenarios.  

Section 2 of this paper presents an overview of TE and WA processes along with 
dynamic closed loop weapon allocation and defense strategies discussion. Section 3 
presents our approach to TEWA. The performance of proposed model is compared 
with an alternative greedy algorithm and strengths and weaknesses of proposed  
algorithm are briefly discussed in section 4. Section 5 concludes this report. 

2   Overview of TEWA Approaches 

Main purpose of TEWA can be traced back to two critical concerns related to multi-
target scenarios i.e. deciding the order in which threats should be neutralized and 
deciding which WS to be used to neutralize a particular target. First concern relates to 
TE while weapon selection decision is the task of WA process. The subsequent part of 
this section discusses these two processes in detail. Tin G. and P. Cutler classified 
parameters related to TEWA into critical and sorting parameters, in [7].  

2.1   Threat Evaluation (TE) 

TE consists of all the analytical and operational activities designed to identify, eva-
luate, and manage anything which might pose a threat to identifiable targets [8]. TE is 
highly dependent on established situational picture i.e. target’s current state estimates 
along with available contextual information (location of the defended assets (DAs) 
and attributes of Weapon Systems (WSs)) [9]. It can be seen as an ongoing two step 
process, where in first step, we determine if an entity intends to inflict damage to the 
defending forces and its interests, and in second stage we rank targets according to the 
level of threat they pose [10]. Typically threat evaluation has been seen from capabili-
ty based TE model (models that rank targets according to their capability index, 
where capability index defines the ability of the target to inflict damage to a DA) and 
Intent based TE model (models that estimate intent of a target to calculate threat in-
dex. Intent refers to the will of a target to inflict damage to a DA). Combining intent 
and capability we have opportunity. This introduces a hybrid approach to TE i.e. 
opportunity based TE model that uses intent and capability parameters together in the 
form of weighted parametric equations to calculate threat index.  
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2.2   Weapon Allocation (WA) 

The process of reactive assignment of available WSs to the identified threats is  
exactly what comes under WA umbrella. Real world assignment problems are com-
plex to solve as they have an inherent element of uncertainty and hard set of external 
constraints. [11] – [16] discuss various approaches to WA solution. The main com-
plexities in WA process arise due to dynamic nature of the environment that may 
demand the assignment problem to be re-solved. Therefore, while designing an algo-
rithm for such a real time system, there is a need to cater for the changes in input data 
[10]. Different AI techniques have been proved useful for finding solutions for such 
optimization problems, sometimes in a more flexible and efficient way [17].  

In a real scenario, there can be N number of DAs having M number of WSs of dif-
ferent types. Each DA has its own priority and hardness i.e. vulnerability index. The 
defense may either want to maximize the total expected value of the DAs that survive 
after all weapon target allocations and target attacks, or the defense may want to mi-
nimize the total expected survival value of the survived targets. The first approach is 
known as DA-based weapon target allocation – preferential defense strategy while the 
later one is termed as Target based weapon target allocation– a subtractive defense 
strategy [18]. Subtractive defense strategy can be seen as a special case of preferential 
defense strategy when numbers of threats per DA are small. In a multi-target scenario, 
if number of threats directed to each DA increases, subtractive defense fails badly. On 
the other hand, if information available has higher element of uncertainty, preferential 
strategy fails [18]. Thus for an optimal solution, defense may choose to swap between 
these two modes of operation. 

Defense strategies define the objective function of a TEWA system. But the execu-
tion model for WA may use static approach (without the notion of time) or dynamic 
approach (taking notion of time into account). Models that support single engagement 
options fall into the category of static resource allocation problem. Static open loop 
defense resource allocation solutions are numerous. These solutions include processes 
defined over a single time horizon but they fail to address smaller scale problems 
optimally [19]. On the contrary, a dynamic approach to weapon allocation allows 
multiple engagements by observing the outcomes of previous engagement before 
making any further engagements – shoot-look-shoot strategy [20]. In a dynamic mod-
el, weapon scheduling is done in stages where each stage iterates through Boyd’s 
Observe-Orient-Decide-Act (OODA) loop [9]. This feedback based approach is also 
known as a closed loop TEWA. 

3   Proposed Approach 

This section proposes, a two staged model for Threat Evaluation and Weapon As-
signment using a variant of many-to-many Stable Marriage Algorithm (SMA) based 
on weighted proposals. First, assignment problem is formulated as an optimization 
problem with constraints and then solved using proposed scheme. 

TEWA, being a DS based system, consists of correlated threat and weapon libra-
ries. In order to formulate the optimization problem, we need the information about 
the kill probabilities and lethality index for each weapon-target pair. This information 
comes from threat and weapon libraries. Our solution is based on two way correlation 
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between weapon and threat library. Like any real time system, TEWA is subject to 
uncertainties. To cater for this incomplete information, we chose to switch between 
subtractive and preferential defense strategies as and when required. The solution 
considers one or more type of WSs possessed by a set of DAs against a set of threats 
k, and allows for multiple target assignment per DA. The model is kept flexile to 
handle unknown type of threats. 

3.1   Proposed Threat Evaluation Model 

For the formulation of TE problem, we consider that the defense has i numbers of 
DAs to be guarded against potential threats. Where each DA has its own set of one or 
more type of WSs. Suppose total number of WSs is j. Assume DAs are attacked by k 
number of threats of any kind and capability. The main objective of TE process is to 
rank the targets according to their opportunity index and assign each target to the 
most suitable DA. The most suitable is used as a flexible term here; it means a DA 
that has sufficient resources in terms of capability and load on WSs. The output of 
this process is a ranked list (AssignedThreats) per DA, holding threat entities ranked 
according to opportunity index of each threat at time t. If AssignedThreatsi (T1,t) < 
AssignedThreatsi (T5,t) it means T5 is more threatening to Assigned DAi than T1 at 
time t. The following notations will be used. 

I  ≝        Number of DAs 

J  ≝       Total number of WSs 

K  ≝       Number of Threats 

DA ≝       Set of all DAs 

WS ≝        Set of all WSs 

Threats ≝       Set of all identified threats 

Ti  ≝        Set of threats aimed for DAi where i= 1,2,3,… I and Ti €€  DA 

Ni ≝       Number of targets aimed at DAi i.e. Ni = |Ti|      where i= 1, 2, 3,.. I 

Pi  ≝       Priority / vulnerability index of DAi, i= 1,2,.. I 

TCT ≝   Threshold on maximum number of threats assigned, this threshold
            is used for load balancing.  

TMS  ≝    Threshold to swap the defensive strategy used – this threshold, in   
           a way shows total number of threats that can be handled optimally 
           by subtractive strategy.          

 LIj     ≝       Lethality index of WSj where j= 1,2,3…. J  

Loadj   ≝      Load on WSj where j= 1,2,3…. J    

Status  ≝      Shows status of DAi where i= 1,2,…. I  

Condj  ≝    Condition of WS j where j= 1,2,3…. J. This is used in shoot-look-
      shoot strategy, i.e. during damage assessment, condition of WS is 
      checked. If it is destroyed, it is removed from WS set.   
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Proposali,k   ≝     Proposal Object holding threatk and DAi object. Threat k proposes
        to the DAp only. Where DAp  DA and DAp hold instance of DAs
        that have K.C high enough to neutralize k.              

 K.Ci,k          ≝  kill capability of DFi for targetk, where i= 1,2,3,… I and k= 1,2,, K.
               This capability index shows the probability that threat k will be 
               neutralized if assigned to DA k. 

Weightparam  ≝  Weight assigned to parameter param. Where param €€  {Lethality, 
                Capability and Intent index, Load, Arrival Time, Proposal} 

OIk   ≝  Opportunity index of threat k, where k=1,2….K. it is calculated
         using capability, intent   parameters along with default lethality 
         index of threat k. the opportunity index of threat k is given by:           (1) 

Where,  

CIndexk   =   Capability index of threat k.  
IIndexk   =   Intent index of threat k          
I Lidexk   =   Initial lethality index of threat k  
Wxxx      =   Weight for each parameter 

K.Ci,k   ≝      Shows probability that a threat k will be neutralized if assigned 
             to some WS  DAk is given by: 

∏ 1 W OI  W  Load C , ,
                            (2) 

Where, 

,  1      LIndex Threshold0                                                                                      (3) 

 

,  1        j  WS  .        0                                                                                       (4) 

The probability that a DA i  I, survives without any loss is given by: ∏ 1 W OppIndex  P ,                                  (5) 

Where, Pi.k  = Probability that threat k will be neutralized by Asset k and  k  Ti. Here,  
mutiple targets can be assigned to DAi where i={1,2…I}, subject to the number of 
WSs avaialbility, effectiveness and load on each WS. 

Decision variable depends on a complex parametric equation and will be denoted by 
Assigni,k. As stated earlier, the main task of TE is to rank targets and perform threat-
Asset pairing. This pairing is based on a Assigni as given by equation 6: 

,  1       i I and DA   Porposal ,  0                                                                  (6) 
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This is subject to following constraint: ∑ ,  1                                               (7) 

After assigning initial threat index, TE processes all identified threats to calculate 
refined threat index based on opportunity parameters. This refined threat index speci-
fies the order in which threats should be processed for WA. Proposed solution uses 
one-to-one stable marriage algorithm (SMA) with weighted proposals between threats 
and DAs. For each threat, list of matching capable DAs is searched on the basis of kill 
capabilities (index), status of DA (Free to Fire, On Hold, and Freeze) and priorities of 
DAs. So, a threat k, proposes to only those DAs that have capability high enough to 
neutralize it. Each proposed DA, looks for proposal acceptance feasibility and re-
sponds accordingly.  

Weights are assigned to each DA on the basis of DA priority, vulnerability index 
and threat related parameters like Time to DA (TDA), heading and velocity etc. For 
each threat k, the proposal with the maximum weight is processed first. If load on 
DAi allows accepting this proposal, threat k is assigned to proposed DAi, else the 
next highest weighted proposal is processes.  Mostly TDA calculations are based on 
constant speed that is quite unrealistic. Our proposed algorithm caters for this defi-
ciency by calculating speed and velocity along different axis at different time stamps, 
making it scale up its efficiency.  

3.2   Proposed Weapon Allocation Model 

The problem to be solved here is to assign members of a set of threats to the members 
of a set of Weapon Systems (WSs) present in assigned DA i.e. creating matches be-
tween the elements of two disjoint sets. This matching is subject to following con-
straints: 

Just like TE phase, we use weighted proposals for WA process. The outcome of 
each proposal can be 1 (accepted) or 0(rejected).  

,   1     j  WS   , 1  Porposal , 1 0                                                                                           (8) 

For each DA-threat pair, proposals are only sent to those WSs that belong to corres-
ponding DA and have capability high enough to neutralize assigned target. 

,  
1   j J and WS                               Porposal ,     WS    0                                          

                               
 
(9) 

This is subject to following constraints: At most two threats can be assigned on a WSj. 
where J=1,2…I. One threat can be locked and one can wait in the queue of a WS. For 
a WSj this can be expressed as: ∑ ,  2                            (10) ∑ ,  1                                             (11) 
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Where, 

,    1      , 1                            0                                                    (12) 

The solution monitors total number of threats and uncertainty level. When number of 
threats exceeds TMS, system shifts to preferential mode, focusing on to maximizing 
the total expected value of the DAs that survive after all allocations and attacks.  

Using threat-weapon correlation, WA creates a preference list of WS in general for 
the assigned threat. Algorithm then searches for matching WSs from the set of WSs in 
hand. Let this set be denoted by CWS (Candidate Weapon Systems) where each WS 
belonging to CWS has a high enough capability to neutralize the assigned threat. 
Using other parameters of threat like heading, course, direction, algorithm finds a 
subset of CWS that have or are expected to have this threat in their range at some 
timestamp t. let this set be represented by CWS’. For each WS’ belonging to CWS’, a 
temporary pairing of threat and WS’ is made. For each pair, algorithm calculates time 
to WS’, distance from WS’, tome of flight (TOF for WS’), required elevation angle 
for WS’, entry/exit points along with lead calculations and launch points based on 
velocity of threat and TOF of WS’. For each temporary pair, algorithm calculates the 
weight of pair using a parametric weighted equation using all significant parameters 
calculated in WA process. The pair that has the maximum weight is expected to be a 
real pair. A proposal is sent to the weapon system WS’ of selected temporary pseudo 
pair. If it is accepted, threat is assigned to WS’ else a new proposal is sent to the  
weapon system WS’ belonging to next pseudo pair.   

4   Testing and Analysis 

Proposed algorithm was tested and analyzed for a range of scenarios. Before running 
actual scenarios, we did the typical battlefield pre-processing simulation tasks i.e.  

• DA definition: We defined I number of DAs {DA1, DA2… DAi}, each having its 
own set of characteristics like priority, status (free to fire, on hold, freeze) and 
number of firing units etcetera). 

• Weapon Description: We defined one or more type of WS for each member of 
DA set. 

• Communication setup: Threat scenario generator and TEWA application were 
implemented and tested on two different machines to observe the optimality. 
Communication server was responsible for all the communication (socket based) 
between test scenario generator and TEWA system. 

After this battlefield pre-processing, we generated different scenarios to test the  
optimality of implemented system. These scenarios ranged from relaxed K target 
scenario against J WSs where J>K or J< K or J=K to extremely stressful scenarios 
where time for scheduling was less or partial information was available to schedule 
targets. In each scenario we added some amount of uncertainty and threat maneuver-
ing. Percentage of threat maneuvering implicitly shows the difficulty of a scenario. 
We increased the amount of complexities in terms of greater number of threats per  
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Table 1. Simulation Summary 

 
 

        
Algorithm I

DA
Count

J

WS
Count

K

Threat
Count

%

OA

%
UA

%
MA

SR M % 
AL

Asset
Loss

%

%
ON

5

30 (E) 

(SC)

10
(Eq) 

98.02 0% 10% Masked S 15% 0% 15%

Proposed
Algorithm

5

3o (E) 

(SC)

10

(Eq) 98.66 0% 10% Catered P 0% 0% 0%

Greedy 5

30 (U) 

(DC)

10

(R) 80.14 5% 10% Partially 
Masked

S 21% 5% ~21%

Proposed
Algorithm

5

30 (U) 

(DC)

10

(R) 98.82 5% 10% Catered P 0% 0% 0%

Greedy 5

30 (E) 

(SC)

30

( Eq ) 50.00 10% 20% Un
Masked

S 30% 19% 30%

Proposed
Algorithm

5

3o (E) 

(SC)

30

( Eq ) 92.14 10% 20% Catered P 0% 0% 0%

Greedy 5

30 (U) 

(DC)

30

(R) 50.00 12% 20% Un
Masked

S 30% 25% 30%

Proposed
Algorithm

5

3o (U) 

(DC)

30

(R) 92.14 12% 20% Catered M 0% 0% 0%

Greedy

5

30 (E) 

(SC)

50

( Eq ) 23.43 15% 40% Un
Masked

S 54% 32% 54%

Proposed
Algorithm

5

3o (E) 

(SC)

50

( Eq ) 89.75 15% 40% Catered M 0% ~5% 0%

Greedy

5

30 (E) 

(SC)

50

( R ) 20.31 20% 40% Un
Masked

S 66% 45% 66%

Proposed
Algorithm

5

3o (E) 

(SC)

50

( R ) 82.98 20% 40% Catered M 0% ~9% 0%

Column headers:  OA= Optimality Achieved, UA= Uncertainty Added, MA= Maneuvering Added, SR= 
System response, M= Mode, AL= Asset Loss, ON= Over Neutralization 
Table Values: (E) = Even Distribution of WS; (U) = Uneven Distribution of WS for each DA; (SC) =all WSs 
have same capability; (DC) = different WSs have different capabilities. (Eq)= Threat-DA distribution is equal; 
(R) = random distribution of threats.  System Response = Catered Means system successfully responded to 
the changing environment and threat maneuvering. Mode: S= Subtractive, P=Preferential, M= Mixed 
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DA, fewer numbers of WS, increased amount of uncertainty and threat maneuvering. 
We monitored the overall system behavior and categorized system response as  
Unmasked, Partially Masked, Masked and Catered.  

As we increased the complexities, we monitored whether the implemented system 
was able to handle added amount of complexities and threat maneuvering. We took 
average of each simulation and divided the response into four classes where Un-
masked corresponds to a value of 1-25%, Partially Masked maps to 26-50%, Masked 
corresponds to 51-75% and Handled shows 76-100%. We considered ammunition 
loss as the amount of ammunition wasted in an attempt to over-neutralize a threat. We 
calculated asset loss for each threat that managed to cross a DA; it was assigned to, 
without being neutralized. Damage calculation was based on capability index of a 
threat times the vulnerability index of a DA combined with number of WSs deployed 
in that DA.  

Table 1 shows summary of few simulations. The greedy algorithm used for com-
parison, looks for minimum arrival time without looking at the capability and intent 
values. It always operates under subtractive defense strategy objective Due to the lack 
of synchronization between WSs; greedy algorithm often results in over-
neutralization whereas, proposed algorithm makes sure that at a time one and only 
one WS neutralizes a particular target. In case it survives previous engagement a new 
engagement is done using the same algorithm. Although this algorithm is computation 
intensive but, even under stressful conditions, it succeeds in coming up with near 
optimal solution where an alternative greedy algorithm based on arrival time fails. 

5   Conclusion 

A Two-Staged dynamic decision support based optimal threat evaluation and defen-
sive resource scheduling algorithm for multi air-borne threats is presented that corre-
lates threat and weapon libraries to improve the solution quality. This paper explains 
the main optimization steps required to react to changing complex situations and 
provide near optimal weapon assignment for a range of scenarios. 

Proposed algorithm uses a variant of many-to-many Stable Marriage Algorithm 
(SMA) to solve Threat Evaluation (TE) and Weapon Assignment (WA) problem. In 
TE stage, Threat ranking and Threat-Asset pairing is done. Stage two is based on a 
new flexible dynamic weapon scheduling algorithm, allowing multiple engagements 
using shoot-look-shoot strategy, to compute near-optimal solution for a range of sce-
narios. The algorithm provides flexibility and optimality by swapping between two 
objective functions, based on preferential and subtractive defense strategies as and 
when required.  Analysis part of this paper shows that this new approach to TEWA 
provides an optimal solution for a range of scenarios. 
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Parity-Check Codes
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Abstract. In this paper, how to construct quantum quasi-cyclic (QC)
low-density parity-check (LDPC) codes is proposed. Using the proposed
approach, some new quantum codes with various lengths and rates of
no cycles-length 4 in their Tanner graph are designed. In addition, the
presented quantum codes can be efficiently constructed with large code-
word length. Finally, we show the decoding of the proposed quantum QC
LDPC.

Keywords: Quantum code, Quasi-cyclic Low-density Parity-check
Codes, encoding and decoding, CSS code.

1 Introduction

The first quantum code, introduced by Shor in 1995 [1], encoded one qubit
into nine qubits and could correct both bit-flip errors and phase-flip errors.
Shortly after, it was shown that QECC can be constructed based on classical
block codes. This led to the development of an important class of QECC by
Calderbank, Shor and Steane [2, 3], known as CSS codes. Afterwards, a more
general quantum codes, i.e., stabilizer quantum code, has been advanced by
Gottesman [4]. Currently, almost all of the advanced code constructions may be
categorized as these two classes according to the different construction methods
and principles.

A class of classical code called LDPC codes was firstly proposed by Gallager
[5] and the comeback of more research many years latter [6, 7]. The advantage of
LDPC codes are lower decoding complexity, but its disadvantage is higher encod-
ing complexity to get the optimal LDPC codes. LDPC codes are classified into
regular and irregular one according to the weight of rows and columns in parity-
check matrix. With the development of quantum information, it is necessary to
generalize these notions to quantum codes, and has been proposed recently [8].
In 2005, Thomas Camarain et al. [9] proposed a general construction of quantum
LDPC codes within the stabilizer formalism. In addition, the decoding of this
kind of quantum code evolved pure quantum nature so that it has some novel
properties. Furthermore, the quantum rate can be easily adjusted with choosing
proper block matrix of generator matrix.

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 18–27, 2009.
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Since CSS code constructed by two classical linear cods, if based on LDPC
codes, then it is called quantum LDPC codes. In this paper, the main idea
is that: by constructing circulant permutation matrix, we can obtain quantum
quasi-cyclic LDPC codes using CSS’s method. Therefore, in Section 2, we pro-
pose a method using classical QC LDPC codes for constructing quantum LDPC
respectively and analyze the cycle of this kind construction. Finally, the encoding
and decoding of constructed quantum QC LDPC codes are studied.

2 Constructions of Classical Codes for QECC

The characteristic of QC LDPC code is that, the parity-check matrix consists of
small square blocks which are the zero matrix or circulant permutation matrices.
With sum-product decoding, the QC LDPC codes has good performance for
short code length. Therefore, the corresponding quantum QC LDPC codes[10,
11] have encoding advantage over the other types of quantum codes[12,13].

To construct the parity check matrices H1 of classical QC LDPC code C1 and
H2 of C⊥

2 , we should show how to obtain the circulant permutation matrixes
which H1 and H2 obtained from.

First, we introduce some notions. A L × L square matrix P = (pij) is called
basic-matrix, which can be denoted as:

pij =
{

1 if i = (j + 1)modL,
0 otherwise (1)

where L is a prime. Obviously, the row vectors of basic-matrix form a finite cyclic
group. The mL × nL matrix G called circulant permutation matrix, which can
be denoted by G = (P aij ),i.e.,

G =

⎛
⎜⎜⎜⎝

P a11 P a12 . . . P a1n

P a21 P a22 . . . P a2n

...
...

. . .
...

P am1 P am2 . . . P amn

⎞
⎟⎟⎟⎠ (2)

where aij is the exponent of matrix P . If P∞ = 0L×L, aij ∈ {0, 1, · · · , L−1, ∞},
then E(G) = (aij) is called exponent matrix of G, i.e.,

E(G) =

⎛
⎜⎜⎜⎝

a11 a12 . . . a1n

a21 a22 . . . a2n

...
...

. . .
...

am1 am2 . . . amn

⎞
⎟⎟⎟⎠ , (3)

When G has full rank, its code rate is given by

R =
Ln − Lm

Ln
=

n − m

n
= 1 − m

n
, (4)
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regardless of its code length N = nL. If the parity check matrix of LDPC codes
C is obtained by the circulant permutation matrix described above, then C is
called (m, n) QC LDPC codes. Now, we first consider how to design two circulant
permutation matrixes G1 and G2.

According to the theory of group, if L is prime, then ZL is finite field. The
set Z∗

L constructed by non-zero element in ZL is a cyclic group, and its order
should be even. Therefore, Z∗

L may be divided into two subsets averately, i.e.,
Z∗

L1 and Z∗
L2. And Z∗

L1 and Z∗
L2 satisfy following conditions:

(i) |Z∗
L1| = |Z∗

L2| = l, l = (L − 1)/2.

(ii)∀a ∈ Z∗
L1, b ∈ Z∗

L2, a �= b.

(iii)Let ai = σimodL, ai ∈ Z∗
L1, and bi = τσimodL, bi ∈ Z∗

L2, where σ ∈
Z∗

L, τ ∈ Z∗
L/{σ, σ2, · · · }, 1 ≤ i ≤ l.

Now, we will use these elements in the two subsets to obtain exponent matrixes
E(G1) = (aij) and E(G2) = (bij). Assume vectors u1 = (a11, a12, · · · , a1l),
a1i ∈ Z∗

L1, v1 = (b11, b12, · · · , b1l), b1j ∈ Z∗
L2, 1 ≤ i, j ≤ l. We get the exponent

matrixes of circulant permutation matrixes E(G1) and E(G2) by the following
procedure:

Step1: one divides E(G1) into two square matrixes E(GA1) and E(GA2), i.e.,
E(G1) = (E(GA1), E(GA2))

Step2: Let u1 be first row of E(GA1), and have clockwise (or anticlockwise)
permutation for a position to get its second row.

Step3: As same principle, after l times later, E(GA1) can be obtained.

Step4: Suppose v′1 is a some permutation of u1 and v′1 �= u1, we make v′1 as the
first row of E(GA2).

Step5: The second row of E(GA2) is defined as anticlockwise (or clockwise)
permutation for a position to v′1. Like previous, we can get E(GA2).

Step6: The exponent matrix E(G1) corresponding (l, 2l) QC LDPC codes with
rate 1/2 is achieved by combining the two sections.

Step7: According to mapping: aij → bij , we can also get another exponent matrix
E(G2).

From above method, and with basic-matrix the circulant permutation matrixes
G1, G2 can be gained.

Example 1. Let L = 7, (Z∗
1 = {1, 2, · · · , 6}), σ = 2, and τ = 3, then l =

(L − 1)/2 = 3, Z∗
A1 = {1, 2, 4} and Z∗

A2 = {3, 5, 6}. Therefore, u1 = (2, 4, 1),
u′

1 = (1, 2, 4), the exponent matrixes E(G1) is:

E(G1) = E(GA1, GA2) =

⎛
⎝2 4 1 1 2 4

1 2 4 2 4 1
4 1 2 4 1 2

⎞
⎠ . (5)
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According to mapping: 3aij = bij , the exponent matrixes G2 is:

E(G2) =

⎛
⎝6 5 3 3 6 5

3 6 5 6 5 3
5 3 6 5 3 6

⎞
⎠ . (6)

Based on the two exponent matrixes and the 7 by 7 basic-matrix P , circulant
permutation matrixes G1 and G2 are gained.

In the following, we will explain that, two Nki × N, (i = 1, 2) check matrixes
can be generated from the two circulant permutation matrixes.

Lemma 1. If circulant permutation matrixes G1 and G2 are described previous,
any row of G1 is orthogonal to any row of G2.

Proofs. Denote rows of E(G1) and E(G2) are x = (xa1, xa2) and y = (yb1, yb2)
respectively, where |xa1| = |yb1| = l. According to the design described previous,
the elements in vector Z∗

L1 and Z∗
L2 are in one-to-one correspondence. The inner

product between any vector in xa1 and yb1 is either 0 or 1, and same to that in
xa2 and yb2. Because of the correspondence, 0 and 1 appear contemporarily in
two parties. So, the inner product of x and y is 0. Therefore, any row of G1 is
orthogonal to any row of G2.

Lemma 2. Suppose H1 is the parity check matrix of classical code C1 and H2
is that of C⊥

2 . If any row of H1 is orthogonal to any row of H2, the linear codes
C1 and C2 satisfy the condition(a).

Proofs. If any rows of H1 and H2 are orthogonal mutually, i.e., 〈a, b〉 = 0, ∀a ∈
H1, ∀b ∈ H2, one can get that H1 ·dT = 0, ∀d ∈ C2. Therefore, the cause C2 ⊂ C1
is satisfied. And then, according to the Hamming bound (3) and k2 < k1 in
condition (b), we can get the following cause.

Theorem 1. Based on the previous principle of the circulant permutation
matrixes construction, one gets quantum codes C with parameter [[N, k, d]].

Proofs. According to the Hamming bound (3) and let k2 < k1, one chooses
properly N − ki(i = 1, 2) rows of Gi as parity check matrix Hi. From Lemma 1,
we also have that, any row of H1 is orthogonal to any row of H2. With k2 < k1,
the condition (a), (b) are all ensured. Therefore, with Lemma 2 we can gain
quantum codes C with parameter [[N, k, d]].

As designed previously, if there is ∞ in exponent matrix, QC LDPC also can
be obtained by the non-zero matrix.

Example 2. If the exponent matrixes of parity matrixes is in example 1, and
make the mapping is ∞ → ∞ we can get the following exponent matrixes E(H1)
and E(H2)

E(GA1) = E(GA1, GA2) =

⎛
⎝ 2 4 ∞ ∞ 2 4

∞ 2 4 2 4 ∞
4 ∞ 2 4 ∞ 2

⎞
⎠ (7)
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according to mapping: 3aij → bij , the exponent matrixes G2 is:

E(GA2) =

⎛
⎝ 6 5 ∞ ∞ 6 5

∞ 6 5 6 5 ∞
5 ∞ 6 5 ∞ 6

⎞
⎠ , (8)

the parity check matrixes H1 and H2 also can be taken from G1 and G2 which
based on the basic-marx and exponent matrixes designed above.

Theorem 2. Based on the described principles about the non-zero parity check
matrixes, to x ∈ Z∗

1 , y ∈ Z∗
2 , there may be the following mapping:

x → ∞, ∞ → y, ∞ → ∞ (9)

and take the proper parameters k1and k2, the quantum codes C[[N, k, d]] can be
obtained.

Proof. Denote x = (xa1, xa2) and y = (yb1, yb2). In terms of the features of
basic-matrix P , to this mapping, same value of inner product between xai(i =
1, 2) and ybi appears always contemporarily. Therefore, it induces 〈x, y〉 = 0, and
ensures the condition (a) is satisfied. According to the Hamming bound (3), two
classical codes C1 and C2 with parameters [[N, k1, d1]] and [[N, k2, d2]] can be
gained. If we take proper parameters k1 and k2, then the condition (b) can be
satisfied. Therefore, the quantum QC LDPC codes C[[N, k, d]] based on codes
C1, C2 can be obtained, where k = k1 − k2 and d = min{d1, d2}.

Furthermore, the design can provide codes with various lengths and rates with
no cycles of length 4 in their Tanner graph. Denote L−1 = 2l, the corresponding
exponent chain of two times of cycle is represented as following:

a1 → a2 → · · · a2l → a1or(a1, a2, · · · , a2l, a1) (10)

According to following Theorem, we can adjust the proper code rate.

Theorem 3. Let (a1, a2, · · · , a2l, a1) be the exponent chain corresponding to a
2-block-cycle. If r is the least positive integer such that

r
2l∑

i=1

(−1)i−1ai ≡ 0modL (11)

then the block-cycle leads to a cycle of length 2lr.

Proofs. First we consider columns from 1 to l. According to the relation of
P ai and P ai+1, the “1” at the jth row of P ai in the row block is located at
j +

∑l
i=2(−1)kakth row of in a row block (i = 2, 3, · · · , l) and the last is (j +

a2 − a3 · · · a2l − a1). Similarly, we can also analyze the remaining columns from
l + 1 to 2l. Repeating this procedure r times, the “1” at the jth row of in the
row block is connected to the “1” at thej + r

∑2l
i=1(−1)iaith row of P a

1 in the
row block. This procedure may be represented by the following chain:

P a1 → P a2 → · · · P a2l︸ ︷︷ ︸
rtimes

→ P a1 (12)
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By the assumption of (12), we also have

j ≡ j + r

2l∑
i=1

(−1)iaimodL (13)

It is easily checked that the girth of the Tanner graph of a parity-check matrix
we provided is greater than or equal to 6.

Finally, we consider quantum self-dual containing codes construction based
on quasi-cyclic LDPC Codes. There is the following result for it.

Theorem 4. There is no self-dual containing quantum QC LDPC code which
based on the construction described above.

Proof. Suppose that C1, C2 are a pair of linear codes which are used to construct
self-dual containing CSS code. It implies C1 = C2. According to the condition
(a), it implied that the parameters k1, K2 should be 0 ≤ k1 < k2 ≤ m. It means
that condition C1 = C2 cannot be obtained.

3 Encoding of Quantum LDPC Codes

In this section, we show the detail of how to encode the quantum codes via
G1 and G2. Firstly, one randomly choices N − k1 and N − k2 rows in the two
circulant permutation matrices. Furthermore, the distance d of the code can be
calculated by the number of the independent lines of the check matrix HN−k1

and HN−k2 . Subsequently two classical codes C1 and C2 with the perimeters
[[N, k1, d1]] and [[N, k2, d2]] are obtained.

To codes set C1, C2 the any quantum code x ∈ C1, its quantum state can be
expressed as:

|x + C2〉 ≡ 1
2k2/2

∑
y∈C2

|x + y〉 (14)

If we take all of the quantum code word in C1, the number of orthogonal state
|x + C2〉 is 2k1−k2 . Therefore, we can get a set including the different state:

{|x0 + C2〉, |x1 + C2〉, · · · , |x2k1−k2−1 + C2〉}, (15)

CSS code is to transform k1 − k2 qubits overlap state

α0|0 · · · 00〉 + α1|0 · · · 01〉 + · · · + α2k1−k2−1|1 · · · 11〉, (16)

as a code system of qubits overlap state:

α0|x0 + C2〉 + α1|x1 + C2〉 + · · · + α2k1−k2−1|x2k1−k2−1 + C2〉. (17)

Therefore, by the two classical liner codes C1 and C2, we can get a quantum codes
with parameter [[N, k, d]], where k = k1 − k2 and d = min{d1, d2}. For instant,
the check matrixes H1, H1 are obtained from Example 1 and the corresponding
codes can correct one error. If we choice k1 and k2 satisfy the Hamming bound
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such as k1 = 17, k2 = 15(< 21), and the distance d = 12. We can get the
quantum codes [[42, 2, 12]], and there will be 217 code vectors in C2, and 215 in
C1. Therefore, we can get 2k1−k2 = 22 states |s0〉 · · · |s22〉, which can be denoted
as |si〉 = |x + C2〉, (0 ≤ i ≤ 22 − 1), regardless of x /∈ C2, or x ∈ C2. Finally, the
quantum error-corrected coding set can be translated as following encoded code

α0|s0〉 + α1|s1〉 + α2|s2〉 + α3|s3〉, (18)

and then one sends the already encoded codes into the depolarizing channel.
After translated the environment in which errors may happen, the receiver will
decode his receipted quantum codes. In the following Section, we will show how
to decode the presented quantum codes.

4 Decoding of the Presented Codes

Suppose the liner coding sets C1 and C2 can correct t qubits error, we will show
the CSS codes constructed by C1 and C2 are how to correct most t bit- flip and
phase- flip error.

4.1 Error Detection

As to the decoding of quantum CSS codes, we first consider the state in Eq.(14).
Let the parity check matrix of liner codeword set C1 be H1, because x ∈ C1,
and C2 ⊂ C1, we have:

xHT
1 = 0, yHT

1 = 0, ∀y ∈ C2 (19)

On the other hand, if ei denotes the vector of the flipped iqubit which happened
on the ith qubits, after the encoded state in (17) sent, the state we accepted is:

|ϕ〉 =
1

2k2/2

∑
y∈C2

|x + y + ei〉 (20)

According to the syndrome of vector x + y + ei corresponding to the state in
Eq.(10), even y /∈ C2, the following equation can also be gotten:

(x + y + ei)HT
1 = xHT

1 + yHT
1 + eiH

T
1 = eiH

T
1 (21)

Because the liner codes set C1 can correct t errors, the syndromes e1H
T
1 , e2H

T
1 ,

· · · , eNHT
1 responding to the only one error are all different. Clearly, according to

classical method of error correcting coding, we will know that the error happened
in the ith qubit by computing the syndrome eiH

T
1 in the accepted information

state |ϕ〉.

4.2 Error Correction

From the phase of error detection, we can know that which position has happened
flipped qubit. The error of flipped qubit include: bit-flip error(X error), phase-
flip error(Z error), and the case of two kinds of error happened contemporarily.
Now, we talk about how to correct the error.
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To bit-flip error, we only impose X-Gate on the qubit which error happened
on, the error will be corrected.

Example 3. let the prime L = 3, we can get the most simple form of exponent
matrixes E(G1) and E(G2) as following:

E(G1) =
(
1 1

)
E(G2) =

(
2 2

)
(22)

If suppose the parameters k1 = 4 and k2 = 3, the two classical codes are
C1[[6, 4, 6]] and C2[[6, 3, 6]] and they all can correct one error. The constructed
quantum code based on these classical codes should be C[[6, 1, 4]] and can also
correct one error. To correct the phase-flip, we impose Hadamard transition on
every qubits i.e., |x〉, so, it is expressed as following:

|x〉 Hadamard−−−−−−→ 1
2N

∑
y∈{0,1}N

(−1)x·y|y〉. (23)

And then applying coding, to impose Hadamard transition on every N qubits
in the state in Eq.(14), according to in Eq.(12), we can get the following forma:

1
2k2/22N/2

∑
x∈{0,1}N

∑
y∈C2

(−1)(x+y)z|z〉. (24)

If use the lineal natural of liner coding sets C2, according to
∑

y∈C2

(−1)y·z =
{

2k2 if z ∈ C⊥
2

0 if z /∈ C⊥
2

(25)

then, form in Eq.(14) becomes:

2k2/2

2N/2

∑
z∈C⊥

2

(−1)x·z|z〉. (26)

Therefore, if the phase-flip happened in jth qubit in the state |x + C2〉, there is
the following state:

1
2k2/2

∑
y∈C2

(−1)(x+y)ei |x + y〉. (27)

To impose Hadamard transition on every qubits in above equation, we can get:

1
2k2/22N/2

∑
z∈{0,1}N

∑
y∈C2

(−1)(x+y)(ei+z)|z〉 =

1
2k2/22N/2

∑
z′∈{0,1}N

∑
y∈C2

(−1)(x+y)z′ |ei + z′〉, (28)

where z′ = ei + z. Applying Eq.(4)again, we also get:

2k2/2

2N/2

∑
z′∈C⊥

2

(−1)(x·z
′)|z′ + ei〉. (29)
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From the above cause, the phase-flip error can be turned as bit-inverted error
through the Hadamard transition. Therefore, to the state in in Eq.(18), we only
correct the bit- flip error, then the phase-flip error can be corrected. In fact, we
apply the parity check matrix H2 of coding set C⊥

2 to solve the syndrome of the
vector z′ + ei corresponding to state |z′ + ei〉. Because C⊥

2 can correct t errors,
from the syndrome, we can detect the error ei and correct it. At last, one gets
the state:

2k2/2

2N/2

∑
z′∈C⊥

2

(−1)(x+y)z′ |z′〉. (30)

And then impose Hadamard transition on every qubits in Eq.(19)again, one will
get the primitive information. Finally, if the two kind flipped errors happened
contemporarily, we only correct the bit-flip error because this procedure includes
the correction to phase-flip error.

5 Simple Analysis

Because of its structure, quantum LDPC codes will reduce the encoding com-
plexity. And, it can make the quantum circuit more simpler than other classes
of CSS quantum codes .To Example 3, The circuit of measuring on the X error
syndrome can be expressed as Figure 1. Therefore, it has more practical signifi-
cance. Quasi-cyclic LDPC codes is a class of low-density parity-check codes, and
its parity check matrix is circulant permutation matrix. It has more advantage
to reduce the complex of both quantum encoding and decoding.

Fig. 1. Circuit correcting X errors of qubit encoded in [[6,4,6]] code

Furthermore, the design can provide codes with various lengths and rates with
no cycles of length 4 in their Tanner graph. Denote L−1 = 2l, the corresponding
exponent chain of two times of cycle is represented as Eq.(10). According to the
Theorem 4, we can adjust the proper code rate.

Let (a1, a2, · · · , a2l, a1) be the exponent chain corresponding to a 2-block-
cycle. If r is the least positive integer such that according to Eq.(11) the block-
cycle leads to a cycle of length 2lr.
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6 Conclusion

In this Paper, we proposed a method to construct efficiently the quantum QC
LDPC codes with the large codeword length. We showed that the constructions
provide codes with various lengths and rates with no cycles of length 4 in their
Tanner graph. This approach can be directly extended to other quantum QC
LDPC codes. According to the features of LDPC codes, the presented codes
have the advantage of simple implementation and low complexity encoding.
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Abstract. Using unsupervised algorithms to cluster for diagnosis information 
data is a mainstream and difficult area of TCM clinical research, and the optimal 
symptoms’ number of the syndrome is even more difficult to gain. However, 
there is no relevant and effective research on it yet. An unsupervised clustering 
algorithm is proposed based on the concepts of complex system entropy and con-
tribution degree in this work. The algorithm is based on the familiar unsuper-
vised complex system entropy cluster algorithm, simultaneously, it introduces 
contribution degree to self-adaptively select the symptoms’ number. This work 
carried out three clinical epidemiology surveys about depression, chronic renal 
failure and chronic hepatitis b, and obtained 1787 cases, each of which has 
measurements for 76 symptoms. The algorithm discovers 9 patterns, and 6  
of them fit the syndrome in clinic. Therefore, we conclude that the algorithm 
provides an effective solution to discover syndrome from symptoms. 

Keywords: contribution degree; mutual information; unsupervised cluster;  
syndrome; self-adaptive. 

1   Introduction 

Traditional Chinese Medicine (TCM) is the treasure of China with about 3000 years’ 
history. Differentiation of syndromes is one of the most important methods of recog-
nizing and diagnosing diseases in the theories of TCM. However, many differentia-
tion systems of syndromes have been produced and varied during thousands of years, 
which brings increasing difficulties to unify these conceptions. The raise of entia of 
syndromes’ differentiation systems is the approach to solve this problem [1]. In the 
past, differentiation of syndromes mostly depends on doctor’s experience, which 
lacks of objective basis. Hence many researchers have begun to study TCM with 
modern techniques. There are too many available symptoms that doctors could not 
take all the symptoms into consideration during differentiation of a syndrome. So how 
to find out the most informative symptoms combination and diagnose a syndrome 
with them is the most important task in TCM. Hereunto, a new question comes into 
being. How many symptoms are the most accurately and rationally for one syndrome?  

Many approaches have been introduced to determine the number of clusters [2-4]. 
But there is almost no research on how to determine the cluster size (the number of 
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elements of cluster). Because of the TCM information’s specific characteristic,  
e.g. fuzzy symptoms, non-full symptoms, complex syndromes, personality therapy 
information and complex processing of data mining [5], many common statistical 
methods could not be applied to TCM data mining. An unsupervised clustering algo-
rithm is proposed based on complex system entropy at the paper [6], which provides 
an effective solution to chronic renal failure (CRF) problem contained in traditional 
Chinese medicine. Based on this algorithm, a technique of self-adaptively selecting 
symptoms’ number of TCM syndromes is proposed, which is based on contribution 
degree.  

In this paper, we carry out three clinical epidemiology surveys in one data set and 
propose an unsupervised data mining model, in which we treat mutual information 
(MI) as an association measure of two variables and treat contribution degree as the 
threshold of self-adaptively selected symptoms. 

This paper is organized as follows. Section 2 is devoted to patterns discovery algo-
rithm based on MI. An unsupervised complex system entropy cluster algorithm based 
on contribution degree is presented in Sec.3. In Sec.4, the algorithm is applied in the 
data which contains three clinical epidemiology surveys. In Sec.5, the conclusions are 
given. 

2   Patterns (Syndromes) Discovery Algorithm Based on MI 

In this part, some basic information will be introduced about entropy cluster algorithm 
based on mutual information (MI). 

2.1   Definition of Association Based on Revised Version of MI 

Mutual information between two variables is formally defined as: 

( , ) ( ) ( ) ( )MI X Y H X H Y H X Y= + − ∪ , (1)

where ( )H X  denotes the Shannon entropy of variable X , ( )H X Y∪  represents the 

joint entropy between variables X and Y . Formally, suppose that X and Y  are both 
categorical variables,  ( )H X  and ( )H X Y∪  are denoted as: 

( ) ln
m

i i

i 1

n n
H X

N N=

= −∑ ,
 

(2)

where in  denotes the number of occurrence of the ith category of X  with m  catego-

ries, N  is the total number of sample X . 

( ) ln
m l

ij ij

i 1 j 1

n n
H X Y

N N= =

∪ = −∑∑ ,
 

(3)

where ijn represents the number of simultaneous occurrence of the ith category of X  

with m  categories and the jth counterpart of Y  with l  categories. 
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Mutual information is universally used to measure the similarity between two  
variables’ distributions and is taken here as an association measure of two variables. 
MI-based association between two variables is symmetric in information theory, but 
the relation between two symptoms is usually asymmetric. This problem was solve by 
correlation coefficient, which was proposed in the paper [7] and denoted as: 

( , )
( , )

( )

MI X Y
X Y

H Y
μ = .

 
(4)

By this definition, the association between two variables is asymmetric because two 
variables’ Shannon entropies ( ( )H X  and ( )H Y ) are usually different. Furthermore, 

by information theory, the form of MI can be recast as: 

( , ) ( ) ( | )MI X Y H X H X Y= − . (5)

That is to say, ( , )MI X Y  represents the information content with regard to knowing 

X  under the condition of knowing Y . Therefore, associations of two mostly close 
symptoms and completely opposite counterparts are both very large, making the asso-
ciation defined by MI composed of both positive and negative. Thus, we’ll come up 
against some problem in practice. For example, the correlation coefficient of two 
correlative symptoms (e.g. Spiritlessness and Hypodynamia) is large, but the correla-
tion coefficient of two opposite symptoms (e.g. Floating pulse and Sunken pulse) is 
even larger than it. We present a revised version of MI to identify both positive and 
negative associations. The frequency that X  and Y  are both of nonzero categories is 
denoted as ( , )Pofr X Y , it is this positive frequency of X  and Y  that separates posi-

tive and negative associations. We revised the form of correlation coefficient as: 

( ) ( ) ( )
( , )

( )
( , )

( ) ( ) ( )
( , )

( )

H X H Y H X Y
Pofr X Y

H Y
X Y

H X H Y b H X Y
Pofr X Y

H Y

θ
μ

θ

+ − ∪⎧ ≥⎪⎪= ⎨ + − ∗ ∪⎪ <
⎪⎩

,

 
(6)

where b  is a real number and is greater than 1, it can be seen as penalty coefficient, 
θ  is pre-assigned positive quantity, we call it threshold in this paper. Proper setting of 
the two parameters will not only distinguish the positively associated symptoms from 
the negatively associated counterparts, but also can avoid disturbances by the wrong 
data. 

2.2   Pattern Discovery Algorithm 

2.2.1   “Relative” Set 
For a specific variable X , a set, which is collected by means of gathering 

( )Z 1 Z N 1≤ ≤ − (where N  is the total number of the variables) variables whose 

associations with X are larger than others with regard to X , is attached to it and is 
denoted as ( )R X . Each variable in the set can be regarded as a “Relative” of X  

while other variables that do not belong to the set are consider as irrelative to X . So 
we name ( )R X  “Relative” set of X . 



 Contribution Degree’s Application in the Research of Elements of TCM Syndromes 31 

2.2.2   The Pattern Discovery Algorithm Based on “Relative” Set 
A pair of variables ( X  and Y ) is defined to be significantly associated with each 
other if and only if X belongs to the “Relative” set of Y  ( ( )X R Y∈ ) and vice 
versa ( ( )Y R X∈ ). It is available to extend this definition to a set with multiple 

variables. If and only if each pair of these variables is significantly associated, then 
we can call that the set is significant associated. In order to find the patterns hidden in 
the data, an unsupervised algorithm is proposed. The specific steps are as follow: 

Step 1. Based on the N Z×  matrix, which is composed by the N  variables’ “Rela-
tive” set, we can find all the significantly associated pairs (a 2M 2× matrix), where 

2M  represents the number of significantly associated pairs. 

Step 2. Based on the 2M 2×  matrix, significantly associated set concluding 3 vari-

ables can be obtained, denoted by a 3M 3×  matrix, where 3M  represents the number 

of sets containing 3 significantly associated variables. Similarly, if there exist signifi-
cantly associated multiple variables, the corresponding result is denoted by mM m× , 

where mM  represents the number of sets containing m significantly associated vari-

ables and m  stands for the number of variables. Since Z  is bounded, the algorithm is 
bound to converge. 

Step 3. Finding the maximal m. Matrix mM m×  has mM  patterns with m  variables. 

A set that contains m 1−  variables is certainly not a pattern since it does not fulfill the 
third criterion of a pattern. All these kinds of sets are removed from the matrix 

( )m 1M m 1− × − , and the rest are certainly patterns with m 1−  variables. Similarly, all 

the patterns can be discovered. 

Compared with others, the unsupervised pattern discovery algorithm mentioned above 
has its own advantages and plays a major role in selecting TCM syndromes, which 
also leads to some satisfied results. But it is too rigid in dealing with the cluster size 
(i.e., the symptoms’ number of syndromes) and lacks of foundation in theory. In order 
to solve these problems, we propose a novel algorithm to self-adaptively determine 
the number of symptoms, which is based on the contribution degree.  

3   Patterns (Syndromes) Discovery Algorithm Based on 
Contribution Degree 

There is a long time concerning among clinics about how to effectively and accurately 
determine the number of syndromes and select suitable syndromes in TCM differen-
tiation. However, there is still no convincing research in this area. In this condition, 
we try to do some tentative work to fill the current blank. 

3.1   Contribution Degree 

How to select symptoms and estimate symptoms’ contribution degree is always a 
basic problem in TCM data mining process. The commonly used methods in TCM  
are as follows: selecting symptoms by the logistic regression and estimating the  
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contribution degree by normalized regression coefficient [8]. In the paper, contribu-
tion degree is used to select the syndrome factors of outer pathogenies. Non-
conditional Logistic multivariate regression is employed to screen the symptoms to all 
outer pathogenies, and the contribution and peculiarity of every symptom to the diag-
nosis of these syndrome factors are discussed; Estimating each symptom’s contribu-
tion degree in the syndrome by chi-square and likelihood ratio [9], and the method 
based on the aim of minimum classification error-rate is considered as the best one; 
Scoring the contribution degree by “double-frequency power scissors”[10]. In this 
paper, the contribution degree based on variables’ (symptoms’) MI will be used. 

Every syndrome is a set of several special symptoms, so the correlation coefficient of 
each symptom with the other symptoms of the syndrome is defined as the symptom’s 
contribution for the syndrome. The contribution degree reflects the symptom’s impor-
tance degree in the syndrome. Based on the Eq. (6), assuming that to random , ( )i j i j≠ : 

,

( , ) ( , )
( )

Z
i j j i

i
j 1 j i

X X X X
Con i j

2

μ μ

= ≠

+
= ≠∑ ,

 
(7)

where ( , )i jX Xμ and ( , )j iX Xμ  are the ith variable’s correlation coefficient with the 

other variables of “Relative” set, Z is the total symptoms of “Relative” set.  
However, the contribution degree, defined by Eq.(7), can’t be used to compare 

among different “Relative” sets. Thus, we adopt standardization steps and gain rela-
tive contribution degree to denote the symptoms’ contribution. Specifically: 

i
i Z

i
i 1

Con
Con

Con

∗

=

=
∑ .

 

(8)

The iCon ∗  is defined as the ith symptom’s contribution degree for the “Relative” set. 

The “Relative” set is composed by several symptoms which are significantly associ-
ated with each other, but not all of these symptoms can be composed by the optimal 
combination of the syndromes. In order to select the optimal syndrome from the 
“Relative” set, the symptoms are aligned in descending order according to contribu-

tion degree. If the sum of first C  symptoms’ contribution degree ( *
C

i
i 1

con
=
∑ ) reaches 

the threshold, the C  symptoms can explain the optimal combination of the syndrome. 

3.2   The Algorithm Based on Contribution Degree 

Combined with Eq. (8) and the unsupervised algorithm of 2nd chapter, the self-
adaptive unsupervised algorithm based on contribution degree is described in the 
following: 

Step 1. Initialize parameters α  and β , where α  controls the convergence process 

of the self-adaptive algorithm, β controls the circle number of the algorithm and  

we set 2β = here. As the step 1 of the algorithm of 2nd chapter, based on the N Z×  

matrix, which is all of the N  variables’ “Relative” set, we can find  all the signifi-
cantly associated pairs (a ( )M 2β β β× = matrix), where M β  represents the number 
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of significantly associated pairs. Simultaneously, we could calculate significantly 
associated pairs’ relative contribution degree ( , , )i i1 i2 2C Con Con i 1 2 M∗ ∗= + = . 

Step 2. If iC α≥  jump to step 4. Otherwise, jump to step 3. 

Step 3. Use the M β β∗ ×
 
matrix which is obtained in step 2 to find all the signifi-

cantly associated 1β +  variables, denoted by ( )1M 1β β+ × +  matrix. And calculate 

significantly associated 1β +  variables’ relative contribution degree 

( , , )
1

i ij 1
j 1

C Con i 1 2 M
β

β

+
∗

+
=

= =∑ . If iC α≥  jump to step 4, otherwise let 1β β= + and 

repeat step 3 until the limit of β . 

Step 4. Save all the significantly associated variables which is satisfy iC α≥ . 

The flow chart of the algorithm is shown in Fig.1. 

 

TCM data 

“Relative ” set 
N*Z matrix 

Significantly 
associated variables 

M ß* ß matrix 

Initializing 
α and β 

β=β+1

Contribution degree 
Matrix C ( M β * 1 ) 

If C ( i , 1) ≥ α

If β>Z-1

Save M i * ß , end 

end

For i = 1 : M ß 

no

yes 

no

yes

 

Fig. 1. The flow chart of the algorithm 
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The convergence of the algorithm mentioned above is decided by whether the sig-
nificantly associated variables’ relative contribution degree in “relative” set reaches 
the threshold α . In differentiation of syndromes if α reaches 0.8, we can say that the 
importance of symptoms of significantly associated variables in the symptoms of 
“relative” set reaches 80 percents. So we can believe in statistics that the symptoms of 
significantly associated variables can be regarded as the main components of syn-
drome. For this reason, we can also answer the question proposed in the beginning. 

Because of the TCM system’s complexity and the differences between syndromes, 
it is difficult to select the threshold α . According to many experiments and the TCM 
knowledge, .0 8α =  is optimal for this work. Of course, we’ll do some advanced 
research for the future. 

4   Application in TCM 

We carry out three clinical epidemiology surveys about depression, chronic renal failure 
(CRF) and chronic hepatitis b, and obtain 1787 cases (604 cases of depression, 582 cases 
of chronic hepatitis b and 601 cases of CRF), which measure up standards and have good 
compliance. And these cases were collected from 6 TCM hospitals of 6 different areas 
including Beijing, Liaoning, Shanxi, Shanxi’, Shandong and Hubei from 2005.10.15 to 
2006.1.15. Each report includes 76 symptoms, which grade to four variables (0,1,2,3) by 
severity degree of the symptom. Name of symptoms are shown in table 1. 

Table. 1. Name of symptoms 

No. Name No. Name No. Name 
1 
2 
3 
4 
5 
 
6 
 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
 
21 
 
22 
 
23 
24 

Deprementia 
Sporotlessness 
Amnesia 
Fear of cold 
Feverishness in palms 
and soles 
Spontaneous perspira-
tion 
Night sweat 
Hypodynamia 
Sallow complexion 
Ochriasis 
White complexion 
Red complexion 
Black complexion 
Dim complexion 
Dry eye 
Headache 
Bombus 
Cardiopalmus 
Chest distress 
Hypochondriac 
distension 
Hypochondriac 
distending pain 
Hypochondriac dull 
pain 
Gastric cavity 
Nausea 

25 
26 
27 

 
28 
29 
30 
 
31 
 
32 
33 
34 
 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 

Abdominal distention 
Abdominal pain 
Soreness and weakness of 
waist and knees 
Dull pain of waist 
Soreness of waist 
Lumbago and desire to 
warm 
Lumbago and desire to 
press 
Anorexia 
Dry mouth 
Thirst without desire to 
drink 
Thirst and desire to drink 
Loose stool 
Constipation 
Deep-colored urine 
Drowsiness 
Dreaminess 
Frequent micturition 
Pale tongue 
Light red tongue 
Red tongue 
Lavender tongue 
Purple tongue 
Old tongue 
Tender tongue 
Puffy tongue 

50 
51 
52 
53 
54 
55 
 
56 
57 
58 
59 
60 
61 
62 
63 
64 
 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 

Thin tongue 
Tooth-marked tongue 
Fissured tongue 
Collaterals under tongue 
White tongue coating 
Yellow-white tongue 
coating 
Yellow tongue coating 
Less tongue coating 
Thin tongue coating 
Thick tongue coating 
Moist tongue coating 
Smooth tongue coating 
Dry tongue coating 
Greasy tongue coating 
Exfoliative tongue 
coating 
Ecchymosis on tongue 
Floating pulse 
Sunken pulse 
Slow pulse 
Rapid pulse 
Thready pulse 
Slippery pulse 
Uneven pulse 
Powerful pulse 
Asthenia pulse 
Taut pulse 
Tense pulse 
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The result of the self-adaptive algorithm is shown in table 2. 

Table. 2. The result of the self-adaptive algorithm 

significantly associated variables Contribution 
degree 

1. Feverishness in palms and soles, Spontaneous perspiration, Night sweat 
2. Ochriasis, Dim complexion, Deep-colored urine, 
3. Dry mouth, Thirst and desire to drink, Frequent micturition 
4. Sunken pulse, Asthenia pulse, Taut pulse 
5. Hypochondriac distension, Gastric cavity, Abdominal distention 
6. Soreness and weakness of waist and knees, Soreness of waist,  

Lumbago and desire to warm, Lumbago and desire to press 
7. Gastric cavity, Nausea, Abdominal distention, Anorexia 
8. Dull pain of waist, Soreness of waist, Lumbago and desire to warm,  

Lumbago and desire to press 
9. Deprementia, Amnesia, Drowsiness, Dreaminess 

0.8272 
0.8307 
0.9130 
0.8222 
0.8173 
0.9087 

 
0.8000 
0.8616 

 
0.8273 

In these 9 patterns, we can make sure that 6 patterns can be diagnosed as syndrome 
in clinic. And the patterns and the syndromes diagnosed by TCM physicians are 
shown in table 3. The other 3 patterns can’t be diagnosed by now. 

Table. 3. Patterns and syndromes 

Patterns syndrome Disease location 
1. Feverishness in palms and soles,  

Spontaneous perspiration, Night sweat 
2. Deprementia, Amnesia, Drowsiness, 

Dreaminess 
3. Soreness and weakness of waist and 

knees, Soreness of waist, Lumbago and 
desire to warm, Lumbago and desire to 
press 

4. Gastric cavity, Nausea, Abdominal 
distention, Anorexia 

5. Hypochondriac distension, Gastric 
cavity, Abdominal distention 

6. Dry mouth, Thirst and desire to drink,  
Frequent micturition 

deficiency of Qi and  
Yin 
 
deficiency of Qi 
 
deficiency of Yang 

 
 

Qi stagnation or defi-
ciency of Qi 
Qi stagnation 
 
deficiency of Ying 

unsure 
 
heart 
 
kidney 

 
 
 

spleen and stomach 
 
liver, spleen and 
stomach 
kidney 

5   Conclusion 

In this paper, we carry out three clinical epidemiology surveys about depression, 
chronic renal failure (CRF) and chronic hepatitis b, and obtained 1787 cases, each of 
which has measurements for 76 symptoms. By studying the symptoms’ contribution 
degree in syndrome and the optimal symptoms’ number of syndrome, an unsuper-
vised complex system entropy cluster algorithm based on contribution degree is  
proposed to allocate significantly associated symptoms into several patterns and self-
adaptively select the number of symptoms. The algorithm successfully discovered 9 
patterns, whose contribution degree reach 0.8. And 6 of them can be diagnosed  
as syndrome, which is completely in accordance with the corresponding results  
diagnosed by TCM physicians. The algorithm is viable in the TCM practice. 
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Abstract. There are always two main problems in identification of human  
beings through their ear images: 1- If distances of the individual from camera 
changes, the sizes of ears in the saved images are varied in proportion to this 
distance. 2- If head of people in taken images is tilted upwards or downwards, 
this causes ear images of these people rotate in proportion to saved ear images 
in database. In both of these cases, all identification systems do not work prop-
erly. In this article, we proposed a new method for normalizing human ear  
images by detecting the rotation and scaling variation, and normalizing the ear 
images accordingly. Our proposed method works well on all ear databases and 
all ear images (either left or right) which have been taken from front side of the 
ears. Our method provides high performance to the biometric identification sys-
tems to identify human being, even when the images of human ears are taken 
from long distance with small scale. 

Keywords: Ear image normalization, Scale invariance, Rotation invariance. 

1   Introduction 

With the rapid technological advances in electronics and Internet commerce as well  
as with the increased emphasis on security, there will be a growing need to authenti-
cate individuals. Biometric recognition is emerging as a reliable method which can 
overcome some of the limitations of the traditional automatic personal identification 
technologies. Ears have long been considered as a potential means of personal identi-
fication, yet it is only in the last 10 years or so that machine vision experts started  
to tackle the idea of using ears as a biometric. French criminologist Alphonse Bertil-
lon was the first to recognize the biometric potential of human ears [12]. Empirical 
evidence supporting the ear's uniqueness was later provided in studies by Iannarelli 
[11]. The structure of the ear is rich and stable, and does not change radically  
over time; the ear is less variability with expressions, and has a more uniform distri-
bution of color than faces. These unique characters of the ear make it possible to 
make up the drawbacks of other biometrics and to enrich the biometrics identification 
technology [5].  

Ear Recognition is a new type of biometric recognition method. Meanwhile, ear 
recognition is also one of the most challenging subjects in the area of computer vision 
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and pattern recognition. Due to the unique location and structural features of human 
ears, the research in the above field has prospective potential in public safety and 
information security applications, which has drawn an increasing attention [1][2]. 
There are varieties of systems for human identification from two-dimensional images 
of ears. Burge et al. [3] proposed an approach based on Vornoi diagrams. The system 
proposed by Moreno et al. [4] is based on neural network. Hurley et al. [5] developed 
a system based on a force field feature extraction. Zhang et al. [6] developed a system 
combining independent component analysis (ICA) with radial basis function (RBF) 
network. The system proposed by Choras et al. [7] is based on geometric feature 
extraction. However, there are common problems in all of these systems: 1- If in the 
input images of these systems, the head of people is tilted upwards or downwards. 2- 
If in the input images of these systems, the distance of the individual from camera 
changes, the sizes of ears in the saved images are varied in proportion to this distance. 
In both of these cases, these systems wouldn’t work properly and couldn’t recognize 
the individual from their input ear images. So far no algorithm was suggested for 
normalizing the ear images to compensate these changes and solving these problems. 
In this paper we proposed a method for normalizing ear images which can detect any 
rotation and scaling changes in these images and normalize the images using the pro-
posed algorithm. In our method, firstly all edges of ear images are detected using the 
Canny edge detection algorithm with different thresholding [8]. The fundamental 
problem in all these binary images resulted from Canny algorithm [8] is that we can’t 
detect the part of outer edges of ear which attach to head thorough Canny algorithm 
[8]. In [9], a manual approach has been proposed which is resistant to the scale and 
rotation changes of input ear images. However, it does not work with any existing 
database, because in this method for each ear image, all the outer edges of ear image 
must be present. According to the authors [9], one special database has been collected 
to be used only by their algorithm. But, in our proposed method for normalizing ear 
images, without any need of a special kind of database and without any need to have 
all outer edges of an ear image, specially the part of outer edges of ear which attach to 
the head, we can normalize ear images to standard form. Figure 1, shows an input ear 
image and one obtained from Canny algorithm [8]. 

The proposed approach is explained in section 2, noise robustness of proposed 
method is explained in section 3, experimental results are given in section 4, and 
conclusion is given in the last section. 

 

Fig. 1. (a): Input ear image. (b): Ear image obtained from Canny algorithm [8]. 
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2   Ear Image Normalization 

To test the proposed method, we have used a database of 60 individuals, selected 
from the USTB database [10]. To present a complete description of the proposed 
algorithm, we must first consider two definitions: Max-Line and Ear Main Angle 

A.  Max-Line 
The longest line that can be drawn with both of its endpoints on the outer edge of  
the ear is called “Max-Line”. The length of a line can be measured in terms of Euclid-
ean distance [9]. The beginning and ending points of this line (Max-Line) are located 
on the outer edge of ear. It is important for us to precisely calculate length of this line. 
In the rest of article, we will explain the method of calculating this parameter. 

B.  Ear Main Angle 
The angle between a horizontal line confluent with Max-Line is called “Ear Main 
Angle”. We present Ear Main Angle as an important feature for human ear. In ear 
images, we can normalize rotational change with this new feature. This angle changes 
within a certain range for right and left ears, that’s why we called it, Ear Main Angle. 
Figure 2, from left to right respectively shows the binary image of ear, Max-Line 
obtained from binary image, and Ear Main Angle. 

 

Fig. 2. From left to right respectively: the binary image of ear and Max-Line obtained from 
binary image and Ear Main Angle 

Having known these definitions, we can now explain the normalization process of ear 
image which include four steps: 

1- Finding Max-Line and calculating its length. 
2- Calculation the value of Ear Main Angle 
3- Normalizing the changes resulting from scaling changes 
4- Normalizing the changes resulting from rotation changes 

2.1   Finding Max-Line and Calculating Its Length 

Finding Max-Line can be done firstly by finding all edges in an ear image. After find-
ing all the edges of ear image, we must detect the outer edges of an ear in the image. 
For this purpose, we start to scan pixels from four sides of edge detected binary image 
(up to down, down to up, right to left, left to right)to be able to find the outer edges of 
ear. For example, from right to left: we start to scan the pixels in rows. As we reach 
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the pixels related to one outer edge of ear (first pixels form right to left in the row for 
which the value is 1 in binary image), for the first row we save the coordinate of this 
pixel and go to the next row. This process should be apply on all the rows. We do the 
same on three other direction (left to right and up to down and down to up), quite  
the same as the first direction. But for the two directions (up to down and down to up) 
we should scan through each column instead of each row. In each direction, one side 
of outer edge of ear can be determined. Finally, the result of each direction which 
includes one side of outer edge of ear image is integrated with others to form final 
result which includes a complete outer edge of ear image. Figure 3, shows all the 
proposed algorithm steps to detect the outer edge of ear image. 

 

Fig. 3. a: Ear binary image, b: Left side of outer edge of ear, c: Right side of outer edge of ear, 
d: Upper side of outer edge of ear, e: Down side of outer edge of ear, f: Outer edge of ear 

According to our algorithm, we can detect the outer edge of ear. However, in the 
case that part of outer edge of ear which attached to the head can’t be detected 
through Canny algorithm as the edge, maybe some points inside the ear are detected 
as the outer edge of ear when scanning the pixels (for example: from right to left for 
right ear). But this problem does not have any effect on our proposed method in find-
ing Max-Line, because pixels of these points do not have maximum distance with 
other pixels of outer edge of ear. So, none of these points are recognized as the start-
ing or ending point of Max-Line. Finally, we measure the Euclidean distance of each 
pixel with all another pixels in the binary image of outer edge of ear and find the 
maximum value of these distances will give us the length of Max-Line and then we 
can locate the starting and ending points of this line. 

2.2   Calculation the Value of Ear Main Angle 

With finding Max-Line, we now can calculate the Ear Main Angle, which is the angle 
between a horizontal line confluent with Max-Line in the image. If (x1,y1) and (x2,y2) are 
the starting or ending point of the Max-Line, Ear Main Angle is given by the equation 1. 
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where θ is the Ear Main Angle of image. 

2.3   Normalizing the Changes Resulting from Scaling Changes 

After we obtained the Ear Main Angle, in order to solve the scaling problem, we ro-
tate all 60 images of the database to set the Ear Main Angles to 90 degrees. To obtain 
a standard scale for ear, it is essential to find the bounding rectangle which includes 
only human ear in the image. After fixing the Ear Main Angle to 90 ̊, the length of 
bounding rectangle is equal to the length of Max-Line. So, we intend now to find the 
maximum width of the bounding rectangle, which includes entire width of human ear 
within the image. To calculate this width, after changing the Ear Main Angle to 90 ̊, 
we must obtain the opposing vertical sides (right and left sides) which are parallel to 
the length of this bounding rectangle(Max-Line), in such a way that the entire width 
of human ear locates between these two sides. The distance between these two sides 
gives us the width of bounding rectangle. We assume the x axe perpendicular to Max-
Line (After changing Ear Main Angle to 90 ̊, Max-Line is equal to the length of 
bounding rectangle). In the right side of outer edge of ear, (Fig.3c), the line parallel 
with the length of bounding rectangle and tangent with the pixel which has the highest 
value of x, gives us the right side of the bounding rectangle. In the left side of outer 
edge of human ear (Fig.3b), the line parallel with the length of bounding rectangle 
and tangent with the pixel which has the lowest value of x, give us the left side of the 
bounding rectangle. The distance between these two sides is the width of the bound-
ing rectangle. We apply this process on all the 60 images of human ear database. We 
average all the lengths values calculated from the bounding rectangles of these 60 
images, to gives us an average value of length for bounding rectangle. Also we aver-
age all the widths values which calculated from the bounding rectangles of these 60 
images, to gives us an average value of width for bounding rectangle. Now, each 
other input image can be normalized through the proposed algorithm first by finding 
 

 
Fig. 4. Bounding rectangle obtained from ear image 
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the bounding rectangle of the ear and then by scaling the length and width of this 
bounding rectangle to standard values. Figure 4, shows the result of our proposed 
algorithm in finding the bounding rectangle. 

2.4   Normalizing the Changes Resulting from Rotational Changes  

To normalize the changes which are resulted from rotation, we first calculate the Ear 
Main Angle for all the 60 images. Then we average them to obtain a standard angle 
value for all the normalized images which can be done for all another input images 
through adjusting this angle to the value of standard angle. In section 2.3, for obtain-
ing the bounding rectangle length, we rotated the Ear Main Angle to 90̊. But this 
couldn’t be a reason that we didn't need the normalization process for the rotational 
changes. Because when we fix Ear Main Angle to 90 ̊, it results in a non-standard ear 
shape in ear image, so after applying normalization process without normalizing the 
rotational changes, if we want to detect ear by some ear detection algorithms, spe-
cially the algorithms working according to shape of the ear, like ASM (Active Shape 
Model), we can’t detect ear shape correctly from that non-standard image. Figure 5, 
gives a scheme of our overall proposed method.    

       Ear Image   

                                    Normalized Ear Image 

Canny Edge  
Detection Algorithm 

Max-Line 
  Detection 

Calculate Ear 
  Main Angle 

 Rotate Image to Set Ear  
 Main Angle to 102.2

 Scale the Length and Width  
 Of Bounding Rectangle  

To 146 , 76 Pixel 

  Rotate Image to  
Set Ear Main Angle 

to 90

 Finding 
 Bounding 
 Rectangle 

 

Fig. 5. A scheme of the proposed method 

3   Robustness against Noise 

To check the robustness of proposed method against noise, we add Gaussian noise 
with zero mean and different variances to input ear images and then apply overall 
proposed algorithm to noisy images. Gaussian noise is given by the equation 2. 
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where µ is the mean of noise and σ is the standard deviation of noise. When we add 
Gaussian noise which has a variance less than 0.001 to input images, the detection 
rate of bounding rectangle and Ear Main Angle do not change considerably with re-
spect to the images with no noise. But when we add Gaussian noise which has a vari-
ance between 0.001 and 0.01 to input images, the detection rate of bounding rectangle 
and Ear Main Angle decrease at a maximum of 20%. If we use Gaussian noise which 
has a variance larger than 0.01, the detection rate of bounding rectangle and Ear Main 
Angle is not acceptable. It means that the detection rate of bounding rectangle and  
Ear Main Angle were lower than 40%. The detection rate of Ear Main Angle and 
bounding rectangle was calculated by comparing the results from applying proposed 
algorithm to the noisy images with the results from applying proposed algorithm to 
original images without noise. Table 1 shows detection rate of bounding rectangle and 
Ear Main Angle for different applied noise variances. 

Table 1.  Detection rate of bounding rectangle and Ear Main Angle in 60 images 

 
Noise variances 

Detection rate 
of bounding  

rectangle and Ear 
Main Angle 

0.0008 100% 
0.001 100% 
0.005 85% 
0.008 80% 
0.01 80% 
0.1 not acceptable 
0.5 not acceptable 

4   Experimental Results 

This method was tested on one part of the USTB database [10] including 60 images of 
human ear of 60 individuals. The images in this database are taken under standard 
conditions. The size of all 60 images is 80*150 pixels. We have two goals in this 
paper, firstly, to find the amount of scale which input ear image was changed in pro-
portion to its standard scale, secondly, to find the value of the angle which Ear Main 
Angle was rotated in proportion to its standard position. The range of Ear Main Angle 
for all 60 image changes from 92.47 to 110.87 degrees (for right ears). The standard 
value of Ear Main Angle calculated from the average of these angles is 102.26 degree. 
The range of bounding rectangles width in these 60 images changed from 62 to 87 
pixels. The range of bounding rectangles lengths in these 60 images changed from 
138 to 153 pixels (Table 2). The standard Length of the bounding rectangle is 146 
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pixels and its width is 76 pixels. In section 3, in a case we use input images without 
any noises, in all 60 images, Ear Main Angles and bounding rectangles were detected 
correctly (100%). But, for example, in a case we add Gaussian noise with variance of 
0.005 to input ear images, only in 51 of 60 ear images,  Ear Main Angles and bound-
ing rectangles were detected correctly (85%). Also we showed that our proposed 
method can detect bounding rectangle and Ear Main Angle correctly even if we added 
Gaussian noise which has the variance less than 0.001 to input images. As mentioned 
before, normalizing ear images as a preprocessing algorithm, plays an important role 
for human identification system. Because, firstly, we proved that the person whether 
near to the camera or far from it, our proposed algorithm, by normalizing the scaling 
changes, could be able to change the ear image to its standard scale. So human identi-
fication systems could easily work with these standard images. Secondly, we proved 
that if the head of the person in taken images is tilted upwards or downwards, our 
proposed algorithm, by normalizing the rotational changes, could be able to rotate Ear 
Main Angle to its standard value. So human identification systems could easily work 
with these standard images. 

Table 2. Range of variations for three parameters in 60 images 

Parameter Unit Lower 
Bound 

Upper 
Bound 

Ear Main Angle Degree 92.47 110.87 

Width of Bounding 
Rectangles 

Pixel 62 87 

Length of Bounding 
Rectangles 

Pixel 138 153 

5   Conclusions 

In this paper, we proposed a new method for normalizing images of human ears 
which can detect each rotation and scaling change and to normalize ear images to 
their standard form according to the proposed algorithm. Unlike other method, our 
method can work with all ear databases and all images which have been taken from 
the front side of ears (either right or left). Concluding, this method of normalization is 
scale invariant and rotation invariant. 
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Abstract. In order to deal with the interaction between genes effectively, a  
kernel technology was adopted into a subspace method in our study. A linear 
subspace classifier was generalized to a nonlinear kernel subspace classifier by 
using a kernel principle component analysis method to constitute nonlinear fea-
ture subspaces. Because DNA microarray data have characteristics of high di-
mension, few samples and strong nonlinearity, three types of classifiers based 
on kernel machine learning method were designed, i.e., support vector machine 
(SVM), kernel subspace classifier (KSUB-C) and kernel partial least-squares 
discriminant analysis (KPLS-DA). But the performances of these classifiers lie 
on the optimum setting of kernel functions and parameters. Therefore, to avoid 
the difficulty of selecting optimal kernel functions and parameters and to further 
improve the accuracy and generalization property of the classifiers, an ensemble 
classifier based on kernel method for multi-situation DNA microarray data was 
proposed by adopting the idea of ensemble learning. The ensemble classifier 
combines the classification results of the SVM, KSUB-C and KPLS-DA classi-
fiers. Experimental results involving three public DNA microarray datasets  
indicate that the proposed ensemble classifier has high classification accuracy 
and perfect generalization property. 

Keywords: Multi-situation; DNA microarray data; Kernel method; Ensemble 
learning; Classifier. 

1 Introduction 

As an advanced experimental technique, DNA microarray experiment has a profound 
influence on the development of bio-informatics. It is a high-throughout technique, 
i.e., it allows the recording of expression levels of thousands of genes simultaneously, 
which provides experts with access to comprehensive information about diseases. 
However, high dimension, few samples and strong nonlinearity of the DNA microar-
ray make data mining from gene expression data a very challenging investigation [1].  

In recent years, the design of appropriate machine learning methods suitable for 
DNA microarray analysis has become a hot topic. Many classification methods have 
been proposed in the literature for DNA microarray analysis; for example, decision 
tree [2], Bayes classifier [3], partial least-squares discriminant analysis (PLS-DA) [4], 
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artificial neural network [5], and support vector machine (SVM) [6]. SVM belongs to 
nonparametric method. It can effectively solve the problems of over-fitting, curse of 
dimensionality and poor generalization property of neural networks. But the classifi-
cation accuracy of SVM depends on an optimal selection of a kernel function and 
parameters. As a classical recognition method, subspace classifier (SUB-C) has al-
ready been applied to pattern recognition field in the end of the 1980s. The SUB-C 
generally extracts useful information from original feature vectors to realize pattern 
classification. Like the PLS-DA, the SUB-C is a linear analysis method and it is diffi-
cult to deal with complex nonlinear cases. Therefore, we tried to extend a linear SUB-
C to a nonlinear kernel SUB-C (KSUB-C) by drawing an idea from the construction 
of kernel PLS-DA (KPLS-DA) [7], i.e., by introducing kernel technology into SUB-C 
and using a kernel principle component analysis (KPCA) method to construct a 
nonlinear feature subspace. 

SVM, KPLS-DA and KSUB-C are all kernel-based machine learning methods. 
They can implement a linear classification in a high-dimension feature space by 
adopting an appropriate kernel function to fulfill a nonlinear transformation without 
any increase of computational complexity. Therefore, they can avoid the curse of 
dimensionality. However, they are inevitably confronted with an optimal selection of 
a kernel function and parameters, which will affect the classification accuracy and 
generalization property. It is generally easier to obtain much better performances 
through ensemble learning than from a single learning machine, since ensemble learn-
ing results are not sensitive to the setting of the kernel function and parameters. In 
order to improve the classification accuracy and to avoid the optimal selection of 
kernel function and parameters of the kernel-based classifiers, an ensemble classifier 
based on kernel method for multi-situation DNA microarray data was proposed  
by integrating the classification results of the SVM, KSUB-C and KPLS-DA base 
classifiers in this study. 

2   An Ensemble Classifier for DNA Microarray 

There are two main aspects in the field of DNA microarray analysis. The first is how 
to remove those genes whose expression levels are indistinctive by gene selection 
operation. The other aspect is how to design an appropriate classifier based on the 
preprocessed data to diagnose and predict unknown diseases. The architecture of an 
ensemble classifier for DNA microarray is described in Fig. 1, where Kruskal-Wallis 
ranksum test was used to select *P  genes whose expression levels are distinctive. 

 

Original 
microaray data

Adopting Kruskal-
Wallis ranksum test 
to select P* genes

SVM 
base classifier

KSUB-C 
base classifier

KPLS-DA 
base classifier

Ensemble 
result

 

Fig. 1. Architecture of an ensemble classifier for DNA microarray data 
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Based on the selected gene data, three types of base classifiers, i.e., SVM, KSUB-C 
and KPLS-DA were designed. At last, the final classify result can be obtained by 
integrating the results of different classifiers. 

2.1   Gene Selection 

DNA microarray experiments allow the simultaneous recording of expression levels 
of thousands of genes. But usually only a small set of genes are suitable in disease 
identification and too large a dataset will increase computational complexity and 
reduce classification speed. Therefore, it is necessary to select a subset of useful genes 
before disease classification. There are some gene selection methods suitable for 
binary problems, such as Golub method, t test and Wilcoxon test. In order to realize 
pattern recognition of multi-class diseases, we used the Kruskal-Wallis test to select 
those genes whose expression levels fluctuate markedly in our study. 

Considering a pN ×  data matrix pNijxV ×= )( , where N  is the number of sam-

ples, p  is the number of original genes, ijx  is the expression level of the jth gene in 

the ith sample. Suppose there are k  independent classes of samples in cV , i.e., 

)(~ cc xFV θ− , kc ,,2,1 L= . These distributions F  are continuous functions 

with the same form but different location parameters cθ . Suppose c
n
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xx ,,1 L  are 
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 to illustrate the ex-

pression diversity of the same gene among different classes. We calculated the H  value 

of each gene and selected *P  genes with relatively large H  values for later operations. 

2.2   Support Vector Machine 

The support vector machine is a machine learning method that can effectively deal 
with small-scale sample problems as well as with samples of large dimensions. There-
fore the SVM is suitable for analyzing gene expression data. The SVM uses a hypo-
thetical space of linear functions in a kernel-induced feature space that respects the 
insights provided by a generalization theory and exploits an optimization theory. 

Suppose that a binary dataset is { }Niyx ii ,,2,1),( L= , where p
i Rx ∈  is an 

input vector and { }1,1 +−∈iy  contains the corresponding labels. In the end, the 

training of the SVM is transformed into the following optimization problem: 
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where iα  is a Lagrangian multiplier and C  a regularization factor which determines 

the tradeoff between the empirical error and the complexity of the model. 

)()(),( '' itit xxxxK ′⋅= ϕϕ  is a kernel function that should satisfy the Mercer 

theorem. There are many types of kernel functions, such as the polynomial, Gaussian 
and sigmoid kernels which can be used [8]. Compared with other kernel functions, the 
Gaussian kernel has the advantages of a simple model, light computational burden, 
high computational efficiency and ease of realization. Therefore, we have opted for 
the Gaussian kernel in our study. 

The optimal values of T**
1

* ),,( Nααα L=  and b  can be obtained by solving 

Eq. (1) and then the classification model of the SVM can be described as follows. 

⎥
⎦

⎤
⎢
⎣

⎡ += ∑
=

*

1

* ),(sgn)( bxxKyxf
N

i
iiiα . (2)

The SVM was initially proposed to deal with binary classification problems. This 
paper solved the multi-classification problems by training and combining a number of 
binary SVMs. 

2.3   Kernel Subspace Classifier 

Traditional SUB-C is a linear classifier, therefore, it cannot effectively extract nonlin-
ear characteristics of samples. In machine learning, the kernel trick is a method for 
using a linear classifier algorithm to solve a non-linear problem by mapping the origi-
nal nonlinear observations into a higher-dimensional feature space, where the linear 
classifier is subsequently used. It makes a linear classification in the new space 
equivalent to nonlinear classification in the original space. Therefore, we applied the 
kernel trick to SUB-C method and designed a nonlinear kernel SUB-C by using 
KPCA to construct a nonlinear feature subspace. 

The KSUB-C method can be described as follows: 

T
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1

q

n

q
q

c

xx
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C
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ϕϕ ′′= ∑
=

. (3)

The eigenvector W  is the nonlinear principal vector of the original samples which 
satisfies Eq. (4). 

WCW =λ . (4)
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where 
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cnx xφ φ′ ′L i.e., W  is a linear combination of 

)(,),( 1 cnxx ϕϕ ′′ L . Accordingly, we can obtain the following equation. 
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where cnl ,,2,1 L= . Eq. (6) can be converted into Eq. (7) by defining a cc nn ×  

matrix )()( ''
qllq xxK ϕϕ ⋅=′ . 

ααλ ′′=′′ 2)(KKnc . (7)

where T
nc

),,,( 21 αααα ′′′=′ L . Because K ′  is a symmetry matrix and one of its 

eigenvector is the based variable of the whole spanned space, Eq. (7) can be rewritten 

as ααλ ′′=′′ Knc . The former nb  principal components ),,,( nb21
cccc uuuUU L=  

of K ′  is also the principal vector of the space )(xϕ′ . Consequently the projection  

matrix T)( cc
c UUP =  of each subspace can be obtained. 

For the unlabeled sample x , its projection residue distance in each subspace cU  is 
22

))(()(),( ccc
c MxPMxUxD −′−−′= ϕϕ . (8)

where, cM  is a projection of the mean of samples of class c  into the cth subspace. Lar-

ger ),( cUxD  indicates better separability between x  and samples of class c . There-

fore x  can be classified into the class corresponding to the smallest value of ),( cUxD . 

),(minarg)(class c

c
UxDx = . (9)

2.4   Kernel Partial Least-Squares Discriminant Analysis 

Partial least-squares discriminant analysis is a robust discriminant analysis and statis-
tical method, which is particularly suitable for small-scale sample problems with 
multiple correlated variables. The PLS-DA method was initially used for the analysis 
of chemical spectroscopy, and later was applied to engineering as well as economic 
management fields [9]. 
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The original PLS-DA method transforms a n  dimensional observation vector into 
a group of new features through linear transformation. Every new feature is a linear 
combination of original features. But the new features exhibit a poor intelligibility.  
In addition, the large dimensions of the feature space will lead to low accuracy. 
Therefore we introduced a kernel function into the linear PLS-DA to extend it to a 
nonlinear kernel PLS-DA. We used the kernel PLS to extract the main potential fac-
tors from the original variables, and then we can obtain the classification results by 
discriminant analysis on the new features. 

The basic operation steps of KPLS-DA are described as follows. Firstly, we extract 

the first potential factors 1t  (which is a linear combinations of pxxx ,,, 21 L ) and 

1u  from independent and dependent variables respectively. It is necessary to ensure 

the degree of correlation between 1t  and 1u  is maximum. Then we should construct a 

regression model between y  and 1t . If this regression model reaches a satisfactory 

accuracy, the algorithm can be finished. Otherwise, the next run of potential factor 

extraction begins using the residual information of x  and y  explained by 1t  and 1u . 

The above operation was repeated until the required accuracy is met. Suppose that the 

principal component matrix is ),,,( 21 Ttttw L= , where T is the number of princi-

pal components. The response matrix of new samples is wxy tt ∗=  and the re-

sponse result of sample ix  is ),,,(
21 kvvvi yyyy L= . Therefore, the classification 

result of sample ix  is )(maxarg)(class
cv

c
i yx = . 

3   Case Study 

Three typical DNA microarray datasets were used to verify the ensemble classifier, 
namely Leukemia, Mixed-Lineage Leukemia (MLL), and Small Round Blue Cell 
Tumor (SRBCT) [10]. An overview of the characteristics of all the datasets can be 
found in table 1. They are binary, three-class and four-class problems respectively.  

Because the number of DNA microarray samples is very small, we used the leave-
one-out cross validate (LOOCV) method to assess the generalization property of  
classifiers. Suppose there are total N  samples and the number of the misclassified 

samples is *N , the correct rate of the classifier is 
N

N
r

*

1−= . The larger r , the 

stronger the generalization property. 
 

Table 1. DNA microarray dataset  

Dataset 
Number of 

samples 
Number 
of genes 

Sorts of cancers and the distributions 

Leukemia 72 7129 ALL(47), AML(25) 
MLL 72 12533 ALL(24), MLL(20), AML(28) 

SRBCT 88 2308 
63 labeled samples: EWS(23), BL(8), NB(12), 

RMS(20); 25 unlabeled samples 
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Considering the homology of the Leukemia and MLL datasets, we compared these 
two experiments and results. For these two datasets, we selected 10, 50, 100 or 200 
genes using Kruskal-Wallis test to construct SVM classifiers respectively. The classi-
fication results show that if the number of the selected genes is larger than 50, all 
samples in the Leukemia dataset will be ascribed into one class and the samples in the 
MLL dataset could not be classified correctly. Therefore, we should reduce the num-
ber of selected genes. Experimental results show that the selection of 2 leukemia 
genes and 5 mixed-lineage leukemia genes can achieve the best classification results, 
with the accuracy rates of 0.9583 and 0.9444 respectively. Results on these two DNA 
microarray datasets using the SVM classifiers are shown in tables 2 and 3. 

When we designed a KSUB-C base classifier for the Leukemia and MLL datasets, the 

value of *P  was selected from the range of [50, 200] with an interval of 10 and the di-
mension L  was set as 10, 15 or 30 using the KPCA method respectively. The experimen-
tal results show that the stability and accuracy of the classification results are satisfactory.  

The experimental results show that the effect of the number of potential factors on 
KPLS-DA is relatively prominent, which can be explained by the classification results 
on the MLL dataset. For the Leukemia dataset, the correct rate is 0.9722 if 2 potential 
factors are extracted. Many experimental results on the MLL dataset show that results 
corresponding to 2 or 3 potential factors are acceptable and results corresponding to only 
one potential factor cannot identify the MLL at all, i.e., the KPLS-DA will ascribe all of 
the samples of ALL and MLL to one class with a significant distinction between AML. 
Therefore, we used a KPCA method to reduce the dimension as 500, and then extracted 
potential factors. Results show that this operation can improve the correct rate on the 
MLL dataset by about 10 percentages. Because the KPLS-DA with only one potential 
factor can distinguish samples of the MLL and ALL classes from that of the AML class, 
we can use the KPLS-DA to pre-determine whether a sample is AML and to further 
determine whether it is MLL or ALL, which plays a role as auxiliary therapy. 

The parameters of SVM, KSUB-C and KPLS-DA including the number of selected 
genes, the number of principle components of KPCA and the number of potential 
factors were updated to train these base classifiers. For each type of base classifier, 5 
classifiers were trained and the final result was integrated by the total 15 base classifi-
ers through the majority voting method. Tables 2 and 3 present the highest correct 
rates, the average correct rate of each type of base classifier and the final correct  
rate after integration. It can be seen that the correct rate of the ensemble classifier is 
higher than the average correct rate of each type of base classifier. The classification 
accuracy has been improved. 

Table 2. Results on the Leukemia dataset 

Base 
classifier 

The optimal operation (the highest correct rate) 
Average 

correct rate 
Final correct 

rate 
SVM 2 genes were selected (0.9583) 0.9333 

KSUB-C 
100 genes were selected and 10 KPCA principle 

components were extracted (0.9722) 
0.9531 

KPLS-DA 2 potential factors were extracted (0.9722) 0.9070 

0.9861 



 An Ensemble Classifier Based on Kernel Method 53 

Table 3.  Results on the MLL dataset 

Base 
classifier 

The optimal operation (the highest correct rate) 
Average 

correct rate 
Final correct 

rate 
SVM 5 genes were selected (0.9444) 0.9110 

KSUB-C 
120 genes were selected and 15 KPCA princi-

ple components were extracted (0.9167) 
0.9056 

KPLS-DA 3 potential factors were extracted (0.7778) 0.7292 

0.9206 

 
The 63 SRBCT samples that have already been labeled were served as training 

samples to train SVM, KSUB-C and KPLS-DA base classifiers, and then the left 25 
unlabeled samples were served as testing samples.  

First of all, genes with the number of 10, 20, 50 or 100 were selected to construct a 
SVM classifier. Many times of experiments show that if the number of genes exceeds 
20, the correct rate of the SVM is less than 50%. Therefore, we narrowed the scope of 
gene selection within the range of [1, 20]. Results show that 4 genes can guarantee the 
best classification accuracy. 

When we designed a KSUB-C base classifier for the SRBCT dataset, the number 
of the selected genes was set as 50, 100, 150 or 200 and the reduced dimension  
was 10, 20 or 30. Many results show that the classification results are relatively  
stable.  

The performances of KPLS-DA on each type of SRBCT samples are quite differ-
ent, i.e., one EWS sample was misclassified as NB and 7 RMS samples were misclas-
sified as NB, while the correct rate of all BL samples was 100%. Although the  
KPLS-DA has a poor performance on the SRBCT dataset, but it can provide impor-
tant reference value for the classification of RMS samples. For example, if a sample is 
classified as a RMS case by both the KPLS-DA and other classifiers, then the sample 
is likely to belong to RMS case. It should be noted that because the number of train-
ing samples is relatively small, the above conclusion still needs to be verified by a 
large number of medical diagnosis. 

Followed the experimental steps on the Leukemia and MLL datasets, we carried 
out many experiments on the SRBCT dataset. For each type of base classifier, 5 clas-
sifiers were trained and the final result was integrated by the total 15 base classifiers 
through the majority voting method. Table 4 shows the results of 63 labeled samples 
in the SRBCT dataset. 

Table 4. Results of 63 labeled samples in the SRBCT dataset 

Base 
classifier 

The optimal operation (the highest correct rate) 
Average 

correct rate 
Final correct 

rate 
SVM 4 genes were selected (0.9206) 0.8611 

KSUB-C 
100 genes were selected and 20 KPCA princi-

ple components were extracted (0.9365) 
0.9325 

KPLS-DA 4 potential factors were extracted (0.8730) 0.7064 

0.9524 
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5   Conclusions 

Kernel machine learning methods can effectively deal with small-scale sample problems 
as well as with samples of large dimensions. In addition, they can effectively extract 
nonlinear characteristics of samples. Therefore, they are suitable for analyzing gene 
expression data. By borrowing the idea of ensemble learning, we put forward an ensem-
ble classifier based on kernel methods for analyzing multi-situation DNA microarray 
data. The detailed design steps are as follows. At first, we used the Kruskal-Wallis test to 
select a subset of genes whose expression levels fluctuate markedly. Then, three types of 
base classifiers are designed using the selected DNA microarray data, i.e., SVM, KSUB-
C and KPLS-DA classifiers. In a third step, the results of the base classifiers are inte-
grated to obtain the final classification result. The experimental results on Leukemia, 
mixed lineage leukemia, as well as small round blue cell tumor of DNA microarray 
datasets show that the proposed ensemble classifier not only makes multi-class data 
much separable, but also has an excellent generalization property. 
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Abstract. Signaling pathway construction is one of hotspots in the present bio-
informatics. A novel approach where priori knowledge is fused is proposed, 
called Dk-NICO, where partial missing regulation relationships and regulation 
directions are used as data samples, and biological experiment result as priori 
knowledge, while HMM is used as a model for reconstructing the signaling 
pathway, so as to predict signaling pathway. By reconstructing MAPK pathway, 
it is showed that the proposed approach not only is capable of predicting gene 
regulation relationships, but also is capable of identifying gene regulation direc-
tions. Moreover, we apply the approach to MAPK pathway reconstruction  
in the case of no priori knowledge and demonstrate that, by introducing  
priori knowledge from direct biochemical reaction experiment, the prediction 
accuracy is improved. 

Keywords: Signaling transduction, Pathway prediction, HMM model, Bio-
chemical reaction information. 

1   Introduction 

The signaling pathway describes the signal transduction process that causes certain 
endpoint biological function by modeling interactions among a series of cell compo-
nents. Most biological functions of a cell are coordinated by the signaling pathways 
and regulatory mechanisms，and then cells respond to and accommodate oneself to 
an ever-changing environment. In recent years, theoretical and computational analysis 
of biochemical networks has been applied to well-defined metabolic pathways, signal 
transduction, and gene regulatory networks[1-3]. The existing theoretical literature on 
signaling is focused on networks where the elementary reactions and direct interac-
tions are known; however quantitative characterization of every reaction and regula-
tory interaction participating even in a relatively simple function of a single-celled 
organism requires a concerted and decades-long effort[4], whereas these are important 
information of understanding the complex life process. Therefore, as an essential 
means to understand the complex life process and the pathogenesis of disease, signal-
ing pathway construction becomes one of hotspots in the present bioinformatics. 
                                                           
∗ Corresponding author. 
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One typical method is to construct a molecular interaction network according to the 
gene-protein interaction or protein-protein interaction, and predict the signaling path-
way using the graph searching [5,6]. Experiment results demonstrate how large-scale 
genomic approaches may be used to uncover signaling and regulatory pathways in a 
systematic, integrative fashion. However, there is no reliable evidence to testify if a 
specific molecular interaction exists in a specific signaling pathway, so that the  
reliability of the prediction can not be assured. With a rapid progress of the high-
throughput technology, people start to study all kinds of methods of predicting signal-
ing pathway utilizing expression profile [7-11]. The expression profile produced by 
the high-throughput measurement technology has been applied to identify the compo-
nents in different signaling pathways. However, expression profile can only reflect 
sequence information in a coarse and unreliable level. Therefore, it is important to 
explore new way to predict signaling pathway. 

Generally, as experimental means differs from each other, experimental informa-
tion about a specific signal transduction can be partitioned into three categories such 
as biochemical reaction information, genetic experiment information and pharmacol-
ogical experiment information. First, biochemical reaction information refers to  
enzymatic activity or protein-protein interactions. Second, genetic experiment infor-
mation implicates the product of the mutated gene in the signal transduction process 
because of differential responses to a stimulus in wild-type organisms versus a mutant 
organism. Third, pharmacological experiment information provides observed relation-
ships that are not direct interactions but indirect causal effects most probably resulting 
from a chain of interactions and reactions. Here, biochemical reaction information 
embodies direct interactions between the cell components. In signaling pathway  
prediction, this kind of information may be used as key information. 

Based on the idea, a novel method of predicting signaling pathway, called Dk-
NICO, is proposed, which is based on research from zhu et al[10]. The method is not 
limited to the numerical or categorical data used by previous approaches, while it 
integrates data from multiple data sources and multiple data type to predict signaling 
pathway, which can be obtained from biological experiments, so that prediction effect 
can be increased to higher extent. In this method, HMM is taken as a signaling path-
way construction model, the data with genes regulation directions are used as sam-
ples, EM algorithm is used to optimize the model parameters with missing values. 
Finally, this method is testified by taking an example of MAPK signaling pathway. 

2   Dk-NICO Method 

2.1   Problem Proposition and Formal Description  

All of the regulation relationship and regulation direction are necessary to understand 
signaling pathway. In this article, regulation relationship denotes that a cellular com-
ponent regulates another component in certain signaling pathway, while regulation 
direction represents positive and negative regulation between the cellular components. 
Here we denoted positive and negative regulation as the verbs “promote” and  
“inhibit” and represented graphically as → and  respectively. 
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Based on above-mentioned knowledge, a signaling pathway can be abstracted as a 
weighted directed graph , ,DWG V E W=< > , wherein V  is vertex in the graph, E  is 
edge, and W  is weight of the edge. Obviously, V  is corresponding to genes of signal-
ing pathway, E is corresponding to the regulation relationship, W  is corresponding to 
the regulation direction. That W  exceeds a certain threshold such as 0.5 is deemed as 
positive regulation that is to activate expression of next gene, otherwise as negative 
regulation that is to inhibit next gene expression. Thus, the signaling pathway con-
struction is to determine V , E  and W in the DWG . 

According to the method’s idea that we presented, owing to taking regulation rela-
tionship and regulation direction information, coming from biological experiment, 
text mining, and protein interaction analysis, from the literature, as data sample, the 
data samples could contain missing data. Therefore, EM algorithm is used to optimize 
the model parameters. In EM algorithm, the initial value affects the correctness of the 
result to a certain extent. In this paper, we introduce part of biochemical reaction 
information as priori knowledge, so that accuracy of prediction can be improved. 

Under the direction of these ideas, HMM is used as a model of weighted directed 
graph, the genes serves as HMM state, the regulation direction information is used as 
observation in HMM, and HMM parameters is optimized by Dk-NICO where priori 
knowledge is added, which is based on EM algorithm. Furthermore, in order to sim-
plify complexity of the problem, we assume that the genes appearing in each sample 
should have same trend about regulation relationship and regulation direction. In fact, 
according to current observations the reality is not far: the average in/out degree of 
the mammalian signal transduction network is close to 1[12]. 

2.2   Dk-NICO Method  

HMM is defined by the initial state distribution π , the state  
transition matrix A , and the observation distribution B , that is  

( , , )HMM A B= Π , wherein { | 1, 2, ..., }i i GπΠ = = , { | 1, 2, ..., ; 1, 2, ..., }ijA a i G j G= = = , and 

{ ( ) | 1, 2, ... ; 1, 2}jB b k j G k= = = , wherein 
iπ  represents the probability of gene i  as 

initial state, ija represents the probability of gene i  regulating j , and ( )jb k  represents 

the probability of gene j  having regulation direction k . Here, 1k =  represents regu-

lation direction is positive , and 2k =  represents regulation direction is negative. 
Obviously, the following conclusion is drawn.  

1 1i G iπ≤ ≤∑ =  and 0; 1, 2, ...i i Gπ ≥ = . 

1 1j G ija≤ ≤∑ =    and 0; , 1, 2, ...,ija i j G≥ = . 

1 2 ( ) 1k jb k≤ ≤∑ =    and ( ) 0, 1, 2, ..., ; 1, 2jb k j G k≥ = = . 

(1) 

(2) 

(3) 

Provided the data sample is ( )
{ | 1, 2, ..., }

m
Y y m M= = , wherein M  is the sample size. 

It is worth mentioning that the data sample Y  contains regulation direction informa-
tion. Here RS is used to represent the regulation relationship 
as ( ){ | 1, 2, ..., }mRS rs m M= =  , while D  is defined to represent regulation direction 
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as ( ){ | 1, 2, ..., }mD d m M= = . Here, ( ) ( ) ( ) ( )
1 2, , ...,m m m m

Nmrs rs rs rs=< > , 
( ) ( ) ( ) ( )

1 2, , ...,m m m m
Nmd d d d=< > , wherein ( )m

nrs and ( )m
nd  are the regulation relationship and 

direction of the corresponding gene n  contained in the mth sample. Nm  is the total 
number of genes contained in the mth sample. For conveniently deducing the algo-
rithm, a matrix representation equivalent to RS  in the algorithm is defined as X .  

( )mr s is expressed as an equivalent matrix form ( ) ( ){ | 1, 2, ..., ; 1, 2,..., }m m
ijx x i Nm j G= = = , 

wherein G  is the total number of genes in the signaling pathway. If ( )m
irs j= , then 

( ) 1m
ijx = , or else ( ) 0m

ijx = . The permutation corresponding to RS is defined 

as ( ){ | 1, 2, ..., }m m MτΓ = = . Each ( )my is defined as a permutation 

set ( ) ( )( ){ | 1, 2, ..., !}m m k k Nmτ τ= = , wherein ( )( ) ( )( ) ( )( ) ( )( )
1 2, , ...,m k m k m k m k

Nmτ τ τ τ=< > . Like-

wise, each permutation ( )( )m kτ  is expressed as an equivalent matrix 

form ( ) ( ){ | , 1, 2, ..., }m m
ijr r i j Nm= = . If ( )( )m k

i jτ = , then ( ) 1m
ijr = , or else ( ) 0m

ijr = . ( )md  is ex-

pressed as an equivalent matrix form ( ) ( ){ | 1, 2, ..., ; 1, 2}m m
ij i Nm jβ β= = = . If ( )m

id j= , 

then ( ) 1m
ijβ =  , or else ( ) 0m

ijβ = . The permutation corresponding to D  is defined 

as ( ){ | 1, 2, ..., }mC c m M= = . Each ( )mc is defined as a permutation 

set ( ) ( )( ){ | 1, 2,..., }m m kc c k cNm= = , wherein ( )( ) ( )( ) ( )( ) ( )( )
1 2, , ...,m k m k m k m k

cNmc c c c=< > , and 2NmcNm = . 

Likewise, each permutation ( )( )m kc  is expressed as equivalent matrix 
form ( ) ( ){ | 1, 2, ..., ; 1, 2}m m

ij i Nm jγ γ= = = . If ( )( )m k
ic j= , then ( ) 1m

ijγ =  , or else ( ) 0m
ijγ = .  

Based on the above definition, priori knowledge is introduced to our method in or-
der to improve algorithm’s accuracy. Here we use the parameter 

iuk  to represent priori 

value of gene i  as initial state, 
ijvk  of gene i  regulating gene j , and 

jkp  of  gene j  

having regulation direction k . Obviously, the parameter 
iuk , 

ijvk  and 
jkp  should be 

non-negative in order to have proper priors.  
In our method, using EM algorithm is to optimize model parameters in case of hav-

ing missing or false data. The EM algorithm alternates between the expectation or  
E-step and the maximization or M-step. More precisely, the computing method of  
E-step and M-step is given as below:  

(1) E-step 

( )

( )

( ) ( )
1

( ) ( ) ( )
1 1 ( )

ˆ ˆ[ | , , ]
ˆ ˆ[ | , , ]

ˆ ˆ[ | , , ]

m

m

r

r

m m
t

m m m
t t m

r P x r A
r E r x A

P x r A

τ

τ

∈

∈

′

′ ′

Π∑
= Π

Π∑
=

. 

(4) 

( ) ( ) ( ) ( )
( 1)

2

ˆ ˆ[ | , , ]
Nmm m m m

t t tt t t
t

E r r x Aα ′ ′′ ′ ′′−
=

= Π∑ ( )

( )

( ) ( ) ( )
( 1)

( )

ˆ ˆ[ | , , ]

ˆ ˆ[ | , , ]

m

m

r

r

m m m
tt t t

m

r r P x r A

P x r A
τ

τ

∈

∈

′ ′′− Π∑
=

Π∑
. (5) 
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( ) ( )

( ) ( )
( )

ˆ[ | , ]
ˆ[ | , ]

ˆ[ | , ]
Nm

Nm

m m
t t

m m
t t t t m

P B

E B
P B

γ

γ

γ β γ
β β γ

β γ
∈Φ

∈Φ

′ ′′

′ ′′ ′ ′′

∑
= =

∑
. (6) 

Here, 

( ) ( ) ( )ˆ ˆˆ ˆ[ | , , ] [ | , , ]m m mP x r A P rs AτΠ = Π
( )( ) ( )( ) ( )( )
1 1

( ) ( ) ( )
2

ˆ ˆ
m k m k m k

tt

m m

Nm

mrs rs rst
a

τ τ τ
π

−
=

= ∏ . 

( )

( )

( ) ( )

1

ˆ ˆ[ | , ] [ | , ]
m

m
ct

Nmm m

dt
P B P d c B bβ γ

=
= = ∏ . 

(7) 
 
 

(8) 
 

(2) M-step 
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(9) 
 
 
 
 

(10) 

 

 
 

(11) 

 
For the signaling pathway construction, in many cases, the start gene and terminal 

gene can be known. In this case, the above computing process can be simplified, and 
the computing efficiency can be improved. Then, the initial state distribution Π  can 
be directly obtained according to the sample observation. The formula of computing 
Π  is given as blow: 

1

( )
1

; 1, 2, ...,

M

m

m
i

i

x
i G

M
π =

∑
= = . (12) 

The computing method of the state transition matrix A and observation distribution 
B  does not change. But while computing E-step, for the permutation matrix r , only 

( )
11 1mr =  and ( ) 1m

NmNmr =  have to be considered. So, state transition matrix A  meets the 

following restriction condition: 

1 1j G ija≤ ≤∑ =  and , 1, 2, ..., ;i j G i l= ≠ , (13) 

Where l  is the row number corresponding to the terminal gene in the matrix A . 
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3   Results 

Appling the above method to the construction of representative signaling pathway 
(MAPK pathway) illustrates that in case of missing partial gene regulation data, the 
method still can effectively predict the signaling pathway structure. Moreover, MAPK 
pathway is reconstructed in the case of no priori knowledge again. The result shows that 
fusing priori knowledge into the presented algorithm improves algorithm’s accuracy. 

3.1   MAPK Pathway Construction with Priori Knowledge 

In the mammalian organism, five different MAPK pathways have been found. MAPK 
pathway can foster the vascular endothelial cell proliferation and angiogenesis which 
can provide more nutriment to the tumor, so as to foster the growth of tumor and 
proliferation for cancer cell. SAPK/JNK pathway is a pathway in the MAPK family 
that is suffered from various environment stress, inflammatory cytokines, growth 
factor and GPCR agonist[10]. Recent research demonstrates that, in addition to im-
mune responses, SAPK/JNK activation plays essential roles in organogenesis during 
mouse development by regulating cell survival, apoptosis, and proliferation[13]. 

Fig. 1 gives the sample data for SAPK pathway construction. The first place on the 
left indicates a kind of extracellular signals or membrane proteins essential to activate 
a special signaling pathway, which is identified as start gene; the last place indicates 
transcription factor activated by the signaling pathway when extracellular signals are 
transmitted into the cell, which is identified as terminal gene. Red indicates regulation 
direction is negative; green indicates regulation is positive. Fig. 2 gives priori value 
used in the method.  
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Fig. 1. Samples essential to reconstruct SAPK 
pathway 

Fig. 2. Priori vlaue essential to reconstruct 
SAPK pathway 

 
For program to process conveniently, the genes in the sample are numbered, as 

shown in Tab. 1.  
Setting the iteration to 100 times, and computing with Dk-NICO method, the state 

transition probability A and observation distribution B are obtained as shown in Fig. 3. 
According to the definition of Dk-NICO, each element in matrix A  represents the 

regulation relationship between the related genes, wherein ija  represents the probabil-

ity of gene i  regulating j . The row number with of all zero value in matrix A  repre-

sents the corresponding number of terminal gene; the value of each element in matrix  
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Fig. 3. The running results of Dk-NICO 

B  represents the probability of regulation direction of the corresponding genes being 
positive or negative, that is ( )jb k  represents the probability of gene j  being k . Like-

wise, the row number with of all zero value in matrix B  represents the corresponding 
number of terminal gene. 

The SAPK pathway structure constructed by Dk-NICO as shown in Fig. 4. 

 
Fig. 4. SAPK signaling pathway topology reconstructed from Fig.3 

Table 1. Comparison table of gene number in SAPK pathway 

gene number  gene name  gene number  gene name  
1 GF 9 RHO 
2 HPK 10 CS1 
3 MEKK 11 CS2 
4 MKK 12 FASL 
5 JNK 13 GCKs 
6 RAC 14 OS 
7 RAS 15 ASK1 
8 CDC42   
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3.2   MAPK Pathway Construction without Priori Knowledge 

Similar to above process, we still use the samples in Tab. 1. Setting the iteration to 
100 times, and not fusing priori knowledge, the result is obtained as shown in Fig. 5.  

A SAPK pathway structure is shown in Fig. 6 based on the above computing result. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The results of A and B under the condition of not having priori knowledge 

 

Fig. 6. SAPK signaling pathway topology reconstructed from Fig. 5 

4   Discussion 

Contrasting the SAPK pathway structure in Fig. 4 with the cellsignaling database 
(http://www.cellsignal.com), it can be seen that regulation relationship and regulation 
direction predictions are correct on the basis of priori knowledge. However, contrast-
ing the SAPK pathway structure in Fig. 6 with it in Fig. 4, it can be seen that most 
regulation relationship and regulation direction predictions are correct. But there are 
several errors. In Fig. 6, for instance, the regulation relationship between CDC42 and 
RAC is not predicted correctly. For CDC42 and RAC, the regulation direction be-
tween RAS and them is predicted wrongly because of data samples’ errors under  
the condition of no priori knowledge. The main reason is that some data samples  
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are probably from analytic results of high-throughput data. By introducing priori 
knowledge from biochemical reaction information – ‘RAS→RAC’, the problem has 
been solved. This proved our method’s efficiency further. Besides, some errors con-
sist in prediction of the regulation direction relevant to MEKK and RAS. The  
comparison result demonstrates that there are eleven being exactly predicted while 
four not being predicted in fifteen paths and three is wrongly predicted. We compute 
accuracy rate on the basis of the above data, and the computation result is shown in Tab. 2. 

Table 2.  the computation result of accuracy rate 

           condition accuracy rate 
not considering regulation direction     93.3% 
considering regulation direction     73.3% 

5   Conclusion 

This article proposes a Dk-NICO method which is based on EM algorithm. Based on 
the regulation relationship and regulation direction, the computing method for signal-
ing pathway construction based on HMM is demonstrated. Taking partial missing 
data as samples and fusing priori knowledge from direct biological experiments, 
MAPK pathway are reconstructed. The results are testified according to the data in 
the cellsignaling database. This method can predict not only the regulation relation-
ship between the genes in the signaling pathway, but also the regulation directions, 
which more specifically describe the pathway. 

In our method, as matrix calculation and recursive algorithm are used, algorithm’s 
efficiency can be fallen when the number of data is large and dimensionality is high. 
Our result of simulation experiments indicated this. The running time is about 20 
seconds when the number of genes is 15, however, when the number of genes is in-
creased to 50, the running time climbed to 5 minutes. In addition, when determining 
the regulation direction, a specific gene regulating only one gene in a specific signal-
ing pathway is considered. In a specific signaling pathway, however, possibility of 
one gene regulating two or more genes exists. Under this circumstance, the regulation 
direction of genes maybe varies with different regulation genes. Therefore, integrating 
more complicated network model to the current method can solve this problem. 
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Abstract. Recent improvements in high-throughput proteomics technology 
have produced a large amount of time-series gene expression data. The data 
provide a good resource to uncover causal gene-gene or gene-phenotype rela-
tionships and to characterize the dynamic properties of the underlying molecu-
lar networks for various biological processes. Several methods have been  
developed for identifying the molecular mechanisms of regulation of genes 
from the data, but many of the methods consider static gene expression profiles 
only. This paper presents a new method for identifying gene regulations from  
the time-series gene expression data and for visualizing the gene regulations  
as dynamic gene regulatory networks. The method has been implemented  
as a program called DRN Builder (Dynamic Regulatory Network Builder; 
http://wilab.inha.ac.kr/drnbuilder/) and successfully tested on actual gene ex-
pression profiles. DRN Builder will be useful for generating potential gene 
regulatory networks from a large amount of time-series gene expression data 
and for analyzing the identified networks.  

1   Introduction 

The large amount of gene expression data has contributed to revealing many mecha-
nisms of biological processes. Most mechanisms are controlled by complex regulatory 
interactions between genes rather than by a single gene [1]. Therefore, fully identify-
ing the regulations of the molecular determinants and their interplays has become the 
focus of the modern biology [2]. Several methods have been proposed to identify 
gene regulations, but most methods consider static gene expression profiles at a time 
point, and cannot directly handle the changes in gene regulations over time. 

Gene regulation often varies over time rather than being constant [3]. Suppose that 
there is a gene (g1) whose inhibitory effect (g2) depends on an inducer (g3) to be able 
to bind to the inhibition site on g2. In this case, there can be a significant delay be-
tween the expression of the inhibitor gene g1 and its observed effect, i.e., the inhibi-
tion of g2. A Boolean model proposed by Silvescu et al. [1] considers the regulation 
with multiple-time delays but the Boolean model is restricted to logical relationships 
between variables and relies on the assumption that the expression of a gene is  
likely to be controlled by other genes. Model-based approaches such as probabilistic 
                                                           
* Corresponding author. 
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Boolean networks [4] and dynamic Bayesian networks [5] can reconstruct longitudi-
nal regulatory networks from a set of mathematical equations if the equations pre-
cisely specify the networks, but may fail when the underlying model is not correct [6]. 
A more reliable and general method is required to identify the gene regulations from 
time-series gene expression profiles.  

In this study, we propose a new method for identifying gene regulations from  
the temporal gene expression profiles and for visualizing the identified gene regula-
tions in a network. We implemented the method in a program called DRN Builder 
(Dynamic Regulatory Network Builder) and tested it on actual gene expression data.  

2   Methods 

2.1   Gene Expression Data 

The gene expression data of m genes with n samples is represented as an m×n matrix, 
where rows represent genes and columns represent various samples such as experi-
mental conditions or time points in a biological process. Each element of the matrix 
represents the expression level of a particular gene in a particular sample. Fig. 1 
shows an example of the gene expression matrix for yeast genes during the yeast cell 
cycle, obtained from the Yeast Cell Cycle Analysis Project [7].  

 

Fig. 1. Gene expression during the yeast cell cycle [7]. Each row represents a gene and each 
column represents a time point. Red color indicates mRNA abundance and green color indi-
cates absence of mRNA. The color at the top bar represents the cell cycle phases (M/GI in 
yellow, GI in green, S in purple, G2 in red, and M in orange).  

2.2   Weight of Gene Regulations 

Once the raw image of gene expressions is represented as a matrix, the matrix is analyzed 
for similarity between gene expressions at different time points. Two genes with highly 
similar expression patterns tend to be co-expressed. Three metrics are often used to 
measure the similarity of genes: Pearson correlation [8], Euclidean distance [9] and 
Spearman correlation [10]. Pearson correlation is useful for discovering the gene regula-
tions with a significant change in expression level, but not for describing the level of 
gene expression. Euclidean distance is useful for scaling the level of gene expression. For 
example, two genes with a similar expression at time point k will have a large Euclidean 
distance if they have different levels of gene expression. Spearman correlation acts simi-
larly as the Pearson correlation, but it is insensitive to probing volatile extreme values.  
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We compute a weight of a regulation between genes X and Y by Equation 1, which 
is based on the Pearson correlation. R in Equation 1 denotes the dependency relation 
between two genes. Equation 2 formulates a modified weight R(X, i, Y, i+p, p) to 
include a directional and temporal difference in gene regulation. R(X, i, Y, i+p, p) 

represents a weight of a regulation between gene X at time point i and gene Y at time 
point i+p. Among (i×p) candidates, the regulation with the maximum absolute value 
of R(X, i, Y, i+p, p) will be selected as the regulation between X and Y.  
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In Equations 1 and 2, N is the total number of time points, Xi and Yi are the expres-

sion levels of genes X and Y at time i, and X and Y are the average gene expression 
levels at all time points. p is the time delay of a gene regulation. For example, p=3 for 
the regulation between gene A at time 0 and gene B at time 3.  

2.3   Identification of Gene Regulations  

In our study, transcription of a gene is assumed to be in a finite number of different states 
such as ‘up-regulated’ and ‘down-regulated’. The gene expression level represents the log-
ratio of the red and green intensities, so we consider genes with positive expression levels 
are up-regulated and that genes with negative expression levels are down-regulated.  

From the gene expression profiles in a series of time points, DRN Builder identi-
fies the gene regulations and includes them in the regulation list. In the regulation list, 
+A(t) indicates that gene A is up-regulated at time t, and –A(t) indicates that gene A is 
down-regulated at time t. The symbol ‘->’ represents a directional relationship be-
tween genes. For the expression levels of two genes at different time points, there are 
four possible relations:  

1. +A(t1) -> +B(t2): up-regulation of A at time t1 is followed by up-regulation of 
B at time t2 (t2>t1). 

2. –A(t1) -> +B(t2): down-regulation of A at time t1 is followed by up-
regulation of B at time t2 (t2>t1). 

3. +A(t1) -> -B(t2): up-regulation of A at time t1 is followed by down-
regulation of B at time t2 (t2>t1).  

4. –A(t1) -> -B(t2): down-regulation of A at time t1 is followed by down-
regulation of B at time t2 (t2>t1).  

The relations +A(t1) -> +B(t2) and –A(t1) -> +B(t2) have positive R val-
ues, whereas +A(t1) -> -B(t2) and –A(t1) -> -B(t2) have negative R values. 
The weight of each gene regulation is then iteratively calculated using Equation 2. For 
genes gi and gj, the regulation with the largest absolute value of the weight is chosen 
for the regulation between the genes and represented as R(A, t1, B, t2, p), where p=t2-
t1. The algorithm for constructing the regulation list can be described as follows:  
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1. Compute the weight of the regulation R(A, t1, B, t2, p) between gene A at 
time point t1 and gene B at time point t2 for all pairs of genes. p=t2−t1.  

2. Select the regulation with the largest absolute value of R(A, t1, B, t2, p). 
3. If p>0, classify the regulation into one of the four types, +A(t1) -> +B(t2), –

A(t1) -> +B(t2), +A(t1) -> -B(t2), –A(t1) -> -B(t2), and add it to 
the regulation list.   

4. If p=0, two genes are co-expressed or co-inhibited, and such gene regulation is not 
added to the regulation list.  

5. If the new gene regulation is already in the regulation list, merge it with the previ-
ous regulation.  

6. Go to step 2 to find the next gene regulation until no more regulation found.  

2.4   Visualization of Gene Regulatory Networks  

All regulations identified in the previous step are visualized by DRN Builder as a 2-
dimensional gene regulatory network. In the gene regulatory network, nodes that  
are associated with the cell/environment interfaces are put along vertical lines.  
Arrows and blocked arrows represent inductive interactions and inhibitory interac-
tions, respectively. The regulator gene, type of regulation (+ for induction and – for 
inhibition), and time delay of the regulation are annotated as arrow labels.  

Two layout algorithms were implemented for drawing a gene regulatory network 
by DRN Builder: grid layout and layered graph layout. The grid layout algorithm can 
be described as follows:  

1. Find the node with the highest degree, and place the node in the center grid (node 
S in Fig. 2A). If there is a tie, select a node with a higher out-degree.  

2. Position all nodes connected to the center node in the adjacent grids. Nodes with a 
higher degree are positioned earlier than those with a lower degree in the east, 
north, west, south, northeast, northwest, southwest, and south east grid of the cen-
ter grid (node numbers 1-8 of Fig. 2A show the order). If more than 8 nodes are 
connected to the center node, put the 9th node to the east of the 1st node, the 10th 
node to the north of the 2nd node, and so on.   

3. Repeat step 2 for nodes connected to nodes that are already positioned. If an adja-
cent grid is occupied, move to the next possible position until it is available. 

4. If there are disconnected nodes, repeat step 1 for the nodes and put them to the 
right of the previous subgraph.  

 

 
(A) 

 

(B) 

 

Fig. 2. Example of the grid layout. (A) Node S with the highest degree is placed in the center 
grid, and the nodes connected to S are placed in the adjacent grids in the specified order. (B) 
Grid drawing by DRN Builder. 
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In the layered graph layout, all nodes are assigned to a layer and the node with the 
maximum degree is assigned to the top layer. The degree of a node includes both in-
degree and out-degree. The layered drawing usually takes more time to generate than 
the grid drawing. The layered drawing is generated in the following way:  

1. Put the node with the maximum degree at layer 1. If there is a tie, select a node 
with a higher out-degree. 

2. Assign the nodes connected the nodes at layer i to layer i+1 (see Fig. 3A). 
3. Repeat steps 1 and 2 for the remaining nodes (see Fig. 3B).  
4. If two nodes at the same layer are connected to each other, make a new layer be-

tween the layer and the upper layer and move the node with a smaller degree to 
the new layer (node 4 in Fig. 3C). Nodes with 0 out-degrees (node 1 in Fig. 3C) 
are also moved to the new layer.  

5. Order the nodes in each layer by the Barycenter method [11] to reduce the number 
of edge crossings (Fig.3D). 

6. If there are disconnected nodes, repeat steps 1-5 for the nodes and put them to the 
right of the previous subgraph.  

(A) (B) (C) (D)

 
Fig. 3. Example of the layered graph 

3   Experimental Results  

DRN Builder was tested on two data sets of gene expression profiles. The first data 
set, shown in Fig. 1, is the data of yeast cell cycling, which was prepared by Spellman 
et al. [7] from the Saccharomyces cerevisiae cell cultures that were synchronized by 
three different methods: cdc15, cdc28 and alpha-factor. There are 19, 17, 18 time 
points for cdc15, cdc28 and alpha-factor, respectively. The 19 yeast cycling genes, 
CLN1, CLN2, CLN3, CLB1, CLB2, CLB4, CLB5, CLB6, CDC28, MBP1, CDC53, 
CDC34, SKP1, SWI4, SWI5, SWI6, CDC20, SIC1, and MCM1 are known to be 
involved in the cell-cycle regulations.  

The second data set is the Northern blot image of 8 Arabidopsis response regula-
tors (ARR) of type A in response to exogenous cytokinin in etiolated Arabidopsis 
seedlings [12]. Fig. 4A shows ARR genes of types A and B, which differ in  
their sequence and domain structure [12]. We quantified the image of Fig. 4B using 
ImageQuant for testing. 

In the data of yeast cell cycling, DRN Builder identified a total of 40 potential gene 
regulations (Table 1). To assess the 40 regulations, we searched them in the KEGG, SGD 
and CYGD databases and literatures. KEGG currently has 29,471 pathways whereas 
SGD (http://www.yeastgenome.org/) and CYPD (http://mips.gsf.de/genre/proj/yeast/) 
provide genetics and functional networks of the budding yeast Saccharomyces cerevisiae, 
respectively.  
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(A) (B) 

 

Fig. 4. (A) Gene family of Arabidopsis response regulators. Genes from ARR 3 to ARR 9, and 
ARR 15, ARR 16, ARR 17 are of type A. The remaining genes are of type B. (B) Northern-blot 
analysis of genes from ARR at various times (indicated in minutes above each line).  

33 out of the 40 potential gene regulations were found in at least one of KEGG, SGD 
and CYGD. 21 of the 33 gene regulations, which are underlined in Table 1, show exact 
agreement with the data of the databases, and these regulations were determined by 
experimental methods (see supplementary data at http://wilab.inha.ac.kr/DRNBuilder). 
12 gene regulations, written in italics in Table 1, were not determined directly by ex-
perimental methods but were implied by several studies (supplement data). The remain-
ing 7 regulations had no supporting database or literature, so more work should be done 
to verify them. Even if the 7 regulations are not correct regulations, at least 82% (33 out 
of 40) of the regulations found by DRN Builder correspond to known gene regulations.  
 

 

Fig. 5. A grid layout of the yeast cell cycle regulatory network visualized by DRN Builder. 
This network shows all the gene regulations of Table 1. Edge labels represent the regulators and 
time points of the regulation. 
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Table 1. Gene regulations identified in the time-series expression profiles of yeast cell cycling. 
Underlined entries denote the regulations determined by experimental methods, and italicized 
entries denote the regulations implied by previous studies. The KEGG pathway ID is placed 
within brackets. 

Genes T T+1 T+2 T+3 

CLN1 
-CLN1(T) ->  
-CLB4(T+1) 

-CLN1(T+1) ->  
-CLB4(T+2)  

  

CLN2 
-CLN2(T) ->  
-SWI6(T+1)  

 
-CLN2(T+2)-> 

+SIC1(T+5) 
 

CLN3 

+CLN3(T) -> +SIC1(T+1) 
[CYGD] 

+CLN3(T)-> 
+CLB6(T+3) 

   

CLB1 

+CLB1(T) ->-CLN2(T+1) 
+CLB1(T)-> +SWI5(T+1) 

[KEGG:ko04110] 
-CLB1(T) -> 

-CDC20(T+1) 

+CLB1(T+1)-> 
+CDC20(T+3) 

+CLB1(T+2)-> 
+CDC20(T+4) 

 

CLB2  
+CLB2(T+1)-> 

+SIC1(T+3) 
+CLB2(T+2)-> 

+SWI4(T+5) 
+CLB2(T+3)-> 

+SWI4(T+6)  

CLB6 

+CLB6(T) ->  
-CLB1(T+1)  
+CLB6(T) -> 
-CLB2(T+1) 

+CLB6(T+1) ->  
-CLB1(T+2)  

+CLB6(T+1) -> 
-CLB2(T+2)  

+CLB6(T+2) ->  
-CLB1(T+3)  

+CLB6(T+2) -> 
-CLB2(T+3) 

 

MCM1  
+MCM(T+1)-> 
-MBP1(T+2) 

  

SIC1  

-SIC1(T+1)-> 
+SWI5(T+3) 

[CYGD] 
-SIC1(T+1)-> 
-CLN2(T+3) 

-SIC1(T+2)-> 
+SWI5(T+4) 

[CYGD] 
-SIC1(T+2)-> 
-CLN2(T+4) 

-SIC1(T+3)-> 
+SWI5(T+5) 

[CYGD] 
-SIC1(T+3)-> 
-CLN2(T+5) 

SWI6  
-SWI6(T+1)-> 
-SKP1(T+2) 

 
-SWI6(T+3) -> 
-CDC20(T+6)  

[KEGG: ko04110] 

CDC28 
+CDC28(T)-> 
+SWI4(T+1) 

   

CDC53 +CDC53(T) ->-CLN3(T+1)    

MBP1 
-MBP1(T)-> +CDC28(T+1) 

[SGD] 
 

+MBP1(T+2)-> 
+SKP1(T+5) 

 

CDC34   
-CDC34(T+2)-> 
+CDC34(T+5) 

 

SWI5 

+SWI5(T) -> 
-CLN1(T+1) 

[KEGG:ko04110] 
-SWI5(T) -> +CLB6(T+1) 

[KEGG: ko04110] 

+SWI5(T+1)-> 
-CLN1(T+2)  

[KEGG:ko04110] 
 

+SWI5(T+3)-> 
-CLN1(T+4)  

[KEGG:ko04110] 

SKP1 
-SKP1(T) -> 
-SWI4(T+1) 

  
-SKP1(T+3)-> 
-MBP1(T+4) 
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Table 2. Comparison of DRN Builder and others 

 KEGG ASIAN DRN Builder 

Source data 
KEGG PATHWAY 
database gene expression data gene expression data 

# Regulations 
confirmed/found 

33 18/43 33/40 

Node representation compound gene cluster gene 
Graph type/ 
Edge label 

directed graph/ 
EC number 

undirected graph/ 
correlation coefficient 

directed graph/ 
regulator, regulation type, time 

Visualization static dynamic dynamic 

 
Table 1 shows the regulations for the first four time points only, but there are two  
more regulations found by DRN Builder actually finds at time points T+4 and T+5:  
–CLB6(T+4)->+CDC28(T+5) [13] and –CDC20(T+4)->-CLB6(T+5) [14]. 

Yeast cells replicate and divide their genetic material in two distinct but coordi-
nated processes [7]. Many of the gene regulations found by DRN Builder are consis-
tent with the phase characteristics of the cell cycle: G1, S, G2, M, M/G1 (see Fig. 1). 
For example, Schwob et al. [15] found that CLB6 promotes progression of cells into 
the S phase and expresses periodically throughout the cell cycle. CLB1 and CLB2 
both promote cell cycle progression into mitosis and their transcripts accumulate 
during G2 and M. These processes can be characterized by two regulations, +CLB6-
>-CLB1 and +CLB6->-CLB2, which are included in the regulation list found by DRN 
Builder (Table 1).  

Fig. 5 shows the gene regulatory network of all the gene regulations of Table 1. 
DRN Builder provides a time bar to browse the changes in the network at different 
time points, and can show a network at a single time point.   

There are a few methods developed to analyze the time-series gene expression data 
[16, 17, 18]. For comparative purposes, we executed DRN Builder and ASIAN [18] 
on the same data of yeast cell cycling with 19 genes, and compared the results with 
the KEGG data. With default parameter values, ASIAN found 43 correlations be-
tween gene clusters, and 18 of them (cln1->clb5, clb6, cln2->clb5, clb6, cln2->swi6, 
clb5, clb6 -> cln3, clb5, clb6 -> sic1, swi5 -> clb1, clb2, clb1, clb2 -> skp1, clb1, clb2 
-> sic1, swi6 -> skp1, cdc53 -> sic1, cdc34 -> sic1) were found in KEGG and litera-
tures. As we discussed earlier, DRN Builder found 40 gene regulations, and 33 of 
them agree with the KEGG data. DRN Builder visualizes a gene regulatory network 
as a directed graph, in which a node represents a gene and an edge represents a regu-
lation type and time point. Therefore, the network clearly shows what genes activate 
or inhibit other genes and when the regulations occur. On the other hand, ASIAN 
visualizes a gene regulatory network as undirected graph, in which a node represents 
a gene cluster and an edge represents a non-zero correlation coefficient between the 
clusters. Thus, the gene regulatory network visualized by ASIAN cannot show what 
genes activate or inhibit other genes and when the regulations occur, but shows the 
correlation relationships between gene clusters. 

To identify regulations between ARR genes, the ARR gene expression data shown 
in Fig. 4 was first quantified by ImageQuant. By applying the same strategy, the gene 
regulations in the ARR genes group were also identified by DRN Builder. The 
threshold to distinguish the up or down regulate is set as the ratio of the volume of 
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 (A) (B) 

Fig. 6. Gene regulatory network for the ARR gene regulations. (A) Grid layout by DRN 
Builder. (B) Multi-layered layout in the DRN Builder.  

gene expression to the volume of β-tubulin at a target time. A regulation is up-
regulated if the ratio exceeds 1.0, down-regulated otherwise. Fig. 6 shows a network 
for the gene regulations identified by DRN Builder. 

4   Conclusion 

We developed an algorithm for identifying and visualizing the gene regulatory net-
work in the time-series gene expression profiles and implemented the algorithm in a 
program called DRN Builder. We tested DRN Builder on two datasets, the yeast cell 
cycling data and Arabidopsis response regulator data. Experimental results show that 
DRN Builder is powerful for finding gene regulations from time-series data of gene 
expression profiles as well as for dynamically visualizing gene regulatory networks. 
Many regulations found by DRN Builder are consistent with the regulations deter-
mined by experimental methods. In particular, the potential gene regulatory networks 
constructed by DRN Builder can be used to find novel gene regulatory networks or to 
refine known networks.  
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Abstract. In this paper, a novel signature verification algorithm based
on spatio-temporal correlation and an improved template selection
method are proposed. The proposed algorithm computes the spatio-
temporal matrices of signatures and considers them as images, then ap-
plies image processing methods to obtain features. The spatio-temporal
matrices will enlarge the variations of the signatures, so an improved
template selection method considering the intra-class variation of enroll-
ment signatures is also adopted. The algorithms are validated on the
SVC 2004 database and inspiring results are obtained.

Keywords: On-Line Signature, Verification, Biometrics, Spatio-
Temporal, Correlation, SIFT, Multiple Templates.

1 Introduction

Signature verification is one of the widely accepted approaches confirming indi-
vidual’s identity. It has been used to validate cheques, financial and legal docu-
ments, and many other applications. On-line signature verification uses dynamic
information of signatures, such as speed, pressure and so on, which are ob-
tained by some special instrument during signing process, and is more robust
than off-line signature verification. Sice 1960s, dedicated efforts of a great many
researchers have been spend on this filed and numerous methods have been pro-
posed [1], [2], [3], [4], [5], such as Dynamic Time-Warping (DTW) [6], Hidden
Markov Models (HMM) [7] and so forth.

Signatures of each person contain some habitual features that are as peculiar
as one’s habits, so they can be used as a biometric for identity verification. An
on-line signature can be considered as a sequence of sample points and each
sample point contains some dynamic information. So, there are some kind of
spatio-temporal inner-relationship between the sample points, which contain the
habitual features for signature verification. This paper propose a novel signature
verification algorithm extracting and making use of these relationships. The
algorithm computes the spatio-temporal correlation matrix from a signature and
considers it as an intensity image, then uses image processing methods to extract
features. In this paper scale invariant feature transform (SIFT) is adopted to
obtain the features, which is an excellent algorithm to detect and describe local
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features in images and is used in many applications, such as object recognition,
gesture recognition, and video tracking.

The signing process is effected by the signer’s mood, physical condition, mus-
cular coordination and other external influences such as writing conditions,
drugs, alcohol, nervousness. Though signatures have enough consistency for per-
sonal identification, there are some natural variations in the signatures of a
person. The signatures of some persons may have a large intra-class variability
for the unstability of signatures. And the variation of the signatures will be en-
larged in the spatio-temporal matrix, so matching the test signature with single
template may result in an inferior performance. To improve the performance,
an improved template selection method considering the intra-class variations is
proposed.

The main contribution of this paper is proposing a novel approach of sig-
nature verification, which considering the spatio-temporal relationship of the
sample points. This paper also proposed an improved template selection method
considering the variations of the enrollment signatures.

This paper is organized as follows. The spatio-temporal correlation is intro-
duced in section 2. SIFT algorithm is described in section 3. Template selection
and matching are presented in section 4. The experiments and results are given
in section 5. Section 6 concludes the paper.

2 Spatio-Temporal Correlation

As discussed above, an on-line signature contains a sequence of sample points
and each sample point has some dynamic features, such as x-coordinate, y-
coordinate, sample time, speed, pressure, and so on. During the signing process,
the trajectory of the pen-tip locate on a two-dimensional writing plane, and the
state of pen-tip, such as coordinates, pressure, azimuth, speed, can be consid-
ered as functions of time. The sample points are discrete points picked from the
trajectory, so it’s easy to understand that there are some spatio-temporal rela-
tionships between the sample points, which make the signatures of a individual
unique.

To obtain the spatio-temporal relationships, the correlations between the sam-
ple points of a signature are computed and result in a correlation matrix R. The
matrix R depicts the spatio-temporal relationships of the sample points of a
signature and variations between the correlation matrices reflect the variations
between the signatures, which are also enlarged in the matrices. As a result, the
task of signatures verification become the verification of correlation matrices.

It is common knowledge that an intensity image can be represented as a
matrix. There are a lot of biometric verification methods using iris, fingerprint
or face images. So, the correlation matrices can be though of as intensity images
and the variations of the matrices can be considered as the variation of the
texture of corresponding images. Then image processing methods can be used
to extract the texture features.

There are dozens of dynamic features in signature verification literature. In
this paper, 11 dynamic features are selected [8], [9], which is shown in Table 1.
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Table 1. Dynamic features used in this paper

Feature name Formula
Horizontal position xt

Vertical position yt

Normal pressure pt

Path tangent angle θt = arctan(ẋt/ẏt)
Total velocity vt =

√
ẋ2

t + ẏ2
t

x velocity vx = ẋt

y velocity vy = ẏt

Total acceleration a =
√

v̇2
t + (vt · θ̇t)2

Log radius of curvature ρ = log(vt/θ̇t)
Pen azimuth zt

Pen altitude lt

So, each sample point of signatures contains these dynamic information. Formula
(1) is adopted to obtain the correlation of any two sample points. fi denotes the
i-th dynamic feature of sample point. The dynamic features of signatures have
been smoothed and normalized during preprocess stage. And ωi represents the
weight for the i-th feature. Each entry of R is in the range of [0,1].

rij =
n

11∑
k=1

ω2
kfk

i fk
j −

11∑
k=1

ωkfk
i

11∑
k=1

ωkfk
j

SiSj
(1)

Si =

√√√√n

11∑
k=1

(ωkfk
i )2 − (

11∑
k=1

ωkfk
i )2 (2)

Just as shown in Figure 1, 1,3 rows are the images of the original signatures and
2,4 rows are the corresponding correlation images. 1-3 column images are gener-
ated from the genuine signatures and the rest is from skilled forgery signatures.
From the images, it can be easily found that the genuine signature images of
different users are very different, and the genuine signature images and skilled
forgery images also have different texture. It can be conclude that the habitual
features of the signature are represented as the local texture of the image of
correlation image.

3 Scale Invariant Feature Transform

Scale invariant feature transform is an algorithm to detect and describe local
features in images. The SIFT features are local and based on some particular
interest points. The features are invariant to image scale and rotation.

Features are efficiently detected through a staged filtering approach that iden-
tifies stable points in scale space. This approach transforms an image into a large
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Fig. 1. 1,3 row are the images of the original signatures and 2,4 are corresponding
correlation images. 1-3 column images are generated from genuine signatures and the
rest is from skilled forgery signatures.

collection of local feature vectors called SIFT keys, each of which is invariant to
image translation, scaling, and rotation [11].

The advantages of SIFT discussed above make it suitable for processing the
correlation images of the signatures. We apply the SIFT algorithm to extract the
local feature vectors and match these vectors with the ones obtained from other
signatures. A matched vectors are called a pair of match point, so the number
of the match points can estimate the similarity of two signatures.

The match points between signatures obtained by SIFT algorithm are shown in
Figure 2. The first image of each row shows the match points between two genuine
signature and the second image shows the match points between a genuine and
a forgery image. It can be seen that genuine signatures have more match points,
which can be used as a feature to classify genuine signature and forgery signatures.

4 Template Selection and Matching

Justasdiscussedabove, thespatio-temporalmatrixwillenlargethevariationsof the
signatures. Subtle change of the signaturewill result in a great change in the texture
of the corresponding correlation image.And theremaybe large intra-classvariation
inenrollmentsignatures, soasingletemplatecannotrepresent thesignaturessigned
by an individual very well and then multiple templates for matching may promise
better performance. Each template represent a sub-class of the signatures.
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Fig. 2. The images in the first column are the match results of two genuine signatures
and the images in second is the match results of a genuine signature and a skilled
forgery signature

There are some popular biometric template selection methods [12], such as
DEND, MDIST. In the enrollment stage of a signature verification system, only
3-8 enrollment signatures can be obtained from users. So, it’s not realistic to adopt
clustering algorithms like DEND to select the template signature. As for the
MDIST method, it selects the template signatures using the following rules [12]:

1. Find the pair-wise similarity between the n enrollment signatures.
2. For the j-th signature, compute its average similarity with respect to other

(n − 1) signatures.
3. Choose k signatures which have the maximum average similarity as

templates.

The templates selected by MDIST have high similarity with each other. These
templates represent the most common variations of the enrollment signatures
instead of as many variations as possible.

In this paper, an improved template selection algorithm is proposed, which
selects templates to represent as many variations as possible and achieve better
performance. The selection rules:

1. Find the pair-wise similarity between the n enrollment signatures. So a sim-
ilarity matrix M is obtained.

2. For every enrollment signature, compute its average similarity with respect
to other (n − 1) signatures, that means computing the average value of each
row of the matrix M .
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3. Find the index of row which has maximum average value, select the corre-
sponding signature as a template, delete the row and column contain the
signature and results in a new matrix M . Repeat this step until templates
is enough.

During the matching stage, the test signature is matched with each template,
and each template will judge whether the test signature is genuine comparing the
matching result with a certain threshold. Then the judgements of the templates
are used to vote for the final decision by majority decision rule.

5 Experimental Results

SVC2004 database [10] is one of the widely used signature databases. The
database is designed for Signature Verification Competition in 2004. It contains
40 sets of signatures collected from different people, and each set consists of 20
genuine signatures and 20 skilled forgery signatures. The database contains both
English and Chinese signatures.

During the training process, we select 3 templates from 5 enrollment signa-
tures, which are randomly picked from the genuine signatures of the database.
The rest genuine signatures and skilled forgery signatures of the database are
used as test samples. The user-dependent threshold, a threshold for a individual
user, is used to make decisions.

In order to get the intuitive impression of the performance of the proposed
method, we also repeat the experiment replacing the template selection with
MDIST algorithm. Finally, the Equal Error Rates (ERR) of MDIST is observed
to be 3.5%, and the result of using the proposed template selection method the
ERR is 2.4%.

6 Conclusions

This paper has presented a novel signature verification algorithm which considers
the spatio-temporal relationships of the sample points of signatures and adopts
a multiple template selection method considering the intra-class variation of
enrollment signatures to improve the performance.

In the experiments, we can find that the proposed template selection method
achieve better performance than MDIST method, and also the performance of the
presented signature verification algorithm achieve state-of-the-art performance.
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Abstract. According to Barrow and Tenenbaum’s theory, an image can be de-
composed into two images: a reflectance image and an illumination image. This 
midlevel description of images attracts more and more attentions recently ow-
ing to its application in computer vision, i.e. facial image processing and face 
recognition. However, due to its ill-posed characteristics, this decomposition 
remains difficult. In this paper, we concentrate on a slightly easier problem: 
given a simple frontal facial image and a learned near infrared image, could we 
recover its reflectance image? Experiments show that it is feasible and promis-
ing. Based on extensive study on hyperspectral images, skin color model and 
Quotient Image, we proposed a method to derive reflectance images through 
division operations. That is to divide visual frontal face images by learned near 
infrared images which are generated by super-resolution in tensor space. With 
the operation on grey distribution of frontal facial images, the results after divi-
sion can represent the reflectance of skin, rarely bearing any illumination  
information. Experimental results show that our method is reasonable and 
promising in image synthesis, processing and face recognition. 

Keywords: Intrinsic images, near infrared, super-resolution, Tensorfaces, 
Multi-Spectral Quotient Image. 

1   Introduction 

Lighting variation has been proved to be difficult problems in vision applications 
since variations of images under different illumination are even larger than images 
variations due to identity changes, especially in face recognition. Recently, a few 
methods have been proposed to deal with the problem generated by illumination 
variations: Illumination Cone [1], Quotient Image [2], Spherical Harmonic Subspace 
[3], [4], Morphable faces [5], Tensorfaces [6], Intrinsic Images [7], [8] and subspace 
model-based approach using BRDF [9]. All these methods can be clearly categorized 
based on whether 3-D shape model or the Lambertian assumption is used or not. Most 
of these methods are focusing on face relighting as well as face recognition and the 
factorization of a single or multiple images into lighting and reflectance components 
is a commonly used approach. Barrow and Tenenbaum (1978) introduced the term 
“intrinsic images” to refer to a midlevel decomposition of the sort depicted in Fig. 1. 
The observed image is the product of two images: an illumination image and a reflec-
tance image. Because of a shortness of a full 3D description of the scene, we call this 
a midlevel description: the intrinsic images are viewpoint dependent and the physical 
causes of changes in illumination at different point are not made explicit. Owing to  
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Fig. 1. The intrinsic images decomposition. The input image, from Yale B database, is decom-
posed into two parts, a reflectance image and an illumination image which are obtained accord-
ing to [8]. 

this characteristic, the intrinsic images can be extremely useful for supporting a range 
of visual inferences, i.e. image segmentation and face recognition.  

Recovering two intrinsic images from a single input image remains a difficult 
problem for computer vision systems for it is a classic ill-posed problem: the number 
of unknowns is twice the number of equations. In [8], Weiss focused on a slightly 
easier version of the problem. Given a sequence of T images whose reflectance im-
ages are constant over time and illumination images change, the decomposition could 
be derived. Nonetheless, this method will fail when few or only one image is avail-
able because the maximum-likelihood estimation for approaching this problem is not 
valid anymore. Other 3-D shape model based algorithms, for example, Morphable 
face, necessitates a 3-D training face database, leading to a relatively complex prob-
lem compared with 2-D condition. 

The major contribution of this paper is to derive facial intrinsic images from single 
frontal face image under visible light. The reflectance image generated by our method 
is the quotient image of visual image (VIS) and its corresponding near infrared image 
(NIR) and this is what we call “Multi-Spectral Quotient Image”. For the purpose of 
practice and simplicity, we use the learned NIR image which is generated by super-
resolution in tensor space instead of ground truth NIR image. 

The paper is organized as follows. In section 2, we introduce the multi-spectral 
properties and make an explanation of what we call “Multi-Spectral Quotient Image”. 
Section 3 sets up two training tensors as the basic multilinear analysis tool, which 
include factors of identity, pixels as well as spectral and makes use of super-
resolution to generate corresponding NIR image of the input. Section 4 discusses the 
experimental database and results before conclusions are drawn in section 5. 

2   Multi-Spectral Quotient Image 

Spectral measurements from human tissue have been used for many years in charac-
terization and monitoring applications. The interaction of light with human tissue has 
been studied extensively [10], [11], [12] and a model for skin color in multi-spectral 
has been built [13]. In this paper, we only focus on two typical spectral, point visual 
light (VIS) source of 520nm and point near infrared (NIR) light source of 850nm in 
that their appearances are fairly distinct and each of them includes different facial 
features of the same subject, as depicted in Fig. 2. 
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Fig. 2. An example of NIR and VIS image pairs. The first row is a group of five NIR facial 
images under frontal illumination and the second row is the counterpart of VIS images which 
are taken simultaneously using a two CCD camera. 

There are two reasons for this phenomenon. First, due to different reflectance be-
tween NIR and VIS on skin, eyes and lips, the intensity ( I ) of images is quite differ-
ent, which indicates that the reflectance varies with spectral changes. This sort of 
changes regarding spectral has been explicitly revealed in [14]. Another reason is that 
under NIR, skin has a larger penetration depth than for visible wavelengths enabling 
imaging the subsurface characteristics. Comparing with the skin’s surface characteris-
tics included in VIS spectrum, the subsurface images obtained from NIR spectrum are 
relatively smooth, indicating that the subsurface parts share a more unified reflec-
tance. These unique properties of multi-spectral images enlighten us to derive a novel 
but simple method to carry out intrinsic image decomposition in the following parts. 

According to Lambertian assumption, when attached shadows are concerned, VIS 
and NIR images reflectance functions can be expressed as:  

( , ) ( , ) max( ( , ) ,0)VIS VIS VIS VISI x y R x y n x y l= ⋅ i , (1) 

( , ) ( , ) max( ( , ) ,0)NIR NIR NIR NIRI x y R x y n x y l= ⋅ i , (2) 

where R denotes the albedo, n  normal direction, l  a distant light source and “ i ” 
denotes dot product. Specifically, subscripts of parameters indicate that they pertain to 
NIR and VIS images respectively.  In this paper, a pair of multi-spectral images is 
captured simultaneously with roughly the same light intensity and direction, which 
guarantees that the parameter VISl is close to NIRl . Besides, since the images of one 
subject are taken at the same time, the shape VISn and NIRn are exactly the same, lead-
ing to the following deduction of Multi-Spectral Quotient Image (MQI):  

( , ) ( , )
MQI

( , ) ( , )
VIS VIS

NIR NIR

I x y R x y

I x y R x y
α= = ⋅ , (3) 

where α  is a constant, denoting the ratio of the intensity of VISl to that of NIRl for they 
are not identical with each other, though very close. From [14] we can clearly learn 
that for a fixed subject, the VIS reflectance has some unknown relationship with NIR 
reflectance. If ( , )VISR x y is the square of the ( , )NIRR x y , the ( , )NIRR x y  can be obtained 
through dividing ( , )VISR x y  by ( , )NIRR x y . Consequently, we make a nonlinear opera-
tion on ( , )VISI x y , for example, 1.5( , )VISI x y to achieve requirements mentioned above. 
Fig. 3 shows some MQI examples. 
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Fig. 3. Some examples of the Multi-Spectral Quotient Image. The first two columns are four 
illumination images of two subjects, while the middle column is their corresponding reflectance 
images gained by MQI. The last two columns are their illumination images. 

Another way to understand the Multi-Spectral Quotient Image is considering the 
NIR image to be a “pseudo illumination image”, which has some uncertain relation-
ship with true illumination image. That means through some mathematical operation, 
a NIR image can be transformed into an illumination image. Meanwhile, the ap-
proximate appearance of these two sorts of images justifies our assumption, for both 
of them possess smooth surfaces which only reflect the shape and lights information 
on the face. Skin under NIR, as we have introduced, has a larger penetration depth 
than for visible wavelengths and we employ tissue thickness that reduces the light 
intensity to 37 percent of the intensity at the surface to describe this parameter. The 
optical penetration depth is defined as1/ 3 a sμ μ′  where aμ  and sμ′  are the absorption 
coefficient and reduced scattering coefficient of the tissue, respectively. For a typical 
person, we have aμ =0.77mm-1 and sμ′ =1.89 mm-1  in the visual light and 

aμ =0.02mm-1 and sμ′ =1.31 mm-1  in the near infrared, which means a 0.479mm and a 
3.567mm penetration depth of facial skin respectively. At the latter depth, the tissue is 
smoother than the surface part, giving rise to a better expression of facial shape and 
illumination information. 

3   Simulating Near Infrared Images in Tensor Space 

In reality, gaining a pair of NIR and VIS images is relatively difficult than gaining 
only one image under normal illumination for NIR collecting device including active 
light source is not commonly used data acquisition equipment. Even though research 
on NIR images, i.e. NIR face recognition attracts more attentions recently, simultane-
ously obtaining two images in different spectral remains inconvenient. Therefore, a 
natural thought is to simulate NIR images other than employ ground truth NIR images 
to derive intrinsic images. In [15], multi-model Tensor Face is used to generate new 
faces under new conditions, for instance, new lighting and new pose. As a basic 
multi-linear algebra analysis tool, tensor can handle subjects with more than two 
modes, superior to commonly used principal component analysis (PCA), which only 
concerns pixels and identity of the subject. It is also suggested that, for a fixed sub-
ject, its downsampling image carries most of identity information. Therefore, by su-
per-resolving a low-resolution image in tensor space using Bayesian inference, new 
images with high-resolution under new conditions can be rendered. Enlighten by 
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Fig. 4. The framework of our proposed method. Step (1) Building the training tensor, (2) super-
resolving the low-resolution sample in order to obtain its identity parameter vector V in high-
resolution tensor space and (3) the Multi-Spectral Quotient Image. 

this approach, we can also simulating NIR images under this framework by constructing 
3D tensors which consist of three factors, pixels, identity and spectral. Following the 
thought in [15], we first set up a high-resolution and a low-resolution tensors by several 
pairs of NIR images and their corresponding VIS images as well as their downsampling 
images. Then, we project downsampling tests into low-resolution tensor space to obtain 
its identity vector V̂ . Through super-resolution, the “true” identity vector V  in high-
resolution tensor space is achieved, giving rise to the simulated NIR images. Finally, the 
proposed MQI operation is implemented between input tests and simulated NIR images. 
Fig. 4 illustrates the whole procedure of the method mentioned above. 

3.1   Modeling Face Images 

First a tensor structure is constructed from multi-modal face images and HOSVD [6], 
[15] is used to decompose them. The decomposed model can be expressed as 

1 2 3idens specs pixelsD Z= × × ×U U U
,
 (4) 

where tensor D groups the multi-modal face images into tensor structure, and core 
tensor Z governs the interactions among 3 mode factors. The mode matrix

 
,idens specsU U and pixelsU spans the parameter space of different people identities, spec-

tral, and face images respectively. To start with, we will introduce how the pixel-
domain image observation model works. Assuming HD is the unknown true scene (the 
target NIR face image) and A is a linear operator that incorporates the motion, blur-
ring and downsampling processes, the observation model can be expressed as 

L HD D n= +A , (5) 

where n represents the noise in these processes. Based on the tensor algebra, suppose 
we have a basis tensor 

2 3specs pixelsB Z= × ×U U .
 

(6) 
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The subtensor containing a specific sort of spectral and a particular individual can 
be expressed as 

1
T

s s sD B V ε= × + , (7) 

where sB is the B ’s subtensor with particular spectral s , TV represents the identity 
parameter row vector and sε stands for the tensor modeling error for modalities of 
spectral s . It is for the purpose of ease and readability that we use the mode-1 unfold-
ing matrix to represent tensors. Then Eq. (7) can become  

(1)T
s s sV e= +D B . (8) 

The counterpart of pixel-domain image observation model is then given as 

(1) (1)ˆ ˆ ˆT T
s s s sV e V e n+ = + +B AB A , (9) 

where (1)ˆ T
sB and (1)T

sB  are the low-resolution and high-resolution unfolded basis sub-
tensor, V̂ and V are the identity parameter vectors for the low-resolution testing face 
image and unknown high-resolution image. Thus, through Eq. (9), we can naturally 
derived  

(1)ˆ TV V E N= Φ + Φ + ΦAB A ,
 

(10) 

where E is the combined tensor modeling error over all model face images and Φ is 
the pseudoinverse of (1)ˆ TB . Eq. (10) depicts the relation between the unknown “true” 
identity parameter V vector and the observed low-resolution counterpart ˆ.V  

3.2   A Bayesian Formulation 

In order to obtain the estimation of Eq. (10), we use the Bayesian inference. The 
maximum a posteriori probability (MAP) estimation of the high-resolution identity 
parameter vector V can be expressed as  

ˆarg max{ ( | ) ( )}
V

V p V V p V= ,
 

(11) 

where ˆ( | )p V V is the conditional probability modeling the relations between V̂ and 
V , and ( )p V  is a prior probability. We can assume the prior probability as Gaussian 
and Eq. (11) therefore degenerates to the maximum likelihood estimator  

ˆarg max{ ( | )}
V

V p V V= .
 

(12) 

Then we obtain the ML estimator V as 

( )( ( ))(1) 1 (1)ˆ ˆ ˆ ˆarg min
T

T T
F FV

V V V V Vμ μ−= − − − −ΦAB Φ Q ΦAB Φ ,
 

(13) 

where the statistics of mean Fμ and matrix Q can be computed based on the training 

images. Using the iterative steepest descent method for ML estimation of V , we can 
obtain its value. For more details, readers can refer to [15]. The reflectance images 
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Fig. 5. The reflectance images derived by learned NIR images. For each input (Input A, B and 
C) the first image of left column is the generated NIR image and the second one is its Gaussian 
filter output. The final row of each column is the derived reflectance image. The right column 
of each input is the corresponding ground truth NIR image and its derived reflectance image. 
For the purpose of better appearance, we employ histogram equalization on the result reflec-
tance images. 

generated by learned NIR images are rendered in Fig. 5, from which we can conclude 
that the reflectance images derived by learned NIR images are quite similar with that 
produced by ground truth NIR images in both shape and details. The aim of using 
Gaussian filter is to eliminate the ghosting and blurring appeared in the learned NIR 
images due to lack of dense alignments between test and training samples. 

4   Experiments and Results 

The experiments aim at evaluating the proposed method of intrinsic image decompo-
sition as well as showing the utility of this decomposition in image processing. The 
first part of this section is the extension of the proposed method to common objects, 
not faces. In Fig. 6, the first image is a cotton pillow captured under frontal visible 
light with obvious specularity (in the center) and shadows (around the corner). The 
second image is the same object under NIR illumination and little reflectance infor-
mation is carried in this image due to the characteristics of NIR, left only the shape 
and lighting information. Therefore, after dividing the first image by the second one 
in Fig 6, most of specularity and shadows are removed. 

The second part of this section reveals how the proposed intrinsic images decom-
position method is applied in the image synthesis with an image addition sample. 
Given an image under arbitrary illumination, we find that a direct image addition will 
lead to an unreal result, for additional parts rarely carry any illumination information, 
i.e. specularity or shadows, inconsistent with the original image.  However, if the 
additional part is added to the reflectance image at first, and then multiplied by the 
illumination image, the result seems fairly true, as Fig. 7 depicted. 
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Fig. 6. The application of the proposed intrinsic image decomposition in object image process-
ing. VIS image (left), NIR image (middle) and reflectance image (right). 

× = × =
 

Fig. 7. Examples of image synthesis. The bend-aid image is directly added to the facial image under 
arbitrary illumination, resulting in an artificial synthesized image in the first row for the additional 
part rarely carries any illumination information. In the second row, the bend-aid is firstly added to 
the reflectance image, and then multiplied by the illumination image. Group A adopts the ground 
truth NIR image directly for MQI while Group B is the outcome by learned NIR image. 

It is suggested that reflectance images contain much more intrinsic information that 
is helpful to face recognition and discrimination. To evaluate this performance of our 
method, a database of facial images including 70 subjects has been collected under 
indoor environment, all of which are captured with JAI AD080 digital camera, which 
can take NIR and VIS images at the same time. Each subject possesses 9 changes, 
normal, tilt -/+15~30°, yaw -/+15~30°, happiness, anger, frustration and surprise, 
under NIR and VIS respectively, therefore 18 images in all, as Fig 8 depicted. 

When dealing with the learned NIR images, we separate the whole database into two 
parts, one for the purpose of training, the other for testing. Here we use leave-one-out 
scheme, i.e. each image as test in turn, others for training. In training process, we build a 
high-resolution tensor with 69 subjects and then, by registering all training images with 
the test one and downsampling them, we also acquire the low-resolution tensor.  

Two experiments are carried out, one aimed at testing the within-class performance, 
the other aimed at evaluating between-class performance. For the first experiment, 
comparisons among four methods proceed by calculating matching scores which 
 

 

Fig. 8. VIS examples of our experimental database 
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equals to /( )x y x yi when two vectors ,x y undergoing matching procedure. Set 1-
Set 9 in our experiments are corresponding to 9 changes of the fixed subject. Note that 
we only use normal set (Set 1) as the template to implement the matching procedure 
and results are shown in Table 1. From this table, we can see that MQI(L) and MQI(G) 
which denote MQI using learned NIR and ground truth NIR respectively, can improve 
matching scores for the impact of illumination is removed and only intrinsic compo-
nents are retained. Self-Quotient Image (SQI) [16] is an effective approach on tackling 
illumination changes and it achieves the highest scores among four methods. 

Table 1. Comparisions of matching scores among four methods 

Matching Scores (%) Methods 
Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 

Appearance 96.4 97.0 97.4 98.2 96.8 97.2 97.6 97.2 
MQI(L) 98.0 97.9 98.1 98.5 97.3 97.8 97.9 98.0 
MQI(G) 98.2 98.1 98.4 98.8 98.3 98.3 98.4 98.2 

SQI 99.9 99.9 99.9 99.9 99.9 99.9 99.9 99.9 

Table 2. Comparisons of recognition rates among four methods 

Recognition Rates (%) Methods 
Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 

PCA 71.4 75.7 77.1 87.1 75.7 64.3 74.3 68.6 
MQI(L)+PCA 84.3 92.9 92.9 94.3 87.1 88.6 90.0 87.1 
MQI(G)+PCA 94.3 98.6 88.6 94.3 85.7 85.7 92.9 91.4 

SQI+PCA 65.7 71.4 65.7 80.0 65.7 45.7 57.1 58.6 

 
For face recognition experiments, we also use normal image as template, others for 

testing and nearest neighbors (NN) method functions as classifier. In this experiment, 
MQI (G) outperforms other methods and SQI obtains the lowest recognition rates, 
even lower than PCA method. Essentially, SQI can actually reduce the lighting effect 
on face, but identity information is also weakened in this process. With the enhance-
ment of within-class matching score, the between-class similarity increases too. When 
poses, expressions and other changes modes are involved, SQI’s performance degen-
erates greatly. As to the proposed MQI, the intrinsic components are retained as many 
as possible, which are robust to poses and expressions changes.  

5   Conclusions 

In this paper, a method to extract facial intrinsic images from single frontal face im-
age has been proposed. Firstly, the corresponding NIR image of the input VIS image 
can be generated through super-resolution in tensor space. Then, the reflectance  
image of a subject is simply recovered through dividing its frontal VIS by its learned 
NIR image. A few image synthesis, processing and recognition experiments clearly 
justify our method, which seems to be very promising in these areas. Besides, future 
work including applying the proposed method to image relighting will be imple-
mented in order to evaluate its performance under various conditions. 
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Abstract. In this paper, a new method for gender recognition via gait silhou-
ettes is proposed. In the feature extraction process, Radon transform on all the 
180 angle degrees is applied to every silhouette to construct gait templates and 
the initial phase of each silhouette in an entire gait cycle is also associated to the 
templates representing dynamic information of walking. Then the Relevant 
Component Analysis (RCA) algorithm is employed on the radon-transformed 
templates to get a maximum likelihood estimation of the within class covari-
ance matrix. At last, the Mahalanobis distances are calculated to measure gen-
der dissimilarity in recognition. The Nearest Neighbor (NN) classifier is 
adopted to determine whether a sample in the Probe Set is male or female. Ex-
perimental results in comparison to state-of-the-art methods show considerable 
improvement in recognition performance of our proposed algorithm. 

Keywords: gender recognition, gait analysis, radon transform, relevant  
component analysis. 

1   Introduction 

Gait recognition has received close and continuous attention in the research fields of 
computer vision and biometric information over decades [1]. Unlike other biometrics, 
recognition based on human gait has several advantages related to the unobtrusiveness 
and the ease with which gait information can be captured. 

In the study of gait analysis, gender recognition is a significant branch because of 
its validity, practicality and robustness. In medical study [2], Kozlowski and Cutting 
et al. have already examined recognizing the gender of walkers from moving light 
displays. Gender feature information in gait surveillance is further extracted and clas-
sified in later research. Lee and Grimson [3] propose a gait silhouette appearance 
representation and apply it to gender classification task in a database including 23 
males and 2 females. In [4], Davis et al. present a three-mode expressive-feature 
model for recognizing gender from point-light displays of walking people. A later 
study in [5] by Yoo et al. utilizes even a larger gait database, consisting of 84 males 
and 16 females. 

Several methods have tried to extract the important information from the silhou-
ettes in a gait sequence by measuring quantities related to the projections of the  
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silhouettes in certain directions. In [6], the walking style of individuals is captured 
into patterns using the mathematical theory of Frieze patterns. The width of silhouette 
was proposed in [7] as a suitable feature for gait feature extraction and dynamic time 
warping (DTW) is employed. In [8], an angular transform is introduced and shown to 
achieve very encouraging results. N.V. Boulgouris et al. [9] form a Radon-
transformed template for each cycle of a gait sequence and apply Linear Discriminant 
Analysis (LDA) to identify template coefficients for the purpose of gait recognition. 

Relevant Component Analysis (RCA) algorithm [10] is a simple but efficient al-
gorithm for learning a Mahalanobis metric. It is a solution for optimization problem, 
founded on an information theoretic basis. If dimensionality reduction is allowed 
within RCA, it is optimally accomplished by a version of Fisher’s linear discriminant 
that uses constraints. Moreover, under certain Gaussian assumptions, RCA can  
be viewed as a Maximum Likelihood Estimation of the within class covariance  
matrix. 

The Radon transform has its unique advantages suitable for gait recognition. 
Firstly, there is large variation in the angles of legs and arms axes between male and 
female during human walking [2]. Radon transform guarantees that much energy of 
the original silhouettes will appear in specific coefficients which will vary considera-
bly through time. Secondly, gait representation and recognition with Radon transform 
take a low spatio-temporal cost that makes this algorithm with quite efficiency. In this 
paper, aiming at the target of gender recognition from gait, we make a further re-
search on Radon transform under every angle degree ranging from 0 to 179. Section 2 
shows the details about the construction of Radon-transformed templates for silhou-
ettes in a gait cycle. Initial phase of each silhouette is associated to the template as the 
frequency component to represent the dynamic information of walking. The algorithm 
of Relevant Component Analysis (RCA) is introduced and employed in Section 3. 
The experiments on BUAA-IRIP Gait Database are described in details in Section 4, 
following with brief conclusion in Section 5. 

2   Templates Construction with Radon Transform 

In mathematics, Radon transform is the integral transform consisting of the integral of 
a function over straight lines. There are several different forms and notations, and the 
most popular one of definitions is: 

( , ) ( , ) ( cos sin )R f x y x y dxdyρ θ δ ρ θ θ
∞ ∞

−∞ −∞
= − −∫ ∫ , (1) 

where ( , )R ρ θ  is the line integral of a two-dimensional function f(x, y) along a line 

from −∞ to ∞. The location and orientation of the line is determined by two parame-
ters ρ  and θ  as depicted in Fig.1(a). In the gait analysis process, the two-

dimensional function f(x, y) is the binary silhouette. Because of the discrete form of 
pixel intensity, a Radon transform consists in the summation of pixel intensities along  
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Fig. 1. The basic process of Radon transform on binary silhouette. (a) Two parameters ( , )ρ θ  

determine the position of the integral line; (b) Calculation of Radon coefficients.  

lines of different directions. The basic process of Radon transform on binary silhou-
ette is shown in Fig.1(b). 

Now we define the center of the binary silhouette as the reference point of the 
( , )ρ θ  coordinates. So the value of ρ  is equal to zero ( ρ =0) in our method. Given 

a specific direction angle θ , the silhouette f(x, y) is projected onto the ρ  axis. 

Therefore, pixel intensities along a set of lines parallel to s axis (Fig.1(b)) are summed 
together. By applying Radon Transform to silhouettes, we set up a mapping between 
the (x, y) coordinate system and ( , )ρ θ  coordinate system.  

 

 
Fig. 2. Two sample silhouettes (on the left) from different genders and their corresponding 
radon transforms (on the right). In the right column, the transform in upper row comes from 
male and lower row comes from female. 
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An example of the Radon transform on gait silhouette is shown in Fig.2. Given a 
silhouette S, Radon transform on all the 180 angle degrees is applied to S, i.e., with θ  
ranging from 0° to 179°. Under each degree, a column vector of Radon coefficients is 
obtained. The 180 column vectors then make up a two-dimensional Radon-

transformed coefficients matrix named as RS . Since the sums of pixels can be seen 

as intensity values, the Radon transform of a silhouette can be displayed as an image. 

The image of RS  is shown on the right of Fig.2. As seen in directions in which the 

sums of pixels are greater, the corresponding Radon coefficients are greater as the 
same and, therefore, exhibit higher brightness. When referring to a certain direction of 
Radon transform, the coefficients are in a column vector. Fig.3 shows the coefficients 

of certain angle degree Radon transform vectors for three specific directions as 0°, 
45°and 90°. 
 

 

 

Fig. 3. Coefficients in Radon-Transformed vectors at different directions as θ  = 0°，45°, 
90°from left to right. The dimension index of each vector is on X-axis and the value of coeffi-
cients is on Y-axis. 

All the silhouettes in an entire gait cycle can be expressed as a single template T. 
To construct the template T, a simple scheme presented in [9] is employed in this 
paper. Let N denote the number of frames in one gait cycle, i denote the index in the 

range from 0 to N-1, and 
iRS  denote the i’th Radon-transformed silhouette. The ini-

tial phase of the i’th silhouette iϕ  can be defined as: 

2

4i i
N

πϕ = ∗ . (2) 

Let iRS  denote the silhouette with initial phase associated to 
iRS , then iRS  can 

be calculated as: 

(1 cos (1 sin ))i i
R R i iS S jϕ ϕ= ⋅ + + ⋅ + . (3) 

Therefore, the averaged Radon template T for a gait cycle of silhouettes is defined 
as the following formula: 
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According to Euler Formula: 

cos sin ,jxe x j x x R= + ⋅ ∈ . (5) 

Finally the Radon template T can be constructed as: 

21 1
4

0 0

1 1
( (1 )) ( )

i i

N N j i
N

R R
i i

T S j S e
N N

π− − ⋅

= =

= ⋅ + + ⋅∑ ∑ . (6) 

3   Relevant Component Analysis 

Relevant Component Analysis (RCA) is a method that seeks to identify and down-
scale global unwanted variability within the data [10]. The method changes the  
feature space used for data representation, by a global linear transformation which 
assigns large weights to “relevant dimensions” and low weights to “irrelevant dimen-
sions”. These “relevant dimensions” are estimated using chunklets, that is, small  
subsets of points that are known to belong to the same although unknown class. The 
algorithm is presented below. 

Given a data set { } 1

N

i i
X x

=
=  and n chunklets { } 1

jn

j ji iC x == , j=1…n, do: 

1. Compute the within chunklet covariance matrix 

1 1

1
( )( )

jnn
T

ji j ji j
j i

C x m x m
N = =

= − −∑∑ , (7) 

where jm  denotes the mean of the j’th chunklet. 

2. If needed, apply dimensionality reduction to the data using C. 

3. Compute the whitening transformation associated with C: 
1
2W C

−
= , and ap-

ply it to the data points: newX WX= , where X refers to the data points after 

dimensionality reduction when applicable. Alternatively, use the inverse of C 
in the Mahalanobis distance:  

1
1 2 1 2 1 2( , ) ( ) ( )Td x x x x C x x−= − − . (8) 
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The RCA transformation is intended to reduce clutter, so that in the new feature 
space, the inherent structure of the data can be more easily unraveled. To this end, the 
algorithm estimates the within class covariance of the data cov(X|Z) where X and Z 
describe the data points and their labels respectively. The estimation is based on posi-
tive equivalence constraints only, and does not use any explicit label information. In 
high dimensional data, the estimated matrix can be used for semi-supervised dimen-
sionality reduction. Afterwards, the data set is whitened with respect to the estimated 
within class covariance matrix. The whitening transformation W assigns lower 
weights to directions of large variability, since this variability is mainly due to within 
class changes and is therefore “irrelevant” for the task of classification. 

In our experiments, the dimensionality reduction by Principal Component Analysis 
(PCA) to matrix C in step 2 is carried on when using RCA on the Radon-transform 
templates. PCA may appear contradictory to RCA, since it eliminates principal di-
mensions with small variability, while RCA emphasizes principal dimensions with 
small variability. The principal dimensions are computed in different spaces. The 
dimensions eliminated by PCA have small variability in the original data space  
(corresponding to Cov(X)), while the dimensions emphasized by RCA have low vari-
ability in a space where each point is translated according to the centroid of its own 
chunklet (corresponding to Cov(X|Z)). As a result, the method ideally emphasizes 
those dimensions with large total variance, but small within class variance. 

4   Experimental Results 

According to all the above analysis, we design our experiment for gender recognition 
as shown in Fig.4. After data preprocessing and gait cycle detection, the sequence of 
silhouette in an entire gait cycle is Radon-transformed to construct a template with 
dynamic walking information associated by initial phase of each silhouette. After the 
features transform process of RCA, final feature vectors are obtained and outputted. 
Generally, we follow the tradition terminology in [11] that the reference database is 
termed Gallery Set and the test subjects are termed Probe Set. Fig.4(a) shows the 
basic procedure of our proposed method. 

In Fig.4(b), the Mahalanobis distances between Gallery feature vectors and Probe 
feature vectors are calculated as the measure of dissimilarity. A Nearest Neighbor 
(NN) classifier is employed to determine whether the Probe samples are recognized to 
be right or wrong.  

4.1   Database and Data Preprocessing 

With further development of gait recognition, many gait databases have been created, 
such as UCSD database, MIT AI Gait Data, CASIA Gait Dataset, Georgia Tech Da-
tabase, CMU Mobo Database, and Gait Challenge Database, etc. In these databases, 
even though some variances such as shoe types and carrying objects have been con-
sidered, they were mainly built for human identification other than gender classifica-
tion, thus the amounts of males and females differ greatly. However, for the purpose 
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(a) 

 
(b) 

Fig. 4. Design of experiments. (a) Procedure of constructing feature vectors templates from 
silhouettes; (b) Procedure of gender recognition. 

of gender classification, a database with nearly the same quantity of males and  
females is much more preferred. 

For the purpose of gender recognition, we have built our BUAA-IRIP Gait Data-
base for research and experiments. This is a gait database from Intelligent Recogni-
tion and Image Processing Laboratory of Beihang University. Totally there are 60 
persons in this database, including 32 males and 28 females. Each person has five 
walking sequences, and several gait periods during every walking sequence. We se-
lect the sequences from side view in our experiment. The videos in this database are 
all captured in laboratory scenario indoor.  

In the data preprocessing, we employ background subtraction method and then 
morphological filtering to reduce noises after binarization to get better quality of gait 
silhouettes. To reduce the noises in those images, erosion and dilation are used to 
erase the small spots on binarilized image and to fix discontinuous point on the con-
tour. Then, the extracted silhouettes are centered and normalized to the same size as 
155*100 pixels. 

Gait cycle should also be detected and calculated for further process. We simply 
focus on the pixels number of foreground in the below-waist lower half of the silhou-
ette in each frame over time. This number will reach to a maximum when the two legs 
are farthest apart and drop to a minimum when the legs overlap. An example of gait 
cycle detection is shown in Fig. 5. 

 

Fig. 5. Gait cycle detection by computing the number of foreground pixels (Y-axis) in each 
frame (X-axis) of gait sequences over time 
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4.2   Experimental Results and Analysis 

As shown in Fig.4(b), we employ a Nearest Neighbor Classifier to determine the 
gender of Probe Set according to its Mahalanobis distance with Gallery Set. The rea-
sons are, on the one hand, RCA is a method learning a Mahalanobis metric from 
equivalence constraints. Our experiment is a supervised recognition problem that each 
sample’s gender information is labeled beforehand. On the other hand, gender recog-
nition is a two-class classification problem that a Nearest Neighbor classifier is effi-
cient and enough for this problem.  

For all the 155*100 pixels silhouettes in one gait cycle, Radon transform generates 
187 coefficients along one certain angle. Thus with θ  ranging from 0 to 179 degrees, 

the size of the two-dimensional Radon-transformed coefficients matrix RS  can be 

187*180, each column representing one angle degree of θ . Therefore, the Radon 
template T of samples is a complex matrix with each frame’s initial phase (see Eq.(6)) 
and the size of T matrix is 187*180.  

All the 60 persons, 32 males and 28 females, has five walking sequences, thus 300 
samples are available totally. Since this is not a very large amount, we employ leave-
one-out method to improve the accuracy of experimental results. Firstly, we select 
any five samples among the 300 samples belongs to the same person as Probe Set and 

leave the other 295 samples as Gallery Set. Secondly, we select the feature vector pv  

and gv for the both sets. Finally, we calculate the Mahalanobis distance between these 

two feature vectors. 

1( , ) ( ) ( )T
p g p g p gd v v v v v v−= − Σ − . (9) 

The gender of pv  is determined as same as the gender of gv  which has the mini-

mum Mahalanobis distance ( , )p gd v v .  

There are two schemes to select the feature vector. The first one is to select one 
certain angle degree of Radon-transformed template T, that is, certain column of T. 
The second one is the fusion of several or all the angle degrees of T, that is, fusion of 
several columns or all the 180 columns of T. We named the two feature select method 
as FS1 and FS2 separately. 

The gender recognition correct rate results of scheme FS1 is shown in Fig.6. Seen 
from this figure, generally the results grow better when the angle θ  is next to 90° and 
grow worse when next to 0° and 180°. The best result is 95.67%, appearing in the 
angle of 124°, shown as the vertical line in Fig.6. And the worst result is 68.00% 
appearing in the angle of 173°. 

In [9], N.V. Boulgouris et al. present their experimental results of individual identi-
fication probability ranging from 10% to 100% on USF’s Gait Challenge database. 
Between our and their work, on the one hand, the research purposes differ much. Our 
work aims at gender recognition, while their work aims at individual recognition. On 
the other hand, the databases are also different. Nevertheless, our results shown in 
Fig.6 are still competitive to and even better than those results in [9]. 
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Fig. 6. Correct rates of gender recognition by selecting one certain degree of Radon-
transformed template T. The angle degrees from 0°to 179°are on x-axis and the correspond-
ing correct rates are on y-axis. The best correct rate, 95.67% appears when x=125. 

The most common fusion method in scheme FS2 is to use all the columns in T. Af-
ter concatenating each column in template T, a large feature vector is constructed. The 
size of columns in this feature vector is up to 187*180=33660. Therefore, the tempo-
ral and spatial cost must be considered seriously. Dimensional reduction is applied to 
reduce the size of each column from 187 down to 10-30. So size of fused feature 
vector is ranging from 1870*1 to 5610*1. But the recognition correct rates of this 
fusion scheme and vary much from 78.33% to 94.33%. This is not very stable or 
robust. There are also some other fusion scheme in FS2, which is a further work of 
this paper. 

The following Table 1 shows the comparison between our result and former results 
on BUAA-IRIP Gait Database for the same purpose of gender classification.  

Table 1. Comparison of experimental results for gender recognition 

Correct Rate Related Papers 
89.5%  G.C Huang [12] ACCV2007 
90.0%  D Zhang [13] ICPR2008 
95.67%  this paper  

5   Conclusion 

We propose a new method for gender recognition via gait silhouettes. Firstly, in the 
feature extraction process, Radon transform on all the 180 angle degrees is applied to 

every silhouette to form a 187*180 coefficients matrix as RS  because of the advan-

tages of Radon transform as its sensitiveness to angle variation and low spatio-
temporal cost for calculating. All the silhouettes in one entire gait cycle construct the 
template T for one person. The dynamic information of walking is also associated to T 
by calculating the initial phase of each silhouette. RCA algorithm is employed on the 
radon-transformed templates T to get a maximum likelihood estimation of the within 
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class covariance matrix. Two kinds of feature selection method provide different gait 
recognition rates through the same Nearest Neighbor classifier by measuring the Ma-
halanobis distances on our BUAA-IRIP Gait Database for the reason of its quantity 
balance of different genders. How to make a proper fusion of these features to get 
better result is still underway.  
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Abstract. It is of great importance to classify the gene expression data into dif-
ferent classes. In this paper, followed the assumption that the gene expression 
data of tumor may be sampled from the data with a probability distribution on a 
sub-manifold of ambient space, an efficient feature extraction method named as 
Constrained Maximum Variance Mapping (CMVM), is presented for tumor 
classification. The proposed algorithm can be viewed as a linear approximation 
of multi-manifolds learning based approach, which takes the local geometry and 
manifold labels into account. The proposed CMVM method was tested on four 
DNA microarray datasets, and the experimental results demonstrated that it is 
efficient for tumor classification. 

Keywords: Manifold learning, Gene expression data, Constrained maximum 
variance mapping, Tumor classification. 

1   Introduction 

DNA Microarray technology has made it possible to monitor simultaneously the ex-
pression levels for thousands of genes during important biological processes and across 
collections of related samples. Elucidating the patterns hidden in the gene expression 
data is a tremendous opportunity for functional genomics.  By monitoring the expres-
sion levels in cells for thousands of genes simultaneously, microarray experiments may 
lead to a complete observation of the molecular variations among tumors, and hence 
result in a reliable classification. Recently, the gene expression data derived from such 
analyses have been employed to many cancer classification studies [1-3]. 

Gene expression data can be expressed as a gene expression matrix ( )
m nijX x ×=  , 

where each row represents a gene, while each column represents a sample or a patient 
for tumor diagnosis. The numerical value of ijX  denotes the expression level of a 
specific gene i of a particular sample j. Generally, the very large number of variables 
(genes) with only a small number of observations (experiments) makes most of the 
data analysis methods, e.g. classification, inapplicable. Fortunately, this problem can 
be solved by selecting only the relevant features or extracting the essential features 
from the original data.  
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Feature extraction from the original data, which is often dictated by practical feasi-
bility, is an important step in pattern recognition tasks. Over the past several years, the 
study on feature extraction methods has being conducted and many useful feature 
extraction techniques including linear and nonlinear methods, supervised or non-
supervised ones have been well developed [4,5]. Among them, principal component 
analysis (PCA) and linear discriminant analysis (LDA) are two representative meth-
ods for linear feature extraction.  

However, both PCA and LDA take the global Euclidean structure into account 
instead of the manifold geometry of the original data. If data points are resided on 
a manifold, the global Euclidean structure can not exactly describe the true dis-
tance between any two points. In order to characterize those nonlinear data, an 
idea for performing new method with local linear but global nonlinear transforma-
tion is put forward. Manifold learning based methods are representative ones for 
this idea. The basic assumption of manifold learning is that the input data lie on a 
smooth low dimensional manifold. Each manifold learning based method attempts 
to preserve a different geometrical property of the underlying manifold. Local 
linear approaches aim to preserving the proximity relationship among the input 
data.  

In this paper, a Constrained Maximum Variance Mapping technique is put forward 
for tumor classification. Firstly an objective function is constructed to maximize the 
variance between different manifolds. In this objective function, the class information 
has been taken into account. Secondly in order to preserve the locality of each mani-
fold, a constrained condition is appended to the objective function. Thirdly, we also 
adopted the strategy for linear approximation to the proposed one. On the one hand, 
the out-of-sample problem can be successfully overcome; on the other hand, due to 
introducing the linear transformation, the computational cost will be reduced greatly. 
Under such constraint, a projection can be found to map the local points with the 
same labels closer and the local points belonging to different classes farther, which 
contributes to classification. The prediction results on four tumor gene expression 
datasets show that our method is efficient and feasible. 

2   Principle of Manifold Learning for Gene Expression Data 

Most manifold learning algorithms assume that the input data resides on or close to a 
low dimensional manifold embedded in the ambient space. For most applications, the 
data is generated by continuously varying a set of parameters. Often the number of 
parameters is not very large. Otherwise, there will not be much benefit from dimen-
sionality reduction. For example, a set of face images can be captured by varying the 
face pose, scale, position, and lighting conditions. With manifold learning, one can 
mapping the high dimension observe data to low dimensional manifold. As an exam-
ple, Figure 1 (a) and (b) shows a 3D data set LLE-mapped to 2D. For manifold learn-
ing, dimensionality reduction can be achieved by constructing a mapping that respects 
certain properties of the manifold. 
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Fig. 1. (b) Data sampled from a sine-shaped manifold. (b) LLE-mapped data. 

For gene expression data, we know that the cell state is concern to the environment 
and its own genes, so they should be determined by these outer and inner factors.  
Till now people still not clearly realize these factors. If we take the complicated envi-
ronmental influence and inner gene factors as a set of parameters, then the gene ex-
pression data may be resides on or close to a low dimensional manifold embedded in 
the ambient space with these parameters. According to this assumption, the inherent 
nonlinear structure hidden in the observe gene expression data may be achieved by 
using manifold learning. Farther, these low dimensional manifolds may be used for 
tumor classification, gene regulatory networks construction, etc. In this paper, as an 
attempt in gene expression data analysis area, we will focus on the tumor classifica-
tion using manifold learning. 

3   Constrained Maximum Variance Mapping 

For a general classification problem, the training sample points can be represented as 
a matrix [ ]1 2, ,..., , , 1,...,m

n iX X X X X i n= ∈ = , where n is the sample number and 

m  is the feature dimensions. The class label of the sample iX  is denoted as 

{ }1,2,...,i cc N∈ , where cN  is the number of the classes. In practice, the feature di-

mension m  is often very high. The goal of the proposed algorithm is to transform the 
data from the original high-dimensional space to a low-dimensional one, i.e. d nY ×∈  
with d<<m. Moreover, the transformation will separate the different manifolds farther 
under the constraint of local structure preserving. 

3.1   Local Structure 

In traditional linear dimensionality reduction methods, the global geometric structure 
of data is represented by Euclidean distance matrix. Correspondingly, the local scatter 
can be characterized by the Euclidean distance between any pair of the projected 
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sample points that are within any local k  nearest neighbors or ballε − criterion. For 

example, if two points, iX  and jX , are located in an ballε − , then the locality can 

be expressed into the following form: 

( ) ( )T

ij i j i jd X X X X= − −  (1) 

In terms of local relations of points, a local relation matrix L  can be defined, the 
elements of which can be given as follows: 

2
1

0

i j
ij

X X
L

otherwise

ε⎧ − ≤⎪= ⎨
⎪⎩

 (2) 

Then the locality can be rewritten into: 

( ) ( )
{ }2 2 2 ( )

T

L i j i j ijij

T T T
i ii i i ij ji ij

J Y Y Y Y L

Y D Y Y L Y tr Y D L Y

= − −

= − = −

∑
∑ ∑

 (3) 

where ii ijj
D L=∑  

3.2   Dissimilarities between Manifolds 

The Euclidean distance is often taken as a measure of the dissimilarity. If the Euclid-
ean distance between two points is very large, we can say the probability of their 
dissimilarity is very high. Otherwise, they probably are similar to each other. So we 
can use the sum of the mean distance to measure the dissimilarities between mani-
folds. It must be noted that the dissimilarities also exist between different manifolds. 
How to distinguish one manifold from the others will heavily depend on the manifold 
labels. As mentioned above, the data distributed on a manifold are belonging to the 
same class. So we can construct a label matrix H to mark the label information of 
each point, where H shows the label information as follows: 

0 if   and have the same class label

1
i j

ij

X X
H

otherwise

⎧
= ⎨
⎩

 (4) 

Then the dissimilarities between manifolds will be defined as the following equation: 

{ }
,

( )( )

2 2 2 ( )

n
T

D ij i j i j
i j

T T T
i ii i i ij ji ij

J H Y Y Y Y

Y Q Y Y H Y tr Y Q H Y

= − −

= − = −

∑

∑ ∑
 (5) 

where ii ijj
Q H=∑   
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3.3   The Principle of  Constrained Maximum Variance Mapping 

Linear features Y are obtained by a linear transformation matrix 1 2[ , ,..., ]dA A A A= , 

where T
i iY A X= . In the proposed algorithm, a linear transformation is plug so that 

the out-of-sample problem can be successfully avoided. So LJ  and DJ  can be rewrit-

ten into the following form respectively: 

{ } { }( ) ( )T T T
LJ tr Y D L Y tr A X D L X A= − = −  (6) 

{ } { }( ) ( )T T T
DJ tr Y Q H Y tr A X Q H X A= − = −  (7) 

The constrained objective function can be represented as follows: 

{ }
{ } { }

( ) max( ) ( )

. . ( ) ( )

T T
D

T T T

J A J tr A X Q H X A

s t tr A X D L X A tr X D L X

= = −

− = −
 (8) 

This constrained optimization problem can be figured out by enforcing Lagrange 
multiplier. Then we have: 

( ) ( )T TX Q H X A X D L X Aλ− = −  (9) 

From Eqn. (9), it can be found that A  is composed of the eigenvectors associated 
with the d top eigenvalues by solving the corresponding generalized eigen-equation. 

The detailed algorithm can be found in our previous work [13]. 

4   Experimental Results 

In this section, the performance of CMVM is evaluated in comparison with other 
representative methods such as PCA, supervised LLE (SLLE) [6], partial least squares 
(PLS), LDA, etc. After extracting features with the proposed algorithm, different 
pattern classifiers can be adopted for recognition, including K-NN, neural networks, 
support vector machine (SVM), classification trees, etc. In this study, we apply the K-
NN classifier for its simplicity. In addition, it may be the best classifier for tumor 
classification with low dimensional features [7]. In the K-NN classifier, the k was set 
to 5. Actually, we varied it from 3 to 7 and the experimental results were almost the 
same. 

4.1   Two-Class Classification Experiments  

In this subsection, two publicly available microarray datasets are used to study the 
tumor classification problem. They are Prostate cancer dataset [8] and Breast cancer 
dataset [9]. In these two datasets, the data samples have been assigned to a training set 
and a test set. The characteristics of the two datasets are listed in Table 1.  
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Table 1. Summary of the datasets for the two binary cancer classification problems 

Training set Test set 
Datasets 

Class 1 Class 2 Class 1 Class 2 
Genes 

Prostate cancer data 52 50 25 9 12600 

Breast cancer data 34 44 12 7 24188 
 

Table 2. The mean classification accuracies and deviations on the two datasets 

Prostate cancer dataset Breast cancer dataset 
No. Methods 

Accuracy Dimension Accuracy Dimension 

1 CMVM+K-NN 92.65±3.37 2 72.63±8.88 1 

2 PCA+K-NN 74.12±4.34 2 67.89±12.27 48 

3 SLLE +K-NN 92.35±3.97 3 68.95±11.49 2 

4 LDA+K-NN 90.00±2.84 1 67.89±11.76 1 

5 SVM 88.10±4.93  68.42±7.62  

 
To obtain reliable experimental results with comparability and repeatability for dif-

ferent numerical experiments, we not only used the original division of each dataset for 
training and testing, but also reshuffled all datasets randomly in the experiments. In 
total, the numerical experiments were performed with 20 random splitting of the two 
original datasets. In addition, the randomized training and test sets contain the same 
amount of samples of each class as those of the original training and test sets. We built 
the classification models using the training samples and estimated the correct classifica-
tion rates using the test set. The best classification results for tumor and normal tissues 
using our proposed method (CMVM+K-NN) are listed in Table 2. For each classifica-
tion problem, the experimental results were reported by the mean value and standard 
deviation of the accuracy on the original data set and the 20 randomly partitioned sets as 
described above. The corresponding dimensions are also listed in Table 2. 

To show the efficiency of the proposed method, the results by the other three meth-
ods (Methods 2-5) are also listed in Table 2 for comparison. In method 2, we  first 
used PCA to reduce the dimensions of the gene expression data, and then used K-NN  
for classification. Methods 4 is similar to Method 2 except that PCA is replaced by 
LDA. Supervised LLE (SLLE) [6,10] is a variation of LLE and it has been success-
fully used for gene expression data classification [10]. In the experiments, the number 
of nearest neighbors for constructing the nearest neighbor graph of SLLE was set to 5. 
The experimental results of the four methods listed in Table 2 are their best classifica-
tion results, i.e. the highest accuracy by varying the dimension of used features, with 
the statistical means and standard deviations of the accuracy on the original test data 
set and 20 randomizations splits. 
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Fig. 2. The mean classification accuracy on the test set of the Prostate dataset 

 

Fig. 3. The mean classification accuracy on the test set of the Breast dataset 

To better illustrate the experimental results, we show the accuracies of Methods 1 
to 3 in Figures2, 3, where the X-axis represents the d-dimensions, i.e. the number of 
used features extracted from the original data, and the Y-axis represents the mean 
accuracy of the 21 experiments. 

From Table 2 and Figures 2~3 it can be seen that for the two datasets both SLLE 
and CMVM could achieve good classification results. And the classification result of 
CMCM is better than SLLE for Prostate dataset. Overall, the proposed method is very 
competitive in both the mean accuracy and the standard deviation. 

4.2   Multi-class Classification Experiments 

In this subsection, we used another two datasets to further investigate the classifica-
tion ability of the proposed method. One is the Leukemia dataset [11], where the 
distinction between acute myelogenous leukemia (AML) and acute lymphoblastic 
leukemia (ALL) is known. The division of ALL into T and B cell subtypes is also 
known. The dataset contains 5000 genes in 38 cells and consists of 19 cases of B_cell 
acute lymphoblastic leukemia (ALL_B), 8 cases of T_cell acute lymphoblastic leu-
kemia (ALL_T) and 11 cases of acute myelogenous leukemia (AML). We randomly 
selected 10 cases of ALL_B, 4 cases of ALL_T and 6 cases of AML as the training 
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set, and use the rest samples as  test data. The experiment was run 21 times and the 
results are listed in Table 3 and Figure 4. For SLLE, the number of nearest neighbors 
for constructing the nearest neighbor graph was set to 3 since there are only 4 samples 
of normal in the training set (SLLE algorithm requires that the nearest neighbor of a 
sample should be of the same class). In this experiment, except PCA, SLLE and LDA, 
we also use PLS to do the experiment (Because of the very high dimensions and many 
samples, our computer (CPU 3.06GHz, Memory 1GB) can not process the Prostate 
cancer data set and the Breast cancer data set using PLS). Since the SVM is not  
specialize in multi-class classification, we have not used it to classify this dataset. 

Table 3. The multi-class classification accuracies by different methods 

Leukemia dataset Central Nervous System Tumors 
No. Methods 

Accuracy Dimension Accuracy Dimension 

1 CMVM+K-NN 98.33±3.75 2 94.38±3.55 3 

2 PCA+K-NN 86.67±4.68 5 91.88±4.22 4 

3 SLLE +K-NN 90.00±7.77 14 92.50±6.45 14 

4 LDA+K-NN 92.78±6.44 2 95.63±4.22 3 

5 PLS+K-NN 90.00±7.77 4 93.12±3.55 3 

 
Another dataset is the central nervous system tumors dataset [12], which is composed 

of four types of central nervous system embryonal tumors. It contains 5597 genes in 34 
samples representing four distinct morphologies: 10 classic medulloblasomas, 10 ma-
lignant gliomas, 10 rhabdoids and 4 normals. In this experiment, we randomly selected 
5 medulloblasomas, 5 malignant gliomas, 5 rhabdoids and 3 normals as training set, and 
use the rest samples as test data. This experiment was run 21 times and the results are 
listed in Table 3 and Figure5. Since these are only 3 samples of normal in the training 
set of central nervous system tumors data, the number of nearest neighbors for  
constructing the nearest neighbor graph in the SLLE algorithm was set to 2. 

 

 
Fig. 4. The mean classification accuracy on the test set of the Leukemia data 
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Fig. 5. The mean classification accuracy of Central Nervous System Tumors dataset 

5   Conclusions 

From all the four experiments, it can be seen that the proposed method achieves much 
higher accuracy than PCA, PLS and SLLE except Central Nervous System Tumors 
dataset. Besides, CMVM always achieves better results when the dimensions are 
lower. Of course, this is only some primary conclusion from our experiments. In the 
future more experiments will be done to verify the conclusion. 

Feature extraction techniques have been widely employed to reduce the dimensional-
ity of the original data and to enhance the discriminatory information so that different 
classes of patterns can be easily classified. In this study we proposed a constrained 
maximizing margin mapping for effectively and efficiently extracting the most dis-
criminatory features from patterns. The experimental results demonstrated that it is very 
effective in extracting the most discriminant features from the gene expression data. 
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Abstract. Grain distribution center is the pivot of a grain logistics system. To 
define the location of grain logistics distribution center is the key of grain logis-
tics system analysis. In this paper, according to the characteristics and require-
ments in the selection of the location, a mathematical model applied to the  
location selection was established on the basis of lowest transportation cost. A 
hybrid ant colony algorithm was then used to solve the model, the algorithm is 
based on the combination of genetic algorithm and ant colony clustering algo-
rithm .First, it adopts genetic algorithm to give information pheromone to dis-
tribute. Second, it makes use of the ant colony clustering algorithm to give the 
precision of the solution. The algorithm can avoid premature convergence and 
prevent fast local optimal solution. The instance demonstrates that the hybrid 
algorithm can effectively get the grain logistics center optimal solution. 

Keywords: ant colony algorithm (ACA); genetic algorithm (GA); grain distri-
bution centers location; Optimization. 

1   Introduction 

Distribution center is a logistics base that specially focuses on distributes products. It 
can prepare products according to customers’ ordering demand through transmission, 
classification, keeping, machining and information processing. It also can distribute 
products to customers quickly, exactly and cheaply [1].Distribution center is a goods 
delivery facility, which has multifunction, intensive and comprehensive service. Grain 
distribution center plays an important role in the grain logistics system. The better 
location scheme can save cost effectively, promote the coordination and combining of 
production and consumption, guarantee the balance development of grain logistics 
system. Once the distribution center is decided, it will run for a long time. The center 
has not only a direct connection with freight but also a big influence upon the work 
efficiency and the grain logistics control level. So the reasonable location of grain 
distribution center seems very important. 

Because of the important function of logistics distribution center and its position, 
many scientific research personnel have developed the research work for this  
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problem, a series of location model and algorithm have been established, such as 
gravity method, numerical analysis method, linear programming method and heuristic 
algorithm and so on[2-4]. Where gravity method and numerical analysis method have 
mainly used in single distribution center location model, linear programming method 
and heuristic algorithm have mainly used in more distribution center location model, 
but linear programming method has strict requirement on linear of goal function in the 
problem of location, the large scale practical problem are difficult to solve in heuristic 
algorithm although which has overcome the deficiency of linear programming 
method. Some new intelligent calculation methods such as genetic algorithm [5], ant 
colony algorithm [6-9] etc have been developed which are enlightened by the mecha-
nism of the biological evolution in recent years. The new methods have been used to 
solve some complex optimization problems constantly. 

This paper carries out research on the location problem of grain distribution, ac-
cording to the characteristics and requirements of the location problem of grain distri-
bution center, the mathematical model of the location problem is constructed based on 
the minimum transport cost, a hybrid algorithm is based on the combination of ge-
netic algorithm and ant colony clustering algorithm is introduced for this model, and 
the validity of this algorithm is proved by a cases analysis of the site selection prob-
lem of grain logistics scheduling. 

2   Problem Description 

The location problem of grain logistics center can be description as follows: Address 
set of all grain demand point are given in a certain area, from which a certain number 
of addresses are selected to establish the grain logistics distribution center, then estab-
lish a series of distribution areas, and realize the distribution of each grain demand 
point, make the minimize total distribution fees between the grain logistics center 
established from selected grain demand point and the distribution system established 
from each grain demand point. It is with a view to speed the velocity of grain flowing 
and to avoid more unnecessary distribution cost. 

2.1   Model Assumptions 

In order to convenient for establishing the mathematical model of grain distribution 
center, make it not too complicated but have some practicality, we presume system 
meet some conditions as follows: 

1) Selected grain distribution center only in a certain alternate range; 
2) A grain distribution center can be served by multiple grain supplying goods 

point, also a grain demand point can be supplied by multiple grain logistics center; 
3) The capacity of grain distribution center can meet the demands; 
4) The demand of each grain demand point must have been known; 
5) Using the same transportation means at every point in the systems; 
6) System contains secondary transportation, namely contains the transportation 

from grain supplying goods point to grain distribution center and from grain logistics 
center to grain demand point; 

7) Transportation cost is proportional to traffic volume; 



114 L. Xiao and Q. Zhang 

8) The demand quantity of grain demand point according to the regional amount 
which must be known constant; 

9) The unit of transportation cost of grain distribution center and grain demand 
point, and the unit of management cost are known constant; 

10) System cost only considers the fixed warehouse construction cost, transporta-
tion cost and the management cost of flowing through grain distribution center. 

2.2   Mathematical Formulation and Column Generation 

Suppose according to the above that we can draw the mathematical model expression 
of grain distribution center’s location: 
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The symbols of model are illustrated as following: 
U-total cost; l-the number of grain supplying goods point; m-the number of alter-

nate grain distribution; n-the number of grain demand point; Cki-the unit of transporta-
tion cost from grain supplying goods point k to grain distribution center Wki- the  
traffic volume from grain supplying goods point k to grain distribution center i;hij- the 
unit of transportation cost from grain distribution center i to grain demand point j;  
Xij- the traffic volume from grain distribution center i to grain demand point j; gi-the 
circulation of unit grain management cost of grain distribution center i; Zi-for 0,1 
variable, when Zi=1, express grain distribution center i is selected; when Zi=0, ex-
press grain distribution center i is not selected; Fi-the fixed investment cost of grain 
distribution center i; Ak- supply ability of supplying goods point k; Mi-construction 
capacity of grain distribution center selected i; Di－the demand quantity of grain 
demand point j. In addition, formula (1) expresses the total cost of grain distribution 
center; formula (2) expresses the product population are sent to various grain distribu-
tion center from grain supplying goods point that can’t over its supply ability; formula 
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(3) expresses the amount of goods are obtained by grain distribution center i that can’t 
over its construction capacity; formula (4) expresses the product population are sup-
plied from various grain distribution center to consumer j that should meet the de-
mands of this grain demand point; formula (5) expresses the balance of grain in and 
our amount of grain distribution center; formula (6) expresses the nonnegative  
requirement of parameters in the practice applied problem. 

3   Hybrid Ant Colony Algorithm Based on Genetic Algorithm for 
Grain Distribution Center Location 

The location problem of grain distribution center is an optimization problem with 
many restraints and minimum cost problem. A hybrid algorithm is based on the com-
bination of genetic algorithm and ant colony clustering algorithm is introduced for 
this model, this paper introduces the concept of monitor operator to search the loca-
tion optimum scheme, which improves the chance to find the global optimal solution, 
accelerates the convergence rate of algorithm, and enhances the computing efficiency 
greatly. 

3.1   Genetic Algorithm 

The operators of standard genetic algorithm generally includes three basic types of 
selection crossover and mutation, they constitute the core of genetic algorithm possess 
powerful ability of searching. A new concept of monitor operator is put forward based 
on the fact in this paper; this operator can improve the convergence speed and search-
ing performance of genetic algorithm much more. 

l) Selection: this paper uses an optimal manner to implement the selection operation, 
that is, first of all, the largest chromosome to fitness value of parent-off springs occurs 
at least once in progeny- off springs, then performs the secretion operation according 
to the standard roulette way, thus, to ensure the best chromosome coming into next 
generation. 

2) Crossover: the crossover operator for genetic algorithm is a gene recombination 
process to imitate sexual reproduction in nature, its function is to inherit original good 
gene to next generation individual, and generate new individuals which contain more 
complex gene structure. The two-point crossover method is adopted to perform the 
crossover operation, because the information of one-point crossover operation is 
small, and its important gene of the end of bit string always be changed. The linear 
descending function is used to generate crossover rate PC in this article, selected PC 
is 75% in the first generation, decrease linearly to the last generation the Pc  is 25%. 
Finally, it is favorable to contain more much information in the original stage of the 
computation, and raise the convergence of algorithm in the late stage. 

3) Mutation: this article adopts a linear function to produce mutation rate Pm, its 
equation is: 

0.001 (0.20 0.001) lg /mp currenta ebra total= + − × . (7) 
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PM increased gradually with the increase of the generations, the purpose is to acceler-
ate convergence in the late stage of computation. 

4) Monitor Operator: under the premise of unchanged the individual gene structure, 
put the former generation into the current population. Thus we can guarantee the best 
individual survived, ensure the best individual of current generation to enter future 
generation to avoid the lost of the best individual. The new individuals obtained will 
be sorted according to the fitness degree, the optimum chromosome at the first place; 
the best individual in population will be determined and stored. After selection  
crossover and motion, compared with the chosen new individual and the old best 
individual, if the fifteen degree of the new individual is superior to the old’s, the new 
individual will be replaced and the optimum dividable of formerly storing will be 
inserted into the paired library. Thus, which is not only save the best individual, but 
also make the best individual have a chance to.  

3.2   Improved Ant Colonies Algorithm Design 

In the grain distribution center, first used genetic algorithm division of the customers, 
then used ant colony algorithm for each vehicle assigned to customers. At each itera-
tion of the basic ant Colony method, each ant builds a solution of the problem step by 
step. At each step the ant makes a move in order to complete the actual partial solu-
tion choosing between elements of a set Ai of expansion states, following a probabil-
ity function. For each ant k probability of moving from present state i to another state 
j is calculated taking into account [10]: 

1. Attractiveness of the move according to the information of the problem. 
2. Level of pheromone of the move that indicates how good the move was in the past. 
3. A allowedk list of forbidden moves; in the ant algorithm original version formula 
for )(tpk
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whereα , β  are parameters that are used to establish the relative influence of ijη ver-

sus ijτ . After iteration t  is complete, that is when all the ants have completed their 

solutions, the pheromone levels are updated to: 
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where Q is a constant that ants week cycle of the total amount of pheromone. Lk repre-

senting the Kth ant which walks path length in this cycle, it reflects the shortest path 
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within the overall situation, the search system to improve convergence speed. Q , C , 

α , β , ρ experimental methods can be used determine their optimal combination. 

Pheromone Updating. In the real world, the higher concentration of pheromone, 
volatile sooner, and the lower concentration of pheromone, the more diffuse volatile, 
so effective in preventing some pheromone concentration on the path to unlimited 
growth, and the pheromone on some path reduce to zero, reducing the possibility of a 
local optimum[11]. In such circumstances volatile factor from a constant to a variable 
function by ijτ , therefore, use the following update rules: 

),())(()())(1()( maxmax NtttttNt ijijijijij +Δ∗∗+⋅∗−=+ ττρττρτ , (11) 

∑
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where
maxN is a once cycle required the maximum time. Assume a unit time before ant’s 

progress; 
klL representing total distance traveled of vehicle routing k. 

Because of the constraint conditions of the location of grain distribution center cor-
responds to the mathematical model are much more, unsolvable of the adopted coding 
method take up a large proportions in the population, punishment strategy may be  
considered to use. The Essence of punishment is that the constrained problem is con-
verted into unconstrained problem through publish unsolvable. We construct evalua-
tion function by using the method of Michalewic and Attia, which is fitness function. 

4   Simulation Results 

Grain enterprises have a main grain processing factory, the production capacity of the 
factory is 3000 ton, another have ten grain demand points, the demand quantity is 
Dj(j=1,2.3…10), see table 1, the alternative places of grain distribution center are ten 
number, that is frontal ten grain demand points, see table 1, the fixed cost and the unit 
of management cost and the construction capacity of which are shown, in addition, 
the unit of transportation cost-generating which from grain factory to various grain 
logistics center are seen table 2, the unit of transportation cost-generating which from 
each grain distribution center to each customers are shown.  

Table 1. The fixed cost and construction capacity 

Grain Distribution Center     CS   NM    GZ   NN   FZ  WH  HZ  HF  NJ   ZZ 

Fixed Investment Wan      75   50    100   60    50   70  100  50  100   50 

Construction Capacity tons 20000  5000  10000 5000  3000 10000 3000 5000 2000 3000 

Unit management costs Yuan  20   15     30   15    20    20   30  15   30  15 
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Table 2. The fixed cost and construction capacity 

Grain Distribution Center Unit freight 
（Tons/Yuan） 

CS  NM  GZ   NN  FZ  WH  HZ  HF   NJ   ZZ 

Factory 
Canpacity 

Grain Factory 60  100  180  140   200  100  200  170  300  320 30000 tons 

Table 3. The results of grain distribution center 

Grain Distribution Center 

                     ChangSha       NanMu        GuangZhou      WuHan 

Traffic Volume tons    7940           1012          1652           3757 

 

The algorithm developed in this paper can be used to solve these problems, the 
program has been realized on P-4 PC, and by the Matlab7.0-Tool, the results are as 
follows: the average total cost is 440.820256, the minimum value of the total expense 
is 398.991005,the four alternate sites selected that changsha、nanchang、guangzhou 
and wuhan are the optimal grain distribution center. Meanwhile, the traffics  
volume which from grain factory to grain distribution center are obtained as table 3 
shown. 

5   Conclusions 

The location of grain distribution center is a key link in grain logistics system. Ac-
cording to the characteristics and requirements of the location problem of grain logis-
tics distribution center, this paper formulates a mathematical model of its based on the 
lowest transportation cost. On the basis of the complexity of this mathematical model, 
a hybrid algorithm is based on the combination of genetic algorithm and ant colony 
clustering algorithm is introduced for this model, to find the optimum scheme of the 
location. So it improves the chance to find out the global optimal solution and accel-
erates the convergent speed. The practical example of grain distribution site selection 
proves that the algorithm suiting for the development requirement of current various 
grain logistics scheduling, which may be have an important reference value for grain 
distribution location. 
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Abstract. This paper describes the application of our distributed computing 
framework for crystal structure prediction, Modified Genetic Algorithms for 
Crystal and Cluster Prediction (MGAC), to predict the crystal structure of the 
two known polymorphs of bicalutamide. The paper describes our success in 
finding the lower energy polymorph and the difficulties encountered in finding 
the second one. The results show that genetic algorithms are very effective  
in finding low energy crystal conformations, but unfortunately many of them 
are not plausible due to spurious effects introduced by the energy potential 
function used in the selection process. We propose to solve this by using a multi 
objective optimization GA approach, adding the unit cell volume as a second 
optimization target. 

Keywords: Parallel genetic algorithms, crystal structure prediction, drug  
polymorphism. 

1   Introduction  

Bicalutamide (marketed as Casodex, Cosudex, Calutide, Kalumid) is an oral non-
steroidal anti-androgen used in the treatment of prostate cancer [1] and hirsutism [2]. 
A recent study shows that bicalutamide can crystallize in at least two different poly-
morphic forms. [3] There are three structures deposited in the Cambridge Crystallo-
graphic Data Center for this compound, with one form reported by two research 
groups, JAYCES [4] and JAYCES01 [3] and the other polymorph JAYCES02 re-
ported by Vega et al. [3] The first polymorph belongs to the P21/c symmetry group and 
the second to the P-1. To study the ability of MGAC (Modified Genetic Algorithms for 
Crystal and Cluster Prediction) to predict these polymorphs is an especially interesting 
contribution to the understanding polymorphism in pharmaceutical compounds be-
cause bicalutamide not only shows packing polymorphism, but also conformational 
polymorphism. In the P21/c crystal the molecule is in an extended conformation while 
in the P-1 polymorph, it is in a very compact folded conformation. 
                                                           
* Corresponding author. 
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Polymorphism is the ability of a compound to crystallize in more than one crystal 
structure and thus having different values for properties such as solubility, bio-
availability, shelf life, crystal size and color, vapor pressure, and shock sensitivity 
depending on which polymorph is present.  The existence of polymorphic structures 
was originally thought to be a rarity but now it is known to be widely observed. [5-7]   

The ability to readily and reliably predict crystal structures has become a desirable 
goal for the modeling and crystal engineering communities.  The periodic blind tests 
[8-10] of crystal structure prediction (CSP) organized by the Cambridge Crystallo-
graphic Data Centre (CCDC) have been the focal point for this community and they 
reflect the overall progress in the field.  The tests show a continuous improvement in 
the capabilities for predicting the crystal structures of simple rigid molecules and 
indicate that the methods should now be extended to more complex systems such as 
flexible molecules and co-crystals. However, questions remain on how effective these 
methods are in finding multiple polymorphs in pharmacologically active compounds. 

Our research has been concentrated in using parallel genetic algorithms (GA), 
which are based on the idea of Darwinian natural evolution. [11, 12]  Populations of 
candidate individuals (i.e., feasible solutions to the problem) compete with one an-
other through selection, crossover, and mutation operations to produce individuals 
that have higher fitness, thereby concentrating the search towards the global mini-
mum.  The advantage of GA is that they extensively search the “good regions” of the 
configuration space because genetic operators create children whose structures can 
greatly differ from their parents, but belong to provable regions in the configurational 
space. [13]  In addition, GA are naturally amenable to parallelization schemes, an 
important feature for computationally intensive problems like CSP. Our previous 
work [14-18] presented the development and use of the Modified Genetic Algorithms 
for Crystal and Cluster structures (MGAC) method, in which all the crystal structures 
considered by the GA are locally optimized, i.e., they correspond to a local minimum 
in the potential energy with respect to all intra- and inter- molecular parameters defin-
ing the crystal structure, even those not included in the GA global search.  

Due to computational intractability as well as issues related to the proper descrip-
tion of the dispersion forces by DFT methods, [19-23] most of the work in CSP has 
been limited to using empirical force fields to calculate both inter- and intra- molecu-
lar interactions. A great deal of work has been done to improve the completeness and 
accuracy of force field descriptions by modeling the electrostatic interactions. In addi-
tion, improvements have been made to increase the speed of the necessary calcula-
tions. [24-27]  Brodersen and his colleagues [28] tested distributed multipole models 
for evaluating electrostatic interaction between atoms in force field calculations. The 
methods were applied to large scale test sets and the results were compared to ex-
periment.    Neumann et al. [8, 29-31]  presented a novel force field approach based 
on the detailed fitting of energies calculated using their dispersion corrected DFT 
calculations. [29]  Similar work has been reported recently by Misquita et al. [32] for 
the prediction of the structure of 1,3-dibromo-2-chloro-5-fluorobenzene. In these 
approaches individual force fields have to be developed for each molecule; this is a 
time consuming and labor intensive process [33]  that has been very successful, but it 
is unclear how they can be applied to any high throughput studies. 

Our method, described in great detail in our previous publications [14-18] uses a 
standard force field (the general AMBER force field, known as GAFF) [34] and while 
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it is as computationally demanding as other methods in the literature, MGAC requires 
much less human labor.  While this makes our method suitable for high throughput 
studies, the use of standard potentials may, to some extent, limit its predictive capa-
bilities. The assessment of these limitations when attempting to predict polymorphism 
of pharmaceutical drugs is the thrust of the research presented here. 

In this paper we describe the use of MGAC to predict the known polymorphic 
structures bicalutamide. The paper describes our success in finding the lower energy 
polymorph and the difficulties encountered in finding the second one. 

2   Computational Methods  

A full and more detailed description of the MGAC methods is given in Refs. [14-18]  
All of the energy calculations and local optimization were performed using CHARMM 
[35, 36] with the GAFF [34] parameters and RESP charges. [37, 38] These charges 
were calculated using the optimized HF/6-31G* geometries obtained when the experi-
mental conformation was used as the starting one.  But our previous work shows that 
these charges do not significantly depend on the molecular conformation. [17] A cutoff 
of 14 Å was used to compute short range non-bonded interactions and the Ewald tech-
nique was then applied to calculate the electrostatic interactions including at least two 
unit cells in the simulation box in every direction. While the crystal structures of the 
compound studied here are known, the calculations were done as if performing a blind 
test, i.e., no information of the experimental structure was used a priori in our calcula-
tions.  A series of ten MGAC runs for each of the 14 most common space groups in 
organic molecules (P1, P-1, P21, C2, Pc, Cc, P21/c, C2/c, P212121, Pca21, Pna21, Pbcn, Pbca, and 
Pnma) were completed, with five done on structures with one molecule per asymmetric 
unit and five on structures with two molecules per asymmetric unit.  The parameter 
values describing the initial population are randomly selected, including the dihedral 
angles considered in the global optimization.  Each GA run produced 130 generations 
with 30 crystal structures each, using a crossover probability of 1.0 and a mutation 
probability of 0.001.  This process generates approximately 500,000 structures for each 
compound studied here. To generate these structures requires running approximately 
140 independent optimizations, each one taking between 12 to 72 hrs on 14 processors; 
this translates in a total of 23,000 to 140,000 processor hours. After these initial runs, 
which found only the P-1 polymorph  using our standard search protocol, [17, 18] we 
performed numerous more detailed searches for the second P21/c polymorph that are 
described in the text below. 

3   Results  

The standard run of the MGAC protocol, described above, produced a list of 300 
structures with energies ranging from -135.73 Kcal/mol to -129.47 Kcal/mol, that 
were compared with the experimental structures using the COMPACK methodology 
as implemented in COSET [39] with the standard settings. This comparison gives a 
very good match with the structure ranked #13 in the list. The pictorial comparison 
between the MGAC structure and the experimental one is depicted in Fig. 1. The 
comparison between the cell parameters of these structures is given in Table 1. 
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Fig. 1. Comparison of the experimental (P-1 polymorph) and predicted structure of the bicalu-
tamide (ranked #13) 

Table 1. Comparison between the predicted (top row) and experimental (P-1 polymorph) and 
cell parameters of bicalutamide 

rms 
Å 

a 
Å 

b 
Å 

c 
Å 

α β γ volume 
Å3 

0.642 7.494 10.666 11.434 89.93 77.13 80.11 877.083 
 7.820 11.060 11.324 88.19 77.03 77.96 933.541 

 
Clearly both the table and the figure show an excellent agreement between the 

predicted and experimental (P-1 polymorph) structures, with both structures belonging 
to the P-1 symmetry group and good showing agreement among the cell parameters. 
The predicted volume is approximately 6% smaller than the experimental one; this is 
consistent with our previous studies in flexible molecules and is arguable due to the 
neglect of thermal averaging in the calculated values. The results presented above are 
consistent with our previous experiences, [18] showing that when MGAC finds a 
good match of the experimental structure the quantitative agreement between the 
structures is remarkable good.  

Unfortunately our standard search was not able to find the other known bicalu-
tamide polymorph which belongs to the P21/c symmetry group. To determine the rea-
sons for this failure it is much more challenging. There are essentially two reasons 
why MGAC cannot find a polymorph. Either the empirical potential function used to 
calculate the crystal energy is not an accurate representation of the molecular energet-
ics or the GA method is not able to find the experimental configuration. In our previ-
ous studies the former cause was responsible for most of the failures in the MGAC 
searches, but this is not the case for bicalutamide. The locally optimized (using 



124 M.B. Ferraro, A.M. Orendt, and J.C. Facelli 

CHARMM and the GAFF force field) structures of the known polymorphs of bicalu-
tamide, reported in the CCDC as JAYCES [4] or JAYCES01 [3] and JAYCES02, [3] 
have energies of -133.62 kcal/mol and -134.34 kcal/mol respectively, which are both 
well within the range of energies of the structures obtained in the standard search and 
included in the list used to find matches with the experimental structures. It is impor-
tant to note that these local optimizations do not change in any significant way  
the crystal structure from the starting experimental one, with rms between the experi-
mental and locally optimized structures of 0.462 Å for JAYCES and 0.642 Å for 
JAYCES02.  

To further enhance our searches for the second polymorph (P21/c symmetry and 
open conformation) we conducted MGAC searches in the P21/c symmetry group in-
cluding in the GA search all dihedral angles and also restricting them to those of the 
molecular conformation observed in the P21/c symmetry polymorph. These searches 
produced lists of structures with the best 1000 energies ranging from -135.73 
Kcal/mol to -129.47 Kcal/mol and -134.79 Kcal/mol to -128.35 Kcal/mol, respec-
tively. Clearly the energy of the second polymorph belonging to the P21/c symmetry is 
well within the ranges of energies explored by the MGAC searches, but the method 
was not able to find the P21/c symmetry polymorph using our standard GA parameters. 
Following this finding, we ran a series of more exhaustive searches concentrating in 
the P21/c and P21 symmetry groups and changing different parameters in the GA op-
timizations. The searches in the last group were motivated by our previous findings 
that it is common to find structures in P21 searches that belong to the more restrictive 
P21/c   group. We have hypothesized that searches in a very restricted symmetry group 
may be more difficult because they may have a smaller attractive basin. The GA pa-
rameters considered for changes were the mutation rate, the population size and the 
number of generations and the results from these searches are presented in Table 2. 

The results in that table clearly show that more aggressive mutation rates, in-
creases in the population size and number of generations do not lower the energy of 
the best physically plausible structure. In all cases the energy of the best physically 
feasible structure is higher than the energy of the locally optimized structure of the  
 

Table 2. Comparison of the lowest energy of a physically plausible structure found by the 
MGAC searches using different GA optimization parameters, P: population size, G: number of 
generations, M: mutation rate. Only parameters that have been changed from the defaults are 
entered in column 1. 

Simulation Energy a Rank b 
   
Default (P=30, G=130, M=0.001) -129.61 3 
M=0.01 -126.09 10 
P=100, G=500 -130.68 6 
P= 200, G=1000 -130.67 2 
P=100, G=2749 -130.74 8 
P=100, G=1000 (P21) -128.89 27 

a Energy in Kcal/mol. 
b Rank specifies the rank of the best structure that is physically feasible within the overall list of 
structures. 
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P21/c polymorph, -133.62 Kcal/mol. The evolution of the energy in the GA optimiza-
tion as function of the generation for a P21/c run with P= 200 N= 1000 is depicted in 
Fig. 2. Clearly the figure shows that the GA converges very quickly and after 100 
generations there are very few new lower energy structures entering into the popula-
tion. Unfortunately, these new structures entering the population correspond to non-
physical crystals (see Table 2). 

The appearance of non-physical structures in the population is an artifact intro-
duced by the use of empirical potentials. The empirical potentials are designed to 
reproduce the energy in the proximity of the equilibrium geometry, but because the 
potentials are expressed as continuous functions they can assume very low values for 
physically non-plausible structures. This is an artifact that introduces spurious struc-
tures into the population that cannot be eliminated when using only the energy of the 
structure as the single optimization objective.  

 

 

Fig. 2. Evolution of the best (green) average (blue) and worst (red) energy in the GA population 
for the P21c run with P= 200 N= 1000 

The second alternative that we pursued to intensify the search of the P21/c poly-
morphs was to perform a large number of MGAC runs in the P21/c and P21 space 
groups. We performed 50 MGAC runs for each symmetry group, with the standard 
mutation rate, a population of 30 and for 75 generations. The results for the P21/c runs 
are depicted in Fig. 3. The figure show that different runs have very different rates of 
convergence, but with most of the runs reaching values within a few Kcal/mol of the  
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Fig. 3. Evolution of JAYCES P21/c P=30, G= 75. The figure shows the best energy for 50 
different runs as a function of the generation. 

experimentally known P21/c structure (-133.62 Kcal/mol). Unfortunately, the analysis 
of the structures with the 300 lowest energies from all these 50 runs does not contain 
any good match of the experimental one and contains many physically not plausible 
structures. 

4   Conclusions  

Our study shows that it is possible to find good matches between predicted and ex-
perimental crystal structures of flexible molecules using a standard force field.  But it 
also shows that it is significant more challenging to find other higher energy poly-
morphs. The techniques pursued here to find the P21/c polymorph were not successful, 
and the results suggest that increasing the effectiveness of the GA search has the un-
desirable consequence of bringing more physically non-plausible structures into the 
population. In this sense the GA is performing extraordinary well in finding very 
unusual structures that according to the merit function, the crystal energy, are highly 
completive. Clearly a single merit function is not sufficient because the energy given 
by the empirical potential function selects physically non-plausible structures. We 
believe that to correct this problem it will be advantageous to use a multi-objective 
approach to the GA optimization. A careful analysis of the physically non-plausible 
structures shows that they have unit cell volumes much larger than those from the 
experimental crystals; this finding makes the unit cell volume a clear choice for a 
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second optimization target. This is quite appealing because even in absence of ex-
perimental data the unit cell volume can be estimated using the empirical rules given 
by Ammon. [40] 
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Abstract. The Orthomyxoviridae is a family of single strained RNA
viruses including five genera: Influenza virus A, Influenza virus B, In-
fluenza virus C, Thogotovirus, and Isavirus. Usually, Influenza viruses
are identified by antigenic differences in their nucleoprotein and matrix
protein. In this paper, we propose an algorithm to determine a set of
suitable restriction enzymes for producing recognizable restriction maps
on Orthomyxoviridae. Our method is applied to viral strains of highly
pathogenic avian influenza (HPAI), containing potentially homozygous,
heterozygous, and various genetic variations. In the analysis of CAPS
(Cleaved Amplified Polymorphic Sequence) subtyping, our method out-
performs the RNA coding of representative and epidemiologically sig-
nificant human wild-type viruses, including H3N8, H5N1, H5N9, H7N1,
H7N7, and H9N2. These isolates are analyzed by CAPS with enzymes
AgeI, EciI, KpnI, and XbaI. The HPAI strains show a different RFLP
(Restriction Fragment Length Polymorphism) profile by comparing with
other low pathogenic avian influenza (LPAI) strains. We provide a rapid,
specific, and reproducible identification of the genotypes on Orthomyx-
oviridae. It permits us to quickly confirm subtypes of Orthomyxoviridae.

1 Introduction

Molecular techniques are major tools for the analysis of microorganisms from
biological substances. The functions of these techniques are amplification, sepa-
ration, detection, and expression. Such techniques provide ways to screen for a
broad range of microorganisms in a single test. Analytical laboratories use these
techniques for rapid differentiation of species, strain identification, and annota-
tion of related strains from infected samples. Molecular methods vary due to
discriminatory power, reproducibility, ease to use, and competitive price.

The CAPS technique, known as PCR-RFLP markers, provides a way to utilize
the DNA sequences of mapped RFLP markers and eliminate tedious blotting.
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The CAPS is performed by digesting locus-specific PCR amplification with re-
striction enzymes, and then separating the digested DNA on agarose or polyacry-
lamide gels [1]. Comparing to RFLP, CAPS markers have an extra advantage
that is particularly useful to detect and classify microorganisms when clinical
samples are insufficient.

Despite of the improved procedure in CAPS markers, there are still some
conditions needed to be noticed in using CAPS markers. First, CAPS requires
developed PCR primers as genetic markers deriving from target sequences. The
PCR products are corresponding to the amplified bands produced by specific
primers. Then the amplified bands should be distinguishable after cleavage with
restriction enzymes. Second, that the nucleotide changing affects restriction sites
is essential for the detection of DNA polymorphism, including DNA mutations
disrupted or a restriction enzyme recognition site determined. Third, after the
digestion of several restriction enzymes, the resulting fragments are separated in
gel electrophoresis of agarose gel or polyacrylamide gel. From the above state-
ments of CAPS markers, we may infer a practical procedure of CAPS technique
in the following criteria:

– A well-designed primer pair - The selectivity in discrimination of each
product is significant. Regardless of mutation or single nucleotide polymor-
phism (SNP) on particular digestion site, the polymorphic nucleotides are
still available by restriction enzymes. It is also called derived cleaved amplified
polymorphic sequence (dCAPS) [2].

– A well-designed restriction enzyme set - In this case, it is only acquired
a proper template DNA ranged below 100k base pairs in the procedure of
enzyme digestion. The requisite DNA sequence is first amplified by PCR
undoubtedly. With the help of suitable restriction enzyme set, the presence
or absence of gel analysis maps facilitates to differentiate allelic divergence.

In this paper, we consider the selection of restriction enzymes in the procedure
of CAPS. Due to the bias of genotype frequencies, population heterozygosities,
degree of inbreeding, population subdivision, and degree of individual related-
ness, these issues are often challenged for the validity of CAPS markers. There-
fore, the proposed method will be applied to viral strains, containing potentially
homozygous, heterozygous, and various genetic variations. For the differentia-
tion of all alleles with specific enzymes, a measure of genetic diversity is given
to evaluate the utility for subtyping of CAPS markers.

According to the molecular data, each fragment obtained by enzymes is trans-
ferred to a boolean vector (0,1). Then the measurement of similar set is analyzed
qualitatively. Suppose X and Y are two relative species requiring to quantify
genetic relationships, ΠX and ΠY measure the nucleotide diversity among sev-
eral sequences in a given region of genome within a population, VXY measures
population divergence [3] based on the degree of sequence variation. Then, the
measure of genetic diversity gives a criterion of our proposed rule in enzyme
selection.



132 S.-L. Peng et al.

2 Methods

In this section, we propose an algorithm for differentiating two populations by
using a particular enzyme set. Our problem and method can be stated in the
following subsections.

2.1 Problem Formation

Let G = {g1, g2, . . . , gn} be a set of considered genomes and Z = {z1, z2, . . . , zk}
be the set of possible enzymes. Let M be the matrix where Mij records the
information of the digestion sites of enzyme zi on genome gj. Let {X, Y } be a
partition of G. That is, X ∪ Y = G and X ∩ Y = ∅. For convenience, we use
G = X + Y to denote that {X, Y } is a partition of G. Given G = X + Y , Z,
M , and a threshold α, the CAPS subtyping problem is to find a minimum subset
U ⊆ Z such that X and Y can be distinguished above a requested nucleotide
diversity α according to their digestion maps by using enzymes of U .

Table 1. Example of CAPS digestion pattern M

Z \ G H1N1 H2N3 H6N6 H9N1 H5N1 H7N1 H9N2
size 13,579 13,622 13,604 13,598 13,000 13,315 13,597
AatI 557,+ 581,+ 740,+ 740,+ 715,+ 756,+ 740
AgeI 416 2145 442,+ 1523,+ 361,+ 371,+ 681
BglII 1033,+ 51,+ 51,+ 51,+ 429,+ 469,+ 136,+
BspDI 1178,+ 947 1250 661 0 1374 541
PctI 82,++ 111,+ 111,+ 209,++ 177,+ 219,+ 111,+
SalI 176 0 443 0 0 0 0

In this table, ‘size’ indicates the length of a genome g, and each entry (zi, gj) is a linked
list that stores the binding sites of zi on gj . For simplicity, we use ‘+’ to denote if the
number of digestion sites is between 2 and 5, and ‘++’ if it is more than 5.

For example, let G = {H1N1, H2N3, H5N1, H6N6, H7N1, H9N2, H9N4} and
Z = {AatI, AgeI, BglII, BspDI, PctI, SalI}. Let X = {H1N1, H2N3, H6N6,
H9N4} and Y = {H5N1, H7N1, H9N2} be a partition of G. Table 1 shows
an example of the matrix M . In this table, enzyme AgeI can digest H1N1 on
the location 1541. In the problem of genomic subtyping, an enzyme set U is
expected to generate recognizable CAPS patterns from group X to group Y .
However, such enzyme set may not easily be found in general case for CAPS
subtyping, especially for those pathogenetic relative strains. For practice, we use
a heuristic for selecting enzymes. Concerning to genome set X , if enzyme z can
digest a genome g in X but no genome in Y , then it will be preferred. For this
purpose, we use an array NX [k] (respectively, NY [k]) derived from matrix M
such that for each i NX [i] (respectively, NY [i]) stores the number of digestion
sites of enzyme zi on genomes of X (respectively, Y ). For example, NX may be
obtained as [149, 124, 85, 63, 39, 28] and [5, 56, 37, 10, 0, 5] for NY . In this
case, enzymes that cannot digest genomes of X will not be considered. On the
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other hand, if we consider Y first, then enzymes that cannot digest genomes of
Y will not be considered. In such a manner, difference of NX and NY enlarges
their variance of digestions.

Once each possible enzyme set has been found, it is required to verify the
similarity between X and Y . Therefore, a criterion is needed to determine which
enzyme is applicable for simplified CAPS maps.

2.2 CAPS Rating Criteria

To determine which enzyme set is suitable to distinguish the target set is a
time-consuming work, even gel electrophoresis with a naked eye. Each gel map is
produced due to the lengths of fragments after digested by an enzyme set. Hence,
a quantitative criterion is needed to determine which enzyme is applicable for
simplified gel maps. In brief, we need to normalize each gel map and check their
similarity by given enzyme set. The rating criterion is given as follows.

Let V be a set of CAPS fragment lengths on some genome g generated by
enzyme set U . Let CAPS Pattern Vector of V with respect to U (abbreviated as
C-Vector(U, V )) be a boolean vector of CAPS pattern V by enzyme set U . Let
L be the degree of fineness according to CAPS fragments.

From the point of view of macrography, CAPS gel patterns must be centralized
at some specific areas, or simply distributed at few locations. As the fineness L
goes smaller, the size of CAPS pattern vector may raise. For example, suppose
that 10k bp is the maximum possible length. Let L = 0.2. Then we can obtain a
C-Vector of size 5 with the first position considering fragments of length smaller
or equal to 2k bp, and so on. For example, if strain g can be digested into
fragment set V with fragment lengths of 0.3k, 0.7k, 2k, 3k, and 4k by U . Then
C-Vector(U, V ) = [1, 1, 0, 0, 0]. For the consideration of fineness L, we simply
intersect the CAPS Pattern Vector of V and ignore those vector values are equal
to 0. In this manner, the distance between two CAPS patterns can be measured
by some distance function, e.g., Euclidean distance, one of the most common
used distance function. The shorter distance of C-Vector, the similar gel maps
they might have.

2.3 Measurement of Selection Criterion

Nucleotide diversity is a concept in molecular genetics measuring the degree of
polymorphism within a population [4]. It estimates the number of nucleotide
variations per digestion site between two isolates. In [3], a refined formula is
proposed for this purpose. In this paper, we use the formula to determine whether
the selected enzyme is good or not.

Intrapopulation nucleotide diversity. ΠX measures the variations among several
strains, defined as follows:

ΠX =
1
r
lnH, H = F (3 − 2Ho)

1
4 , and F =

∑
Xi(Xi · n − 1)∑

Xi(n − 1)
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where r is the number of recognition nucleotides of restriction enzyme, lnH is
a natural logrithm of the probability that was no substitution in the digestion
site, F is propotion of shared fragments, Ho is double radical of F , n is the
number of halploid genotypes in population X , and Xi estimates frequency of
ith fragment in the population.

This measure calculates the diversity for each restriction site, varying from 0 to
1. Mostly, the equation can be used with haploid, mDNA, cDNA, or haplotypes.

Interpopulation nucleotide diversity VXY calculates the divergence among
populations X and Y based on restriction data [3], defined as follows:

VXY = dXY − (ΠX + ΠY )
2

, dXY = −2
r
ln(HXY ) HXY = FXY (3 − 2Ho

XY )
1
4 ,

and FXY = 2
∑

XiXXiY∑
(XiX+XiY )

where dXY is the fragment diversity among two populations, Ho is double radical
of F , and XiX estimates frequency of the ith fragment in population X .

In our CAPS simulation, the value of r is replaced by the most enzyme length,
i.e., 6. Finally, by using these formula, we propose an algorithm for CAPS en-
zyme selection problem for genomic subtyping. The detail of our algorithm is
shown in Algorithm 1. For simplicity, in the algorithm, we use S + s to denote
S ∪ {s} for a set S and a singleton s.

Algorithm 1. A Heuristic Algorithm for CAPS Subtyping
1. Input: two genome sets X and Y , a threshold L, a preprocessing enzyme set Z

and corresponding arrays NX and NY obtained from matrix M
2. Output: an enzyme set U
3. K = ∅, U = ∅, U1 = ∅, T = ∅, α = 0, α1 = 0, loop = 2;
4. while loop �= 0 do
5. for i = 1 to |NX | do
6. if NX [i] − NY [i] > L then
7. K = K + zi;
8. end if
9. end for

10. U = {k1}
11. α = VXY (X, Y, U)
12. for i = 2 to |K| do
13. if VXY (X, Y, U + ki) > α then
14. U = U + ki;
15. end if
16. end for
17. loop = loop − 1, T = X, X = Y , Y = T , K = ∅, U1 = U , U = ∅, α1 = α
18. end while
19. if α < α1 then
20. U = U1

21. end if
22. return U
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3 Results

According to the OIE (World Organisation for Animal Health) [5], avian in-
fluenza viruses that are studied in order to control poultry disease include the
following subtype: H5N1, H7N3, H13N6, H5N9, H3N8, H9N2, H7N7, H7N1,
and others. Recently, H5N1 avian influenza viruses have been found to cross
host barriers and cause human infections [6]. The Orthomyxoviridae genome is
about 12k-15k nucleotides, containing 7 to 8 segments of linear negative-sense
single stranded RNA. Due to the limitation of space, some of strains in Or-
thomyxoviridae are not selected as our material. In the experiment results, four
of specific enzymes, namely, KpnI:GGTACC, EciI:GGCGGA, AgeI:ACCGGT,
and XbaI:TCTAGA, are proposed to differentiate H5N1 from other influenza
viruses. That is, we let X = {H5N1} and Y be the set of LPAI. After finding a
suitable enzyme set U , we then do a comparison between H5N1 and each inter-
ested strain of Orthomyxoviridae. Partial result is shown in Table 2. In the table,
three enzyme sets demonstrate each population diversity among H5N1 (X) and
an Influenza A (Y ). That is, the value V a

XY obtained from our proposed enzyme
set shows a frequent variation between H5N1 and Orthomyxoviridae. In the di-
versity measurement, proportion of shared alleles cannot be found. This reason
leads to the effect of high divergence among H5N1 and Orthomyxoviridae.

For a comparison with other frequently used enzymes, we try another two
sets of restriction enzymes. Table 2 shows that these two enzyme sets fail to
identify H5N1 from Orthomyxoviridae. It shows that our proposed restriction
enzymes have high specificity. Obviously, the nucleotide differentiation based on
V b

XY (GsuI, TspEI, BtrI, and ChaI) gives an unacceptable outcome of their nu-
cleotide diversity, even in V c

XY (HphI, RsaI, BseRI, and CfoI). In V a
XY , result of

population diversity is incompatible with V b
XY and V c

XY , due to the nucleotide
differentiation on variant restriction sites. In this case of Orthomyxoviridae

Fig. 1. The simulated gel maps of our proposed method on HPAI and LPAI with
enzyme set {AgeI, EciI, KpnI, XbaI}. Each column indicates specific Orthomyxoviri-
dae: A-H1N5, B-H3N3, C-H5N1, D-H7N7, and E-H9N2 are type-A Influenza. F-
Taiwan/1484/01 is type-B Influenza. G-Ann Arbor/1/50 is type-C Influenza.
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Table 2. H5N1 subtyping by different enzyme sets

Strains Locus Year V a
XY Πa

Y V b
XY Πb

Y V c
XY Πc

Y

Influenza A

H1N1 New York 2009 0.705 0.358 0.377 0.241 0.381 0.191

H1N5 New York 1978 0.968 0.353 0.356 0.181 0.361 0.125

H1N9 Ohio 1987 0.937 0.391 0.376 0.177 0.353 0.129

H3N3 Nanchang 1993 1.149 0.349 0.369 0.201 0.398 0.181

H3N6 Nanchang 2000 0.562 0.292 0.330 0.126 0.350 0.144

H3N8 Manitoba 2005 0.584 0.298 0.424 0.235 0.345 0.129

H4N3 Alberta 1990 1.175 0.350 0.376 0.191 0.418 0.181

H4N7 California 2007 0.992 0.326 0.377 0.241 0.381 0.191

H5N1 Shantou 2002 0.445 0.290 0.302 0.293 0.328 0.145

H5N3 Italy 2004 0.992 0.326 0.366 0.109 0.359 0.153

H5N9 Italy 1998 0.553 0.302 0.323 0.182 0.333 0.127

H6N1 Hong Kong 1977 0.955 0.353 0.374 0.199 0.415 0.154

H6N9 Alberta 1979 0.873 0.354 0.349 0.193 0.349 0.147

H7N1 Mongolia 2002 0.552 0.340 0.416 0.218 0.351 0.155

H7N2 New York 2005 0.861 0.355 0.406 0.276 0.355 0.156

H7N7 Victoria 1985 0.556 0.329 0.397 0.231 0.393 0.137

H9N1 Alberta 1983 0.839 0.387 0.434 0.139 0.356 0.161

H9N2 Hubei 2007 0.529 0.355 0.368 0.164 0.364 0.168

H10N1 Alberta 1995 0.980 0.325 0.340 0.147 0.345 0.135

H10N9 Hong Kong 1979 0.599 0.329 0.349 0.200 0.399 0.212

H11N3 Ohio 1993 0.591 0.380 0.401 0.221 0.341 0.107

H13N6 Maryland 1977 0.590 0.358 0.359 0.250 0.418 0.182

Influenza B

Bangkok/143/94 0.730 0.387 0.383 0.241 0.402 0.156

Hong Kong/02/93 0.703 0.358 0.397 0.216 0.443 0.233

Taiwan/71523/07 0.774 0.383 0.431 0.296 0.400 0.191

Influenza C

Ann Arbor/1/50 0.829 0.293 0.355 0.150 0.409 0.180

Johannesburg/1/66 0.953 0.189 0.300 0.060 0.375 0.104

JJ/50 ∞ 0.191 0.327 0.071 0.362 0.146

The column Strains indicates the taxonomy of full length RNA in each Orthomyxoviri-
dae. Columns Year and Locus show the outbreak time and location of specific typing,
respectively. V a

XY demonstrates each nucleotide diversity and individual intrapopula-
tion Πa

Y with enzyme set {AgeI, EciI, KpnI, XbaI} measuring the diversity between
H5N1 and each interested strain of HPAI (gray) and LPAI. Similarly, V b

XY (with Πb
Y )

is for randomly selected enzyme set {GsuI, TspEI, BtrI, ChaI} and V c
XY (with Πc

Y )
is for a most used enzyme set {HphI, RsaI, BseRI, CfoI}. The larger value is better
for differentiation. Our result shows that our algorithm selects a better enzyme set for
distinguishing H5N1 from Orthomyxoviridae.
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subtyping, the nucleotide diversity of ΠY displays similar results, revealing sim-
ilar strains among influenza viruses. In summary, the proposed CAPS marker
selection gives an appealing issue on H5N1 subtyping. A randomly selected en-
zyme set (for V b

XY ) and a frequently used enzyme set (for V c
XY ) contrast sharply

with our proposed rule. The proposed CAPS subtyping method does not simply
simplify the patterns in both input strains; instead, the genomic strains in one of
the groups are fragmentary when VXY is raising. Fig.1 shows some CAPS maps
of various types of full-length RNA Orthomyxoviridae digested by our enzyme
set. The major difference on gel maps of CAPS patterns is plenty of mass frag-
ments with length below 500 bp. These significant patterns can be a recognizable
sign between HPAI and LPAI. It also needs to be noticed that H10N9 (0.599) re-
veals a comparatively low variation in restriction distance. These subtypes may
belong to highly pathogenic avian influenza virus.

4 Discussion

By studying several researches on the limitation of PCR-based markers, a
method for CAPS enzyme selection is proposed to improve genomic subtyp-
ing. Due to the SNP or numerous reasons of nucleotide variations, we give a
simple procedure for generating a minimum set of CAPS marker. Parameters
of CAPS enzyme selection can be adjusted by demand, including number of
genome sets, category of enzyme set, agarose gel, polyacrylamide gel, or pulsed
field gel electrophoresis (PFGE) simulation. In the subtyping of HPAI and Or-
thomyxoviridae, results also give an encouraged validation for proposed method.
In the future, the concept of CAPS enzyme selection may be extended to several
ways on DNA fingerprint. In particular, we expect our method can be used in
genetics, plant discrimination, forensics, and other fields.
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Abstract. Discrimination using genetic diversity provides a significant
support in genetic research and applications. Mostly, DNA markers in-
dicate a process of determining the genotype presented at specific loca-
tions along the DNA molecule. Some developed DNA marker methods
are RFLP, RAPD, AP-PCR, DAF, and AFLP. For these systems, en-
zymes play an important role. In this paper, we propose a mechanism
to verify the enzyme efficacy for pathotyping. A procedure is given to
inspect the validation on cleavage pattern by restriction enzymes, adapt-
ing the concept of genetic algorithm to quasispecies model – a genetic
evolutionary processes of self-replicating macromolecules. The proposed
mechanism is applied to viral strains of HPV (Papillomaviridae), includ-
ing mutated strains from quasispecies model of homozygous, heterozy-
gous, and various genetic variations. In the analysis of full length DNA
strain PCR-RFLP subtyping, results showed that if digested patterns of
HPV can be discriminated by specific enzyme set from non-high-risk and
other papillomavirus, then it is also can be discriminated by the same
enzyme set, under the condition of mutated simulation with quasispecies
model. In addition, a measure of genetic diversity also evaluates the util-
ity for PCR-RFLP markers in pathotyping, depending on the degree of
digestion variation. We provide a specific and valid mechanism of exam-
ination on PCR-based pathotyping. Our approach offers a practical and
verifiable direction for genomic pathotyping.

1 Introduction

Molecular techniques are major tools for the analysis of microorganisms from
biological substances. Such techniques provide ways to screen for a broad range
of microorganisms in a single test. Analytical laboratories have taken up the
method for rapid differentiation of species, strain identification, and annotation
of related strains from specific samples. Molecular methods vary according to
discriminatory power, reproducibility, ease to use, and competitive price. DNA
markers have now become a popular method for identification and authentication
of plants, animals, bacteria, and viruses. Some of identification methods based on
variations in genomic sequences are proposed, e.g., RFLP (Restriction Fragment
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Length Polymorphism) [1], RAPD (Random Amplified Polymorphic DNA) [2],
and AFLP (Amplified Fragment Length Polymorphism) [3].

These proposed methods provide a rapid tool for the detection of new taxa
and mutations. For decades, there are a variety applications in pathogenic strains
of subtyping. Four restriction enzymes (PstI, HaeIII, DdeI, RsaI) can be used
to discriminate all individual mucosal HPV types in a single infection, and even
detection of multiple infections [4]. In a study of [5], a new rapid method for
pathotyping of H5 subtype avian influenza viruses is described which is based
on RT-PCR and restriction enzyme cleavage pattern assay using the restriction
enzyme MboII. As deduced from here, we may learn that the DNA profiling
techniques in pathotyping analysis are practical.

However, due to the bias of genotype frequencies, population heterozygosities,
degree of inbreeding, population subdivision, and degree of individual related-
ness, one species may consist of several types of polymorphism, especially in
properties of pathogenic and non-pathogenic. These issues are often challenged
for the validity of PCR-RFLP markers. Therefore, we attempt to propose a mech-
anism to verify validation in PCR-RFLP efficacy. Our procedure contains two
components: (1) genetic diversity evaluation – it measures any variation in nu-
cleotides of organisms quantitatively for various DNA markers; (2) quasispecies
model – a design that provides a qualitative understanding in the evolutionary
process for self-replicating macromolecules in bacteria or viruses.

2 Methods

In the analysis of DNA markers, the validity of PCR-RFLP markers is con-
stantly affected by various biases. Here, we give a process of verifier to confirm
those enzymes applying in pathotyping. The verifier combines two components,
namely, nucleotide diversity measure and quasispecies model.

2.1 Problem Formation

First of all, the digested patterns need to be quantified to a boolean vector,
taking only binary values as its characters. Let S = {s1, s2, . . . , sn} be a set
of considered genomes, Z be the set of possible enzymes, and V be a set of
PCR-RFLP fragment lengths on some genome s generated by enzyme set U ⊆
Z. Let PCR-RFLP pattern vector of V with respect to U (abbreviated as C-
Vector(U, V )) be a boolean vector of digested pattern V by enzyme set U . And let
L be the degree of fineness according to CAPS (Cleaved Amplified Polymorphic
Sequence) fragments. As the fineness L goes smaller, the size of PCR-RFLP
pattern vector may raise. For example, suppose that 10k bp is the maximum
possible length. Let L = 0.2. Then we can obtain a C-Vector of size 5. For
example, if strain g can be digested into fragment set V with fragment lengths
of 0.3k, 0.7k, 2k, 3k, and 4k by U , then C-Vector(U, V ) = [1, 1, 0, 0, 0]. Therefore,
the distance between two PCR-RFLP patterns can be measured by some distance
function, e.g., Euclidean distance.
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2.2 Nucleotide Diversity Measure

Nucleotide diversity is a concept in molecular genetics, measuring the degree
of polymorphism within a population [6]. It estimates the number of nucleotide
variations per digestion site between two isolates. In this paper, we use this for-
mula to determine whether a selected enzyme set is good or not. In the following,
we briefly introduce the formula.

Intrapopulation nucleotide diversity. ΠX measures variations among several
strains, defined as follows:

ΠX =
1
r
lnH, H = F (3 − 2Ho)

1
4 , and F =

∑
Xi(Xi · n − 1)∑

Xi(n − 1)

where F is proportion of shared fragments, Ho is double radical of F , n is the
number of halploid genotypes in population X , and Xi estimates frequency of
ith fragment in the population.

Interpopulation nucleotide diversity. VXY calculates the divergence among pop-
ulations X and Y based on restriction data, defined as follows:

VXY = dXY − (ΠX + ΠY )
2

, dXY = −2
r
ln(HXY ), HXY = FXY (3 − 2Ho

XY )
1
4 ,

and FXY = 2
∑

XiXXiY∑
(XiX+XiY ) where dXY is the fragment diversity among two pop-

ulations, Ho is double radical of F , and XiX estimates frequency of the ith

fragment in population X .

2.3 Quasispecies Model

The most doubtful part of pathotyping by DNA markers is that nucleotide chang-
ing affects restriction sites, especially on fast evolving strain. Viruses are easy
to mutate when facing successful variants of their genes, and then lead to the
host population becoming infected. Therefore, it is required to reproduce an
evolutionary processes of self-replicating entity within the existent viral strains,
inspecting the reliability of specific DNA markers [7]. Quasispecies model [8]
describes a simple sequence evolution in terms of strain length, population size,
mutation rate, and selection intensities. It is usually used to characterize roughly
the hypothetical polynucleotide sequence of biological evolution.

The evolved population is obtained from ancestor of S by evolution process
including Functions Select() and Mutate(). Function Select() attempts to pick k
strains iteratively selected from a population, simulating the process by favorable
heritable traits in successive generations of a population. Furthermore, from the
definition of natural selection by Darwin’s theory, it should be noted that we
need to define favorable and unfavorable heritable traits in Function Select(),
called fitness function. It evaluates their offspring that should be selected before
reproduction. Preferable strains will be chosen and they are more likely to survive
and duplicate than those with less favorable strains. Here, sequence similarity
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computed by BLAST [9] is applied to evaluate generation’s selection. First, all
sequences in S are aligned based on an all-against-all comparison. In this manner,
the average of each si ∈ S against all strains can be assigned as its heritage value,
written as the following equation:

Heritage[si] =
(∑

j 	=i(MScore[si, sj ] ∗ MIdentity [si, sj ])
n − 1

)2

MScore stores the maximal score of the BLAST alignment of si and sj for
each pair i, j. Similarly, MIdentity stores the maximal identity of si and sj in
their alignment. Since each heritage value has been calculated, selection method
rates the fitness of each solution and preferentially selects a best solution by its
probability. This helps the diversity of the population large, preventing prema-
ture convergence on poor solutions. The value of heritage can be normalized by
its proportion if an expected number is not apparent. After the Select() function
choosing in existing population, the next step is to generate a second generation
population of solutions from those selected strains. By the function Mutate(),
each strain is modified on its position p randomly with mutation rate q, which
is estimated by the following formula:

Mutation[si] = 1 − 1
n − 1

⎛
⎝∑

j 	=i

MCoverage[si, sj ] ∗ MIdentity[si, sj ]

⎞
⎠

For each reproduced offspring to be born, parents are selected for breeding
from the pool previously. MCoverage defines the maximal coverage of si to sj .
This evolutionary formula computes the dissimilarity counts in selection popula-
tion. The Jukes-Cantor substitution model is applied to our quasispecies model,
assuming any nucleotide is equally likely to be replaced by another nucleotide
at any site at any time, i.e., α = 0.25. Besides, a parameter of deletion rate is
estimated from ancestors by standard deviation. In Table 1, we give an example
to demonstrate the result of Function Select(). In this case, a population S con-
sists four strains (n = 4). After the computing of fitness function, each heritage
value gives individual probability of being selected that directly proportionate to
their fitness in F (x), F (1) = (92.16/303.04) = 30.41%. So the expected counts of
population 1 will be (92.16/75.76) = 1.216. This could be a basis of individuals
in the real selection. In the process of mutation, Function Mutate() determines
a possible mutation rate M(x) within the selection pool. After that, selected
individual is mutated by specific mutation rate M(x) and substitution model
on random positions. And N(x) is the mutated numbers of nucleotide in each
strain.

3 Results

In the analysis of PCR-RFLP markers, the validity of PCR-RFLP markers is
constantly affected by various biased genotype frequencies, population heterozy-
gosities, degree of inbreeding, population subdivision, and degree of individual
relatedness. Results give an encouraged validation for our proposed mechanism.
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Table 1. Example of Quasispecies Model

Strain
No.

Initial
Population

Herit.
Value

F(x) Expected
Count

Real
Count

1 ATATTAGACCT 92.16 30.41% 1.216 1
2 ATATTAGTTTA 105.47 34.80% 1.392 2
3 ATATTAGTCTA 105.47 34.80% 1.392 1
4 AGGAAACAACC 0 0.00% 0.000 0
AVG - 75.76 25.00% 1 1
SUM - 303.04 100.00% 4 4

Strain
No.

Selected
Population

Mutated
Population

M(x) N(x)

1 ATATTAGACCT ATTTTTGAGCA 37% 4
2 ATATTAGTTTA ATATTAGTTTC 21% 2
2 ATATTAGTTTA ATCTTTGTTTA 21% 2
3 ATATTAGTCTA ATTTTAGTGTA 31% 3

This table gives an example of how an initial population can reproduce its offspring
once by Functions Select() and Mutate().

3.1 Effect of Nucleotide Diversity

Genetic distance between populations X and Y is denoted as VXY , evaluating
respective frequencies of variations for specific enzymes. However, the quantita-
tive result of PCR-RFLP enzyme evaluation needs to determine its validity. For
example, suppose VXY is estimated by populations X and Y as 0.9891 using
enzyme set U . Is it practical to use enzyme set U in real experiment to discrim-
inate X and Y ? In this experiment, let populations X = {HPV-16, HPV-18}
and Y be other HPV. We perform eight randomly selected enzyme sets on X
and Y . They are U1 = {SpeI, BtrI, HaeIII}, U2 = {HhaI, FinI, CviAII}, U3 =
{BspMI, AsuII, Bce83I}, U4 = {ScaI, BsePI, SimI}, U5 = {SnaBI, BtrI, PmII},
U6 = {SacI, AgeI, BspTI}, U7 = {NaeI, SacI, BspTI}, and U8 ={Bce83I, AfeI,
SacII}. Fig. 1(a) and Fig. 1(b) examine the relation of quantitative results VXY

and their gel maps. In fact, the bands of electrophoresis are recognizable when
VXY is large enough. For example, in the case of V 1

XY = 0.402, it is hard to distin-
guish X and Y . While VXY is getting larger, e.g., V 2

XY = 0.464, . . . , V 7
XY = 1.563,

and V 8
XY = 1.967, the target genomic DNA of X and Y are more recognizable in

2D gel maps. This implies the consistency between genetic variation and PCR-
RFLP gel patterns. So far, the accuracy of nucleotide diversity and PCR-RFLP
gel maps has been proved by its cross validation.

3.2 Effect of Genetic Variations

The Human papilloma virus (HPV) contains more than 100 strains or types.
Some HPV types cause benign skin warts, or papillomas, associating with the



Verification of Pathotyping by Quasispecies Model 143

development of common warts are transmitted environmentally or by casual
skin-to-skin contact. However, the identification of high-risk HPV and low-risk
HPV is still in progress. In this silicon experiment, a method from our previous
result gives an appropriate enzyme set (NaeI:GCCGGC, SacI:GAGCTC, and
AsuII:TTCGAA) to group HPV-16, HPV-18 (set X) and other HPV (set Y )
into recognizable PCR-RFLP maps. In Table 2, V a

XY measures the genomic di-
versity between high-risk HPV (HPV-16 and HPV-18, totally 55 isolates) and
others papillomavirus. Fig. 1(c) and Fig. 1(d) shows some simulated patterns of
PCR-RFLP full length genomic simulation on HPV. With the help of quasis-
pecies model, we reproduce all of papillomas to another mutated populations,
simulating the reasonable propagation for enzyme set validation. Obviously, the
mutated populations in Fig. 1(e) and Fig. 1(f) also reveal similar results in V â

XY

and Π â
Y due to the low mutation rate, digested by the same enzyme set (NaeI,

SacI, and AsuII). Besides, another control group of V b
XY is given, which is gen-

erated by randomly selected restriction enzyme set. The more larger of diversity
VXY , the more variant of populations X and Y should be.

However, it needs to specify that Human papillomavirus-26 (0.3754) and Hu-
man papillomavirus-6 (0.3882) reveal a low variation in restriction distance.
Some study supports that Human papillomavirus-26 (HPV-26, HPV-51,

Table 2. Papillomaviridae subtyping by specific enzyme sets

Species Nums V a
XY Πa

Y V â
XY Π â

Y V b
XY Πb

Y

Human papillomavirus-10 4 ∞ 0.2389 ∞ 0.2499 0.3303 0.0514

Human papillomavirus-2 9 1.2176 0.0828 1.1776 0.1460 0.6966 0.0630

Human papillomavirus-6 8 0.3882 0.2369 0.3709 0.2703 0.4755 0.1117

Human papillomavirus-26 3 0.3754 0.1115 0.3190 0.0368 0.3308 0.0662

Human papillomavirus-5 9 1.9782 0.2350 ∞ 0.2565 0.4000 0.0864

Human papillomavirus-53 3 1.4119 0.1732 ∞ 0.2142 0.4125 0.0826

Unclassified HPV 10 ∞ 0.2557 ∞ 0.2642 0.3702 0.0909

Non High-Risk HPV 136 0.9891 0.6663 0.8957 0.6195 0.4167 0.1314

Bovine 20 ∞ 0.0540 ∞ 0.2650 0.4506 0.1182

Phocoena spinipinnis 2 0.2373 0.0000 0.2018 0.0000 0.3102 0.0000

Mastomys coucha 4 ∞ 0.1163 1.5793 0.0834 0.3136 0.0382

Others Papillomavirus 71 ∞ 0.2553 ∞ 0.2624 0.3702 0.0909

‘Species’ indicates the taxonomy of genomes in Papillomaviridae. ‘Nums’ shows the
number of strains in the group. V a

XY - initial strains and suggested enzyme set. V â
XY -

mutated strains and suggested enzyme set. V b
XY - initial strains and random enzyme

set. Due to the limitation of space, several subtypes of papillomavirus are not listed.
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(a) (b)

(c) (d)

(e) (f)

Fig. 1. Qualitative comparisons: a relation of genetic diversity and its gel map

HPV-69, HPV-82) and Human papillomavirus-6 (HPV-11, HPV-13, HPV-44,
HPV-6, HPV-6a, HPV-6b, HPV-6c, HPV-6e, HPV-6vc, HPV-74) involved with
genital warts [10]. In addition, a distantly related strain Phocoena spinipinnis
papillomavirus (PsPV, 0.2373) also shares seldom genetic variations among high-
risk HPV. It is interesting because PsPV even not exist in homo sapines, it is
a Omikronpapillomavirus and the other is Alphapapillomavirus (HPV-16 and
HPV-18). The ORF of PsPV also shows high percentage of nucleotide identity
(54-55%) with HPV. This supports the hypothesis that PV evolution may not
be monophyletic across all genes [11]. In conclusion, for the problem of patho-
typing, whether a given enzyme set can be used to distinguish two populations
can be determined by simulated in silico using our proposed method.
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4 Discussion

Due to the SNP or numerous reasons of nucleotide variations, we propose a sim-
ple method to inspect PCR-based markers in genomic pathotyping. The mutated
population obtained from quasispecies model simulates fast evolving strains, giv-
ing an encouraged cross validation in Papillomaviridae. In addition, the relation
between nucleotide diversity and CAPS gel electrophoresis has been proved its
validation. In the future, the concept of PCR-based marker verification may
be extended to several ways on DNA fingerprint. In particular, we expect our
method may give a referral to biologists working in genetics, plant discrimina-
tion, forensics, and other related fields.
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Abstract. The Energy Distribution Markup Language (EDML) is an XML-
based format that we have designed and developed to exchange protein struc-
ture energy profiles between many computers and users. Energy profiles that 
are distributions of various potential energies over consecutive atoms in protein 
molecular structures can be downloaded from the Energy Distribution Data 
Bank (EDB, http://edb.aei.polsl.pl) in the EDML format. In the paper, we de-
scribe the purpose of the EDML, a possible use of energy profiles, and internal 
structure of documents created in the EDML format.  

Keywords: bioinformatics, protein structure, energy profiles, XML, databases. 

1   Introduction 

The Energy Distribution Data Bank (EDB, http://edb.aei.polsl.pl) is a worldwide 
repository for energy profiles of protein molecular structures [1]. A single energy 
profile is a set of distributions of various types of energy over protein 3D structure. 
Energy profiles stored in the EDB repository are obtained in the computational proc-
ess. To this purpose, we use molecular mechanics techniques and force field methods, 
which produce a set of energy properties for particular molecular structures [2]. The 
computations base on locations of atoms described by the Cartesian coordinates (x, y, 
z). Protein structures are taken from the well-known macromolecular structure reposi-
tory Protein Data Bank [3].   

The molecular data and energy profiles stored in the EDB can be used to support 
various research and studies in the area of biochemistry, molecular biology and bioin-
formatics. In our research, we use energy profiles deposited in the EDB in the searching 
of particular structural regions of proteins, e.g. active sites of enzymes, or energetically 
favorable places in protein structures. We have developed the EAST method for the 
                                                           
* Scientific research supported by the Ministry of Science and Higher Education, Poland in 

years 2008-2010, Grant No. N N516 265835: Protein Structure Similarity Searching in Dis-
tributed Multi Agent System. 
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approximate similarity searching of protein substructures on the basis of their energy 
properties [4]. The Energy Distribution Data Bank gives access to energy profiles, 
which can be perceived as energy templates for structure prediction, just like structural 
templates. We use energy profiles in our work as referential templates in the structure 
prediction processes with the NPF algorithm [5]. Energy profiles allow observations of 
small changes in protein conformations at the level of protein geometry and at the en-
ergy level in 3D space or after the projection to 2D grids [6]. This can be a part of the 
conformational analysis, which is very important for the analysis of protein activity in 
cellular reactions. Users can use data stored in the EDB in the similarity searching car-
ried at the level of structure and energy, simultaneously. Finally, energy breakdowns 
can be useful for the investigation of protein reactivity, and therefore, very important for 
protein docking and modeling of cellular reactions.  

Users can easily access the EDB data through the EDB website, which provides a 
simple query mechanism to retrieve records from the EDB database. As of Tuesday, 
March 24, 2009 there are 34 372 energy profiles in the EDB. The access to the infor-
mation gathered in the Energy Distribution Data Bank is free to public. Since the 
information stored in the EDB covers many aspects of protein construction and sev-
eral molecular properties, it is difficult to exchange the data between many users 
without appropriate data format. For this reason, we decided to design and develop a 
special exchange language, which bases on the XML technology. The EDB users 
have now the possibility to download any energy profile from the EDB website in the 
EDML format (Energy Distribution Markup Language). This paper gives a brief de-
scription of the EDML exchange language. A short overview of molecular and energy 
features stored in the EDB is presented in section 2. In section 3 we describe the most 
important parts of the proposed EDML format and possible alternative forms related 
to our current and future works that are reported in sections 4 and 5. 

2   Theoretical Background of Protein Molecular Properties 

The Energy Distribution Data Bank joined the wide group of repositories that store 
biological information related to molecules of life, such as DNA/RNA and proteins. 
These repositories usually concentrate on chosen description levels of biological exis-
tence of living organisms. Therefore, they store information specific to the description 
level. In the construction of proteins we can distinguish four description (or represen-
tation) levels: primary structure, secondary structure, tertiary structure and quaternary 
structure [7].  

The primary structure is defined by the amino acid sequence in protein linear chain 
[8]. Databases, like: UniProt/SwissProt [9], Protein Information Resource (PIR) [10], 
Protein Research Foundation (PRF) [11] or NCBI Protein [12], store data concerning 
amino acid sequences of proteins. Example of a sequence of the human hemoglobin 
molecule (4HHB, chain A) is presented in Fig. 1. Each letter in a sequence corre-
sponds to one amino acid in the protein chain. Proteins can be built up to several 
amino acid chains. 

Secondary, tertiary and quaternary structures define the protein conformation or 
protein spatial structure [8], [13], [14]. The protein spatial structure is frequently de-
scribed by the (x, y, z) Cartesian coordinates of atoms composing the structure and 
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covalent bonds connecting particular atoms. In Fig. 2 we can observe an example of 
the molecular structure of the Human Topoisomerase I in different representations. 
Popular repositories, like Protein Data Bank (PDB) [3], EBI Macromolecular Struc-
ture Database (MSD) [15] or Molecular Modeling DataBase (MMDB) [16], collect 
data related to protein structures. These databases make their data accessible for the 
broad community of users by using exchange formats, like: mmCIF [17], ASN.1 [18] 
or PDBML [19].  

The Energy Distribution Data Bank consists both, structural data in the form of 
Cartesian coordinates of particular atoms in a protein structure and energy profiles 
including free energy breakdown over each atom of the structure. The computations 
of energy profiles were done with the use of molecular mechanics methods and the 
Amber94 force field [20]. We use the following functional form for the force field, 
which includes bonded and non-bonded interactions between atoms: 
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where ET(rN) denotes the total potential energy, which is a function of atomic posi-
tions [2]. There are different types of contributing energies that are calculated for the 
structure rN (N is a number of atoms): bond stretching (first term of the eq. 1), angle 
bending (second term), torsional angle (third term), van der Waals (fourth term), and  
 
 
>4HHB:A|PDBID|CHAIN|SEQUENCE 
VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMP 
NALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR  

Fig. 1. Amino acid sequence of the human hemoglobin (chain A only) in the FASTA format 

a) b) c)  

Fig. 2. Different representations of the spatial structure of the human topoisomerase (1A36) 
from the PDB: a) atomic, b) ribbon (visible characteristic secondary structure elements, e.g. 
spiral α-helices), c) space fill 
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electrostatic (fifth term). The total potential energy ET(rN) is a sum of all contributing 
energies. These contributing energies summarize charges coming from atomic inter-
actions. The functional form (1) is frequently used in the modeling of protein struc-
tures. In our research, we cast calculated charges to particular atoms, so they are  
distributed over all atoms in the structure rN. We call these distributions as energy 
profiles. Distribution of the van der Waals potential can be observed in Fig. 3 as po-
tential surfaces surrounding atoms of the structure. Since energy profiles are calcu-
lated for protein spatial structures, they describe molecular structures in terms of  
energy properties. For our calculations we use protein structures received from the 
well-known Protein Data Bank (PDB). The Energy Distribution Data Bank consists of 
energy profiles for many structures from the PDB (34 372). These profiles can be now 
exchanged with the use of the EDML format. 

3   Description of the EDML Format 

The Energy Distribution Markup Language (EDML) is a way of storing and exchang-
ing energy profiles determined for protein molecular structures. The EDML format 
was developed on the basis of the W3C XML recommendation [21]. It benefits from 
all advantages the XML technology provides for data transfer and data storage. In 
Fig. 4 we present a simplified framework of a sample EDML file describing energy 
profile for the 2HBS molecule (Human Deoxyhemoglobin S).  

The document presented in Fig. 4 begins with the EnergyProfile XML element. 
This root element consists of one Header subelement and one or many Energy 
subelements. The Header element contains general description of the molecule.  
Energy elements hold distribution of different charges for consecutive chains of  
the transferred molecule. All these elements are described in more details in this  
section.  

Well-formed and valid EDML file should begin with the EnergyProfile root ele-
ment. Obligatory forcefield attribute of the element indicates the force field used in 
the computation of the energy profile (Fig. 5). The following, required attribute pdbid  
 

 

a) b)  

Fig. 3. Parts of molecular structures of the Human Cyclin Kinase 2 (molecule 1B38 in the 
PDB): a) plain sticks representation, b) sticks representation with the van der Waals potential 
surfaces 
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<edb:EnergyProfile xmlns:edb="http://edb.aei.polsl.pl" 
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
 xsi:schemaLocation="http://edb.aei.polsl.pl/edml edml.xsd"  
 forcefield="Amber94" pdbid="2HBS"> 
   <edb:Header> 
  ...   
   </edb:Header> 
 <edb:Energy Chain="A"> 
  ... 
 </edb:Energy> 
 <edb:Energy Chain="B"> 
  ... 
 </edb:Energy> 
 
 ... 
 <edb:Energy Chain="H"> 
  ... 
 </edb:Energy> 
</edb:EnergyProfile>  

Fig. 4. General construction of the sample EDML file for the molecule 2HBS 

consists of the PDB ID identifier of the molecule, for which the profile is computed. 
The identifier is compliant to Protein Data Bank identifiers (PDB IDs). Single 
EDML file can store the energy profile of only one, single molecule, and holds en-
ergy distributions computed with the use of only one force field. Other attributes of 
the EnergyProfile element are strictly associated with XML technology – they define 
the edb namespace and the location of the XML Schema file validating all EDML 
documents. 

The Header element (under the EnergyProfile element) contains descriptor of the 
molecule and primary structure information for all chains (Fig. 6). In the presented 
case, the 2HBS molecule is made up of eight amino acid chains: A, B, C, D, E, F, G, 
H. The descriptor contains also the following important information: the identifier  
of the molecule (PDBID element), name of the molecule (Name element), short de-
scription (Description element), class of the molecule (ProteinClass element), source 
organism of the molecule (Source element and its subelements) – scientific and com-
mon organism name (OrganismScience element and OrganismCommon element) and 
optionally: tissue (Tissue element), cell type (Cell element) and location inside the 
cell (CellularLocation element). All these data were extracted from the PDB files 
during the energy profile calculation. 

 
<edb:EnergyProfile xmlns:edb="http://edb.aei.polsl.pl" 
 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
 xsi:schemaLocation="http://edb.aei.polsl.pl/edml edml.xsd"  
 forcefield="Amber94" pdbid="2HBS"> 
... 
</edb:EnergyProfile>  

Fig. 5. The overview of the root EnergyProfile element 
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<edb:Header> 
    <edb:PDBID>2HBS</edb:PDBID> 
    <edb:Isomer>A</edb:Isomer> 
    <edb:Name>HEMOGLOBIN S</edb:Name> 
    <edb:Description>THE HIGH RESOLUTION CRYSTAL STRUCTURE OF   
     DEOXYHEMOGLOBIN S</edb:Description> 
    <edb:ProteinClass>OXYGEN TRANSPORT</edb:ProteinClass> 
    <edb:Source> 
      <edb:OrganismScience>HOMO SAPIENS</edb:OrganismScience> 
      <edb:OrganismCommon>HUMAN</edb:OrganismCommon> 
      <edb:Tissue>BLOOD</edb:Tissue> 
      <edb:Cell>RED BLOOD CELLS</edb:Cell> 
      <edb:CellularLocation>CYTOPLASM</edb:CellularLocation> 
    </edb:Source> 
    <edb:Sequence Chain="A" code="3">VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLS  
  FPTTKTYFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLRVDPVNFKLL  
  SHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR</edb:Sequence> 
    <edb:Sequence Chain="B" code="3">VHLTPVEKSAVTALWGKVNVDEVGGEALGRLLVVY  
  PWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFSDGLAHLDNLKGTFATLSELHCDKLHVDPE  
  NFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH</edb:Sequence> 
  ...  
    <edb:Sequence Chain="H" code="3">VHLTPVEKSAVTALWGKVNVDEVGGEALGRLLVVY  
  PWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFSDGLAHLDNLKGTFATLSELHCDKLHVDPE  
  NFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH</edb:Sequence> 
</edb:Header>  

Fig. 6. The Header section in the sample EDML file 

Single Sequence element contains information about the primary structure of ap-
propriate polypeptide chain of the molecule. Since proteins can be made up of several 
chains, the Sequence element can occur multiple times. Single polypeptide chain is 
identified by its one letter name stored as a value of the required Chain attribute. The 
code attribute decides how the primary structure is recorded – with 1-letter or 3-letter 
code. In the example shown in Fig. 7 the 1-letter code was used. 

 
<Sequence chain="A" code="1">VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKT  
  YFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLRVDPVNFKLLSHCLL 
  VTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR 
</Sequence> 

 
Fig. 7. Primary structure recorded in the 1-letter code inside the Sequence element 

The same sequence written with the 3-letter code is presented in Fig. 8. 

 
<edb:Sequence Chain="A" code="3">VAL LEU SER PRO ALA ASP LYS THR ASN VAL 
 LYS ALA ALA TRP GLY LYS VAL GLY ALA HIS ALA GLY GLU TYR GLY ALA 
 GLU ALA LEU GLU ARG MET PHE LEU SER PHE PRO THR THR LYS THR TYR 
 PHE PRO HIS PHE ASP LEU SER HIS GLY SER ALA GLN VAL LYS GLY HIS 
 GLY LYS LYS VAL ALA ASP ALA LEU THR ASN ALA VAL ALA HIS VAL ASP 
 ASP MET PRO ASN ALA LEU SER ALA LEU SER ASP LEU HIS ALA HIS LYS 
 LEU ARG VAL ASP PRO VAL ASN PHE LYS LEU LEU SER HIS CYS LEU LEU 
 VAL THR LEU ALA ALA HIS LEU PRO ALA GLU PHE THR PRO ALA VAL HIS 
 ALA SER LEU ASP LYS PHE LEU ALA SER VAL SER THR VAL LEU THR SER 
 LYS TYR ARG  
</edb:Sequence>  

Fig. 8. Primary structure recorded in the 3-letter code inside the Sequence element 
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The Energy elements, which are located under the root element in the EDML 
document hierarchy, store data concerning energy profile of the molecule. The Energy 
element can occur many times, according to the number of chains the molecule is 
made up of. The chain, for which energy distribution is currently described, is identi-
fied by a value of the Chain attribute in the Energy element (Fig. 9). Peptide subele-
ments represent consecutive amino acids in the protein polypeptide chain. Each  
peptide is described by the aminoacid attribute, which consists of the type of the 
amino acid in the 3-letter code, e.g. VAL for Valine, and residueno attribute, which is 
a number of the residue in the polypeptide chain. The order of Peptide elements is the 
same as the order of amino acids in the primary structure. The xsi:type attribute de-
scribes the name of the force field used in the computation of the energy profile. The 
attribute also determines the structure of elements inside the Atom element. 

The Atom element represents a single atom in the protein structure and an energy 
point calculated for the atom. The required attribute name determines the chemical 
element, e.g. N stands for Nitrogen, C stands for Carbon (CA is a characteristic α-
carbon), etc., and the atomno attribute holds the number of the atom in the protein 
structure. Cartesian coordinates of an atom are described by the Coordinates element 
and Cartn_x, Cartn_y, and Cartn_z subelements (Fig. 10). 

 

<edb:Energy Chain="A"> 
 <edb:Peptide aminoacid="VAL" residueno="1" xsi:type="AmberType"> 
    <edb:Atom name="N" atomno="1"> 
   ... 
  </edb:Atom> 
  <edb:Atom name="CA" atomno="2"> 
   ... 
  </edb:Atom> 
  ... 
 </edb:Peptide> 
 <edb:Peptide aminoacid="LEU" residueno="2" xsi:type="AmberType"> 
  <edb:Atom name="N" atomno="19"> 
   ... 
  </edb:Atom> 
  <edb:Atom name="CA" atomno="20"> 
   ... 
  </edb:Atom> 
  ... 
   </edb:Peptide> 
   ... 
</edb:Energy>  

Fig. 9. A simplified structure of the Energy element 

<edb:Atom name="N" atomno="19"> 
   <edb:Coordinates> 
      <edb:Cartn_x>35,2169990539551</edb:Cartn_x> 
      <edb:Cartn_y>57,8769989013672</edb:Cartn_y> 
      <edb:Cartn_z>34,5320014953613</edb:Cartn_z> 
   </edb:Coordinates> 
   <edb:ETotalEnergy>4,63280016962381</edb:ETotalEnergy> 
   <edb:EBondStretch>0,0461000017821789</edb:EBondStretch> 
   <edb:EAngleBend>9,99999974737875E-05</edb:EAngleBend> 
   <edb:ETorisonalAngle>9,999999747375E-05</edb:ETorisonalAngle> 
   <edb:EVanDerWaals>0,498600006103516</edb:EVanDerWaals> 
   <edb:EChargeCharge>4,08790016174316</edb:EChargeCharge> 
   <edb:EImproperTorsion>0</edb:EImproperTorsion> 
</edb:Atom>  

Fig. 10. Structure of a single Atom element 
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Values of particular charges are given in the following elements under each Atom 
element: ETotalEnergy, EBondStretch, EAngleBend, ETorsionalAngle, EVanDerWaals, 
EChargeCharge, EImproperTorsion. Each atom in the protein molecular structure is 
described in the same way – the Atom elements always store the information regarding 
location and energy properties for each type of potential energy. Since proteins are built 
up of thousands of atoms, there are thousands of Atom elements in a single EDML file. 

The structure of the energy breakdown can differ for various force fields. There-
fore, the number of elements at the list can change and alternative elements can ap-
pear on it. Alternative constructions of the Atom element depends on the value of the 
xsi:type attribute in the Peptide element. However, inside a single EDML file the 
construction of Atom element is always constant, since one EDML file consists of 
energy profiles calculated with the use of one, chosen force field. A sample construc-
tion of the Atom element for the Amoeba-Protein force field [22] is shown in Fig. 11. 

The abbreviated EDML file for the sample 2HBS molecule (Human Deoxy-
hemoglobin S) is presented in Fig. 12. 

4   Querying EDML Documents 

One of the main advantages of exchanging data in the EDML format is the possibility 
of further processing of these data according to the current needs and goals. More-
over, there is a set of existing tools and technologies that support or cooperate with 
the XML technology. The XPath [23] and XQuery [24] languages allow to submit 
queries against EDML documents, find appropriate information, navigate through 
XML elements and attributes, and even create new documents by reprocessing the 
input EDML files. Since XPath and XQuery are W3C Recommendations, similarly to 
the XML, all the major database engines support these query languages. This allows 
to incorporate and work with XML data in relational database systems. 

The sample query presented below shows how we retrieve the primary structure for 
specified chain A from the following EDML file from Fig. 12.  
 

<edb:Atom name="N" atomno="19"> 
 <edb:Coordinates> 
  <edb:Cartn_x>35,2169990539551</edb:Cartn_x> 
  <edb:Cartn_y>57,8769989013672</edb:Cartn_y> 
  <edb:Cartn_z>34,5320014953613</edb:Cartn_z> 
 </edb:Coordinates> 
 <edb:ETotalEnergy>-17,33000</edb:ETotalEnergy> 
 <edb:EBondStretch>0,2382</edb:EBondStretch> 
 <edb:EAngleBend>0,0880</edb:EAngleBend> 
 <edb:ETorisonalAngle>-0,1006</edb:ETorisonalAngle> 
 <edb:EVanDerWaals>1,5878</edb:EVanDerWaals> 
 <edb:EChargeCharge>0,0000</edb:EChargeCharge> 
 <edb:EStretch-Bend>0,0047</edb:EStretch-Bend> 
 <edb:EPolarization>0,5713</edb:EPolarization> 
 <edb:EOut-of-PlaneBend>0,3207</edb:EOut-of-PlaneBend> 
 <edb:EPi-OrbitalTorsion>0,0682</edb:EPi-OrbitalTorsion> 
 <edb:ETorsion-Torsion>-0,1690</edb:ETorsion-Torsion> 
 <edb:EAtomicMultipoles>-19,9393</edb:EAtomicMultipoles> 
</edb:Atom>  

Fig. 11. The structure of the Atom element for the Amoeba-Protein force field 
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for $s in /edb:EnergyProfile/edb:Header/edb:Sequence 
where $s/@Chain="A" 
return data($s)  

<edb:EnergyProfile xmlns:edb="http://edb.aei.polsl.pl"  
 xmlns:xsi= "http://www.w3.org/2001/XMLSchema-instance"  
 xsi:schemaLocation="http://edb.aei.polsl.pl/edml edml.xsd"  
 forcefield="Amber94" pdbid="2HBS"> 
 <edb:Header> 
  <edb:PDBID>2HBS</edb:PDBID> 
  <edb:Isomer>A</edb:Isomer> 
  <edb:Name>HEMOGLOBIN S</edb:Name> 
  <edb:Description>CRYSTAL STRUCTURE OF DEOXYHEMOGLOBIN S</edb:Description> 
  <edb:ProteinClass>OXYGEN TRANSPORT</edb:ProteinClass> 
  <edb:Source> 
   <edb:OrganismScience>HOMO SAPIENS</edb:OrganismScience> 
   <edb:OrganismCommon>HUMAN</edb:OrganismCommon> 
   <edb:Tissue>BLOOD</edb:Tissue> 
   <edb:Cell>RED BLOOD CELLS</edb:Cell> 
   <edb:CellularLocation>CYTOPLASM</edb:CellularLocation> 
  </edb:Source> 
  <edb:Sequence Chain="A" code="3">VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLS   
   FPTTKTYFPHFDLSHGSAQVKGHGKKVADALTNAVAHVDDMPNALSALSDLHAHKLRVDPVNFKL 
   LSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR</edb:Sequence> 
  <edb:Sequence Chain="B" code="3">VHLTPVEKSAVTALWGKVNVDEVGGEALGRLLVVY   
   PWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFSDGLAHLDNLKGTFATLSELHCDKLHVDP 
   ENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH</edb:Sequence> 
  ...  
  <edb:Sequence Chain="H" code="3">VHLTPVEKSAVTALWGKVNVDEVGGEALGRLLVVY   
   PWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFSDGLAHLDNLKGTFATLSELHCDKLHVDP 
   ENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH</edb:Sequence> 
 </edb:Header> 
 
 <edb:Energy Chain="A"> 
  <edb:Peptide aminoacid="VAL" residueno="1" xsi:type="AmberType"> 
   <edb:Atom name="N" atomno="1"> 
    <edb:Coordinates> 
     <edb:Cartn_x>10,3900003433228</edb:Cartn_x> 
     <edb:Cartn_y>20,4270000457764</edb:Cartn_y> 
     <edb:Cartn_z>13,210000038147</edb:Cartn_z> 
    </edb:Coordinates> 
    <edb:ETotalEnergy>4,22569996111997</edb:ETotalEnergy> 
    <edb:EBondStretch>0,116700001060963</edb:EBondStretch> 
    <edb:EAngleBend>9,99999974737875E-05</edb:EAngleBend> 
    <edb:ETorisonalAngle>0,0020999999251216</edb:ETorisonalAngle> 
    <edb:EVanDerWaals>0,658100008964539</edb:EVanDerWaals> 
    <edb:EChargeCharge>3,44869995117188</edb:EChargeCharge> 
    <edb:EImproperTorsion>0</edb:EImproperTorsion> 
   </edb:Atom> 
   <edb:Atom name="CA" atomno="2"> 
    <edb:Coordinates> 
     <edb:Cartn_x>10,5900001525879</edb:Cartn_x> 
     <edb:Cartn_y>18,9479999542236</edb:Cartn_y> 
     <edb:Cartn_z>13,1040000915527</edb:Cartn_z> 
    </edb:Coordinates> 
    <edb:ETotalEnergy>0,722300007939339</edb:ETotalEnergy> 
    <edb:EBondStretch>0,267199993133545</edb:EBondStretch> 
    <edb:EAngleBend>0,213300004601479</edb:EAngleBend> 
    <edb:ETorisonalAngle>0,19760000705719</edb:ETorisonalAngle> 
    <edb:EVanDerWaals>-0,269400000572205</edb:EVanDerWaals> 
    <edb:EChargeCharge>0,31360000371933</edb:EChargeCharge> 
    <edb:EImproperTorsion>0</edb:EImproperTorsion> 
   </edb:Atom> 
   ... 
  </edb:Peptide>  

Fig. 12. The abbreviated EDML file for the sample 2HBS molecule 
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  <edb:Peptide aminoacid="LEU" residueno="2" xsi:type="AmberType"> 
   <edb:Atom name="N" atomno="19"> 
    <edb:Coordinates> 
     <edb:Cartn_x>35,2169990539551</edb:Cartn_x> 
     <edb:Cartn_y>57,8769989013672</edb:Cartn_y> 
     <edb:Cartn_z>34,5320014953613</edb:Cartn_z> 
    </edb:Coordinates> 
    <edb:ETotalEnergy>4,63280016962381</edb:ETotalEnergy> 
    <edb:EBondStretch>0,0461000017821789</edb:EBondStretch> 
    <edb:EAngleBend>9,99999974737875E-05</edb:EAngleBend> 
    <edb:ETorisonalAngle>9,999999747375E-05</edb:ETorisonalAngle> 
    <edb:EVanDerWaals>0,498600006103516</edb:EVanDerWaals> 
    <edb:EChargeCharge>4,08790016174316</edb:EChargeCharge> 
    <edb:EImproperTorsion>0</edb:EImproperTorsion> 
   </edb:Atom> 
   <edb:Atom name="CA" atomno="20"> 
    <edb:Coordinates> 
     <edb:Cartn_x>34,1689987182617</edb:Cartn_x> 
     <edb:Cartn_y>57,0750007629395</edb:Cartn_y> 
     <edb:Cartn_z>35,2169990539551</edb:Cartn_z> 
    </edb:Coordinates> 
    <edb:ETotalEnergy>0,683500021696091</edb:ETotalEnergy> 
    <edb:EBondStretch>0,201499998569489</edb:EBondStretch> 
    <edb:EAngleBend>0,26010000705719</edb:EAngleBend> 
    <edb:ETorisonalAngle>0,142100006341934</edb:ETorisonalAngle> 
    <edb:EVanDerWaals>-0,256199985742569</edb:EVanDerWaals> 
    <edb:EChargeCharge>0,335999995470047</edb:EChargeCharge> 
    <edb:EImproperTorsion>0</edb:EImproperTorsion> 
   </edb:Atom> 
   ... 
  </edb:Peptide> 
  ... 
 </edb:Energy> 
 ... 
</edb:EnergyProfile>  

Fig. 12. (continued) 

The query is written in the XQuery language and returns the sequence in the form 
presented in Fig. 13. 

VLSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHFDLSHGSAQVKGHGKKVADALTNAVA 
HVDDMPNALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR  

Fig. 13. Amino acid sequence returned by the sample XQuery query 

The following query in the XQuery language retrieves residue numbers and calcu-
lates the total electrostatic energy for each residue (peptide) on the basis of atomic 
potentials (Atom/EChargeCharge elements, Fig. 12).  

for $e in /edb:EnergyProfile/edb:Energy, 
 $p in $e/edb:Peptide 
where $e/@Chain="A"  
return  
 <Peptide number="{$p/@residueno}"  

ecc="{ sum(data($p//edb:EChargeCharge)) }" /> 

Each value of the summed potential is returned in the ecc attribute with the residue 
number (number attribute) inside the Peptide element of newly created document: 
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<Peptide number="1" ecc="56.0598964095117" /> 
<Peptide number="2" ecc="-27.6810989379884" /> 
<Peptide number="3" ecc="-5.21520256996158" /> 
<Peptide number="4" ecc="-7.90960001945499" /> 
<Peptide number="5" ecc="-5.34040427207943" /> 
...  

With the use of the above result set we are able to generate cumulated energy char-
acteristics for chosen type of potential energy. E.g. in Fig. 14 we present a sample 
cumulated electrostatic energy characteristic for the molecule 2HBS. These characte-
ristics can be used e.g. to analyze conformational deformations of protein structures 
based on the comparison of energy patterns and verification of energy discrepancies. 
The electrostatic energy characteristic presented in Fig. 14 was generated at the EDB 
web site (http://edb.aei.polsl.pl). 

 

Fig. 14. Cumulated electrostatic energy characteristic for molecule 2HBS 

5   Concluding Remarks 

The general purpose of the Energy Distribution Markup Language that we have de-
veloped is exchanging data related to energy profiles for protein molecular structures. 
Calculated energy profiles are permanently stored in the Energy Distribution Data 
Bank (EDB) and can be transferred between user’s computers with the use of pro-
posed EDML format. In our resent research on protein similarities, the EDML format 
has been used to transfer energy profiles of chosen set of molecules between software 
agents comparing distributions of energy properties over molecular structures. The 
work is supported by Grant No. N N516 265835: Protein Structure Similarity Search-
ing in Distributed Multi Agent System.  

Since energy profiles include distributions of various energies over all atoms in a 
protein structure, the EDML files are sizeable (usually several MB). This is also 
caused by description tags typical for the XML technology. However, this inconve-
nience is rewarded by the possibility of flexible data reprocessing and the wealth of 
ready-to-use tools in the area of the XML technology. 

In the future, we plan to extend the EDML format in order to store energy profiles 
calculated using more complex force field parameter sets, like Amoeba-Protein.  
The preliminary structure of the EDML file for the force field was proposed in  
section 3. 
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Abstract. In this paper, we introduce a method which uses a note model and 
signal post  processing for a musical instrument to make a piece of music .one 
of the important issues in note transcription is extraction of multiple pitches. 
Most of the examined methods face error in joint harmonics and frequencies. A 
good model for note of a specified musical instrument can help us identify a 
note better. The presented method is based on wavelet transform, onset detec-
tion, note model and conformity reduction error algorithm or regression and 
post-processing for improved result. The results obtained show that detecting 
musical notes in a piece played on the guitar is, in comparison with similar 
methods, of higher detection accuracy and even in the case of noisy sound  
signals, the results are more acceptable. 

Keywords: Note Transcription-Music-Signal Processing-Wavelet Transform-
Onset Detection. 

1   Introduction 

Music Transcription is by definition listening to music and writing its note in a sym-
bolic format (Such as midi or music line).it takes less space than sound files and also 
needs less processing for music re-compositions. 

This technique is used for: 

• Online Music Learning 
• Music recording by midi format which has less space than other formats and 

is used in cell phones. 
• Query by humming: use of music searcher for finding music on database. 
• Creating music for a song by use of singer’s voice. 

Music transcription is classified into: 

• Monophonic: Music is created by one instrument .this instrument plays one 
note at a time .many researchers have been done in this field. 

• Polyphonic: Music is played by one instrument, but several notes can be 
played at the same time. 

• Multi instrument: many instruments create the music at the same time. 
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For the latter, there are many fields to do research .there is no certain conceptual 
mechanism for separating the notes and instrument, because of lack of computational 
model for assessing this process.  

2   Concepts 

• Note: For all of the musical notes, there are only seven names. Some coun-
tries use syllabic nomination and some use alphabetical nomination. 

o Sylabic:Do Re Mi Fa Sol La Si 
o Alphabetical :C D E F G A B 

• Octave: There are seven music notes, but the range of sound contains over 
60 notes. Therefore repetition of the notes is used after the end of the last 
note, it is started from the first note (after Si, comes Do and…). 

• Frequency relationships: As mentioned before, every instrument has several 
octaves, and every octave in Bach Pitch (Western-Music) has 12 halftones. 
Fig 1 shows the notes with their frequency in Piano. 

 

 
Fig. 1. Notes in Piano 

The distance between each note and the lower halftone is 12 2 . Thus; the 
frequency of the notes of each octave is twice frequency of the same note in 
the lower octave. 

• Onset: The sound that is created while the note is played. For example in 
Trumpet the sound is created when fingers are on a certain note and we be-
low into the Trumpet and in Guitar, the sound is created in the first moment 
of playing. 

• Offset: The sound which exists after playing the note. For example in guitar, 
after the stroke hits the string until the string stops trembling. 

• Duration: When a note is played and has the same time value. In this paper, 
duration means the time between two onsets which covers the general mean-
ing too. 

3   Previous Works 

Many researches have been done in the field the first works were only limited to 
monophonic.Marolt & Privosnik [1, 2, 3]: suggested a system that uses a combination 
of onset detection and note recognition.Klapuri [4]: suggested the other system is 
based on algorithm of repetition of smoothing spectrum and reduction. This method is 
used for the estimation of multiple pitches of simultaneous notes .this is one of the 
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best algorithms. Kawahara & Alain [5]: used philosophical balance principles of Yin-
Yang to nominate it .its authors attempt to create balance between correlation and 
elimination in algorithm. The problem with correlation techniques was that the peaks 
occurred under the harmonics and sometimes it was difficult to recognize whether the 
peak was in basic frequency or in harmonics or details.Cepstrum [6]: is one of the 
most important methods. Theory of this method emphasizes this fact that transforma-
tion of Fourier of a signal with pitch has usually some regular peaks which shows 
signal harmonic spectrum. Harmonic Product Spectrum which was presented by Noll 
in 1969[7] is the easiest method to implement and it is used a lot.ML (Maximum 
Likelihood [7]): is another method that searches for the possible ideal spectrum and 
select the one which has the best conformity with the entry spectrum. Ideal spectrum 
is: A blow with frequency ω which is multiplied by window spectrum of a signal. 

4   Proposed Method 

The proposed method, in this paper is based on wavelet transform .in Fourier analysis, 
a constant length of window was considered and this window was the same for all 
frequencies. The gained information from this analysis for many signals, whose fre-
quency changes should be recorded accurately, is not very significant. If we consider 
the time information of signal and frequency information, considering the length of 
variable windows, analysis of the signal will be executed more accurately. Wavelet 
analysis has considered this step and tries to solve the deficiency of Fourier [7]. 

4.1   The Relationship of Scale in Wavelet and Note Frequency 

The distance between the frequency of scale wavelet and note frequency of two adja-

cent note in an octave is 12 2 . It means a note with higher frequency, has a frequency 

equal to the frequency of the lower note multiplied by 12 2 . We can see this relation 
in the analysis of wavelet of the notes in an instrument [8]. This relation is used for 
solving the problem of note recognition. 

4.2   Recognition of Onset by the Use of Wavelet 

By the use of wavelet transform, we can obtain onset for plucked instruments with 
recognition of the accepted threshold. First we obtain DWT transform from signal in a 
certain level (this level was obtained in different experiments and signal samples and 
the best amount was 24). 

• Second, by use of Wavelet, we denoise the signal. 
• In the next step, we detect the onset amounts through threshold. 

5   Experimental Results 

The proposed method is divided onto two parts training part and validation part: 
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Mean  
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5.1   Training Step 

In this part, First of all, the notes will be played orderly with a certain approximate 
interval.Then by using the onset detection we detect the notes, and then we gain the 
note feature. Fig 2 shows the chart of training system. 

We can receive the sound on line through the microphone or by a sound file .for 
the first part, we should consider the sampling rate sufficiently in order to cover all of 
the notes .for the second part we should know the file structure. Mostly, the windows 
synthesizers are used to test the method. First midi file is written by certain software, 
and then they are transformed into wav file. The sampling rate from signal is consid-
ered 22050.the maximum duration of each note is 250 mili-second .it means in every 
second; four notes are played at the most. In experiments, two groups of scale are 
considered. The first group is scales with 1 distance of pitch and has 80 scales: 1, 2, 
3... 80. The second group is scales with distance of pitch 12 2  this starts from 2.8904 
and has 65 scales in order to cover all the changes in coefficients of the notes. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Training Step 

5.2   Validation  Step 

In this part, the notes are played and the system must detect them. Fig 3 shows this 
step. This step is very similar to the Training step, the other transformation which is 
observed here is the limitation that we motioned before .it means in every second, and 
only four notes are played. 
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Fig. 3. Validation Step 

Therefore, to analyze CWT faster with less memory space, before using CWT we 
divide the entering wav file into pieces (250 millisecond).The sampling rate is 22050, 
therefore 250 millisecond is equal to 22050/4=5512 samples from the signal. To de-
tect the note in these 250 milliseconds, first we transform CWT of this piece of signal 

with the same signal (65 or 80:65 with distance of pitch at 12 2 and 80 with distance 
of pitch 1). Then we obtain the mean vector of the coefficients in length of this vec-
tor of scale. We use the existing vectors in the bank from the lowest frequency, to 
gain the amounts. If the Euclidean distance of this vector and other vectors in the bank 
were less than threshold, the note of that vector is played. Then, we reduce the ratio of 
the mean vector in the validation step divided by mean of the detected for the entire 
coefficient in all scales for this piece of CWT matrix. The results related to onset de-
tection for the stimulated instrument (Classic Guitar) with the same limitation is about 
95%. We obtain error as follows:  

E=
Notes

InsertionDeletionionSubstituat ++
                         (1) 

The proposed method is used for instrument whose played note is reduced in dura-
tion of time. The error rates for the following three files in two groups of scale are as 
follows: 
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Mean  
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Table 1. Result of Experiments 

TestFile3 TestFile2 TestFile1 

65 scale 80 scale 65 scale 80 scale 65 scale 80 scale 

0.12 0.22 0.42 0.45 0.21 0.32 

6   Conclusion 

In this paper, an initiative method is used by the use of note model for an instrument. 
This method is based on wavelet and uses onset detection in order to increase the fre-
quency accuracy for every duration of the accuracy of multiple pitch estimation. To 
use note model, it is necessary that the user play the notes one by one in duration of 
time, with a recognized proportion .then the played note will enter the system. As for 
future research, we can also use other methods of transform such as FFT which have 
more resistance against the harmonic notes. 

References 

1. Marolt, M.: A connectionist approach to automatic transcription of polyphonic piano music, 
University of Ljubljana (2003) 

2. Marlot, M., Divjak, S.: On detecting repeated notes in piano music University of Ljubljana, 
IRCAM (2002) 

3. Marlot, M.: Networks of adaptive oscillators for partial tracking and transcription of music 
recording, University of Ljubljana (2003) 

4. Klapuru, A.: Virtanen.T, Holm.J.M.: Robust Multipitch Estimation for the Analysis and 
Manipulation of Polyphonic Musical Signals. In: COST-G6 Conference on Digital Audio 
Effects, December 7–9 (2000) 

5. Yin, J., Sim, T., Wang, Y.: Music transcription using an instrument model, National Uni-
versity of Singapore, ICASSP (2005) 

6. Correa, J.P.B., Mary, Q.: Towards the automated analysis of simple polyphonic music: A 
Knowledge-based Approach, University of London, Thesis for the degree of Doctor of Phi-
losophy (2003)s 

7. Grimaldi, C.M., Kokaram, P.A.: A wavelet packet representation of audio signals for music 
genre classification using different ensemble and feature selection techniques, Trinity Col-
lege Dublin, MIR (2003) 

8. Fitch, J., Shabana, W.: A wavelet-based pitch detector for musical signals, Department of 
Mathematical Sciences, University of Bath 

 

 



164 A. Azizi et al. 

Appendix A: Exprimental Result for Classic Guitar 
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Appendix B: Result of Classic Guitar Note Transcription in Piano 
Roll Form 
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Abstract. Spectral modeling synthesis (SMS) considers a sound as a combina-
tion of a deterministic plus a stochastic component that makes possible for a 
synthesized sound to attain all the perceptual characteristics of the original 
sound. However, sometimes considerable phase variations occur in the deter-
ministic component by using SMS since the addition of different frequency  
sinusoids in the overlap region causes amplitude distortion. As a result, sub-
traction between original and deterministic signal in time domain do not  
provide a good approximation of the residual signal. To overcome this prob-
lem, we propose a modified SMS that provides good approximation of the  
residual signal by calculating the complex residual spectrum in frequency do-
main. Analysis and simulation results for synthesizing bowhead whale sounds 
suggest that the proposed method is comparable to the SMS in both time and 
frequency domain. However, the proposed method outperforms the SMS in 
better spectrum matching because of the use of original phase information to 
synthesize the deterministic component as well as good approximation of the 
residual signal by subtracting the deterministic spectrum from the original 
spectrum and then utilizing spectral fitting.  

Keywords: Spectral modeling synthesis, whale sound synthesis, phase varia-
tion, short time Fourier transform, additive synthesis. 

1   Introduction 

Bowhead whales are one of the most important marine mammals found in five sepa-
rate populations in the Arctic Ocean, migrating north and south with the seasonal 
movement of the edge of the pack ice. They rely on sound for communication, navi-
gation, or detection of predators while using sound to attract mates, repel rivals, 
communicate within a social group or between groups, navigate, or find food. They 
can produce distinct sounds, such as songs, moans etc. Bowhead whale sounds have 
been recorded from Canadian Beaufort Sea and these sounds consist of various low-
frequency (25 to 900 Hz) moans and well defined sound sequences organized into 
songs (20-5000 Hz) [10]. 
                                                           
* Corresponding author. 
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The spectral modeling synthesis (SMS) extracts the synthesis parameters out of real 
sounds using analysis procedures, being able to reproduce and modify actual sounds. 
This approach is based on modeling sounds as stable sinusoids (partials) plus noise 
(residual components) to analyze sounds and generate new sounds. The analysis pro-
cedure detects partials by utilizing the time-varying spectral characteristics of a sound, 
and represents them with time-varying sinusoids [5], [6], [8]. These partials are then 
subtracted from the original sound where the remaining residual is represented as a 
time-varying filtered white noise component. The synthesis procedure is a combination 
of additive synthesis for the sinusoidal part and subtractive synthesis for the noise part 
[1], [2]. However, sometimes phase variations occur in the deterministic component 
when we generate it using the SMS. This is because the addition of different frequency 
sinusoids in the overlap region can result in an amplitude distortion due to the phase 
cancellation [9]. As a result, subtracting the deterministic signal from the original sig-
nal cannot provide a good approximation of the residual signal.  

To overcome this problem, we propose a modified SMS that utilizes phase informa-
tion to synthesize the deterministic component as well as good approximation of the 
residual signal by subtracting the deterministic spectrum from the original spectrum 
and then using spectral fitting. The stochastic signal is generated by using an inverse 
short time fourier transform (STFT) on a series of magnitude spectrum envelopes that 
function as a time varying filter excited by white noise. We then add the deterministic 
and stochastic signal in time domain for each frame. In this paper, we synthesize bow-
head whale sounds using the proposed method and compare the proposed method to 
the SMS technique. The result of the synthesis sound indicates that the proposed 
method are comparable to the SMS in both time and frequency domain. However, the 
proposed method outperforms the SMS in better spectrum matching with original spec-
trum because of the use of original phase to synthesize deterministic component and 
better approximation of the residual signal. Synthesis of whale sounds is a new idea in 
the field of whale sound modeling. Using the modified SMS technique we can effi-
ciently generate the synthesized whale sound which resembles much more closely the 
original sound. The synthesized whale sound can be further used to create whale music.  

The rest of this paper is organized as follows. Section 2 presents background infor-
mation regarding the deterministic plus stochastic model and a general overview of the 
SMS analysis and synthesis process. Section 3 presents our proposed method for the 
higher quality of whale sound synthesis. Section 4 summarizes and discusses experi-
mental results of the bowhead whale sound for both the SMS and the proposed method, 
and Section 5 concludes this paper. 

2   Background Information 

2.1   Deterministic Plus Stochastic Model 

A sound model assumes certain characteristics of the sound waveform or the sound 
generation mechanism. Sounds produced by musical instruments, any physical sys-
tem, or any human voice can be modeled as the sum of a set of sinusoids plus a noise 
residual. The sinusoidal or deterministic component normally corresponds to the main 
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modes of vibration of the system. The residual comprises the energy produced by not 
stationary vibrations plus any other energy component that is not sinusoidal in nature. 

A deterministic signal is traditionally defined as anything that is not noise. A sto-
chastic or noise signal is fully described by its power spectral density which gives the 
expected signal power versus frequency. When a signal is assumed stochastic, it is  
not necessary to preserve the instantaneous phase. This model considers a waveform 
signal s(t) as the sum of a series of sinusoids plus a residual e(t), which is defined as 

s(t) = 
1

R

r=
∑Ar(t)cos[θr(t)]+e(t)   

where R is the number of sinusoids, Ar(t) and θr(t) is the instantaneous amplitude and 

phase of the rth  sinusoid, respectively, and e(t) is the noise component at time t (in 
seconds). 

The model assumes that the sinusoids are stable partials of the sound, and each one 
has a slowly changing amplitude and frequency. The instantaneous phase is taken to 
be the integral part of the instantaneous frequency ωr(t) and therefore satisfies  

θr(t) =
0

t

∫ωr(τ)dτ 

where ωr(t) is the frequency in radians and r is the sinusoidal number. 

By assuming that e(t) is a stochastic signal, it can be described as a filtered white 
noise, 

e(t) =
0

t

∫ h(t,τ)u(τ)dτ 

where u(t) is the white noise and h(t,τ) is the response of a time varying filter to an 
impulse at time t. Thus, the residual signal is modeled by the convolution of white 
noise with time varying frequency-shaping filter [1], [3]. 

2.2   A General Overview of the SMS Analysis and Synthesis Process 

The deterministic plus stochastic model supports many possible implementations. Both 
analysis and synthesis models are the frame-based process with the computation done 
one frame at a time. Figure 1 shows a block diagram for the SMS analysis process. We 
have analyzed the sound by multiplying it with an appropriate analysis  
window. Its spectrum is obtained by fast fourier transform (FFT) and then the promi-
nent spectral peaks are detected and incorporated into the existing partial trajectories 
by the mean of a peak continuation algorithm. It detects the magnitude, frequency, and 
phase of the partials presented in the original sound (the deterministic components). 
When the sound is pseudo harmonic, a pitch detection step can improve the analysis by 
utilizing the fundamental frequency information in the peak continuation algorithm as 
well as by selecting the size of the analysis window [1], [2], [3]. 

The stochastic component of the current frame is calculated by generating the de-
terministic signal with additive synthesis and then subtracting it from the original  
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Fig. 1. Block diagram of the SMS analysis process 
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Fig. 2. Block diagram of the SMS synthesis process 

waveform in time domain. The stochastic representation is then obtained by perform-
ing a spectral fitting of the residual signal. 

Figure 2 shows a block diagram of the SMS synthesis process. The deterministic 
component (sinusoidal component) is calculated from the frequency and magnitude 
trajectories. The result of the synthesized stochastic signal is a noise signal by time 
varying spectral shape obtained in the analysis (i.e., subtractive synthesis). It can be 
implemented by a convolution in time domain or by a complex spectrum for every 
spectral envelope of the residual and an inverse-FFT in frequency domain.  
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3   Proposed Method 

To provide better approximation of the residual signal, we propose a modified SMS 
that calculates the complex residual spectrum in frequency domain. We can obtain the  
stochastic representation of the residual signal by subtracting the deterministic spec-
trum from the original spectrum and utilizing spectral fitting (line segment approxi-
mation) of the magnitude spectrum. 

In the synthesis process, the deterministic signal is calculated by a sine wave for 
each magnitude, frequency, and phase trajectory. The stochastic signal is calculated 
by a complex spectrum envelope of the residual and an inverse STFT. We then add 
the deterministic component with stochastic one using an overlap add method [4], [7] 
in time domain for each frame to obtain the synthesized bowhead whale sound.  
Figures 3 and 4 show the analysis and synthesis processes of the proposed method, 
respectively. 

The success of the analysis process depends on the selection of the program  
parameters such as STFT window, window size, hop size, and the number of peaks to  
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Fig. 3. Block diagram of the analysis process in the proposed approach 
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Fig. 4. Block diagram of the synthesis process in the proposed method 

be detected. One among successful parameter set is the hanning window, window size 
of 512, hop size of 256, and the number of peaks are 80. These selected parameters 
provide a better result for the bowhead whale sound analysis. 

4   Results and Discussion 

In this section, we evaluate the performance of our proposed method to synthesize the 
bowhead whale sound, and compare the proposed method to the SMS. The metrics of 
time domain representation, frequency domain representation, spectrum matching, 
and listening of each case form the basis of the study comparison. 

We observe that both the proposed method and the SMS generate a good synthe-
sized sound which resembles much more closely the original sound. However, phase 
variations were occurred in the deterministic component when we generated it using 
the SMS. This is because the addition of different frequency sinusoids in the overlap 
region causes amplitude distortion due to the phase cancellation. This results in not 
providing a good spectrum matching and approximation of the residual signal.  
Figures 5, 6, 7 illustrate time domain, frequency domain, and spectrum matching of 
the original and synthesized bowhead whale sounds using the SMS, respectively. 

The proposed method overcomes this problem by calculating the complex residual 
spectrum in frequency domain, providing better spectrum matching and approxima-
tion of the residual component. Figures 8, 9, 10 illustrate time domain, frequency do-
main, and spectrum matching of the original and synthesized bowhead whale sounds 
using the proposed method, respectively. 
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Fig. 5. Time domain representation of original, deterministic, stochastic and synthesized  
bowhead whale sound using SMS  
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Fig. 6. Frequency domain representation of original, deterministic, stochastic and synthesized 
bowhead whale sound using SMS 

Figures 11 and 12 represent the spectrum matching of the original and synthesized 
sounds for 0 to 1 KHz and 3 to 4 KHz using the SMS and the proposed method,  
respectively. The proposed method provides better results than the SMS in spectrum 
matching of original and synthesized sound.  
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Fig. 7. Spectrum matching of original and synthesized bowhead whale sound using SMS 
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Fig. 8. Time domain representation of original, deterministic, stochastic and synthesized  
bowhead whale sound using the proposed method 

In this implementation, the most important frequency range of the sound is 150 to 
500 Hz because most of the energies are concentrated in this frequency range. The 
highest peak frequency of this sound is 245 Hz. From the figure 11(a), we observe 
that the SMS cannot detect this peak as a sinusoid component. This results in 
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Fig. 9. Frequency domain representation of original, deterministic, stochastic and synthesized 
bowhead whale sound using the proposed method 
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Fig. 10. Spectrum matching of original and synthesized bowhead whale sound using the  
proposed method 

considering this peak as a residual component in the synthesized sound. In contrast, 
the proposed method correctly detects this peak as sinusoid as shown in Figure 12(a). 
We also observe that between 3 to 4 KHz, our proposed method provides better spec-
trum matching with the original spectrum over the SMS as shown in Figures 11(b) 
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Fig. 11. Spectrum matching of the original and synthesized sound using SMS 
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Fig. 12. Spectrum matching of the original and synthesized sound using the proposed method 

and 12(b). This is because our proposed method utilizes original phase information  
to synthesize deterministic component and also provides a better approximation of 
residual signal. Overall, the proposed method outperforms the SMS in spectrum 
matching of the original and synthesized bowhead whale sound. 

5   Conclusions 

The spectral modeling synthesis (SMS) gives us a powerful starting point in studying 
bowhead whale sound modeling. However, the SMS has occurred considerable phase 
variations in the deterministic component because the addition of different frequency 
sinusoids in the overlap region causes amplitude distortion. So subtraction of the de-
terministic signal from the original signal in time domain made some errors to  
approximate the residual component. To overcome this problem, we have proposed a 
modified SMS which calculates the complex residual spectrum in frequency domain. 
Analysis and simulation results for bowhead whale sound synthesis suggest that the 
proposed method outperforms the SMS in spectrum matching between the synthesized 
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spectrum and the original spectrum because the proposed method utilizes original 
phase information to synthesize the deterministic component and better approximation 
of the residual signal. 
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Abstract. Emotion helps human to express their feelings and intentions clearly. 
And the emphasis labels of speeches are the key of speech emotion analysis and 
synthesis. In order to label the emotion emphasis of speech samples from a cor-
pus with only phonetic and prosodic information, this paper introduces an 
automatic labeling algorithm by measuring the prosody generation error (PGE) 
of the result from a statistical synthesizer. Classification and Regression Tree 
(CART) and Maximum Entropy (ME) modeling are adopted for automatically 
labeling. Experiment shows that both models are helpful for labeling. 

Keywords: Emotion emphasis, Prosody generation error, Speech synthesis. 

1   Introduction 

During daily speech communication of human beings, emotion can be easily per-
ceived to help understanding their feeling and intentions. With recent advances in 
speech technologies, computers are able to recognize and synthesize natural speech 
with high intelligent and articulation. However, it is yet an important task for them to 
understand and express the implicated emotion, depending on the communication 
environment.  

Previous studies [1] pointed out that there are acoustic correlates between emotion 
and emphasis. Since emphasis acts as an important component of emotion, it is also 
preferred to be labeled as a content of emotion [2]. Moreover, it is widely accepted 
that time-domain features such as duration and pitch contour are most relevant to 
emotional emphasis [3]. Thus many studies made effort to model and label emphasis 
with such features [4] and applied them to speech processing [5].  

As a matter of fact, when training speech models using statistical speech proces-
sors, including recognizer and synthesizer such as Context Oriented Clustering (COC) 
[6], the acoustic features from those speech samples with identical contextual infor-
mation will be statistically averaged. In other words, the acoustic features of speech 
                                                           
* This work is supported by National Natural Science Foundation of China (60805008, 

90820304), the National Basic Research Program of China (“973” Program) (No. 
2006CB303101) and the National High Technology Research and Development Program 
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samples within the same context will be averaged during model training, regardless of 
whether they are emphasized or not. Thus the corresponding generated speech with 
this model will be smoothed to have a consistent quality, which leads to a mismatch 
between the natural emphasized speech samples and the averaged generated ones. 
Since time-domain features are easier to observe and process, we define the mismatch 
of time-domain acoustic features as Prosody Generation Error (PGE), and use them 
to label the emphasized speech samples. 

2   Prosody Generation Error of Statistical Speech Synthesis 

2.1   HMM Based Speech Synthesis 

Hidden Markov Model (HMM) based speech synthesis [7] is one of the state-of-art sta-
tistical parametric speech synthesis methods. All acoustic features of speeches including 
excitation and spectra parameters are modeled in a unified framework of HMM. Unlike 
unit selection based concatenative synthesizer, which always carries a large scale corpus 
at synthesis time, HMM synthesizer is able to generate speech with a small context-
dependent model, and reproduce the original speaker’s voice characteristics. 

As shown in Fig. 1. At training stage, the system extracts excitation and spectra pa-
rameters from the corpus. F0 is used as the excitation parameter and spectra parame-
ters are often represented by Mel-cepstrum, Mel-frequency cepstrum coefficient 
(MFCC), or Line spectral pairs (LSP). These parameters are then used to train corre-
sponding HMM models. Related contextual information is used for tree clustering 
over all the HMM models to create a context-dependent model. At synthesis stage, 
contextual information is extracted from the input text by a front-end text analyzer, 
and then it is used to select appropriate models from the tree for HMM decoding to 
generate speech parameters. At last, a speech vocoder uses these speech parameters to 
synthesize final speech. 

 

Fig. 1. Flowchart of HMM based speech synthesis 
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The contextual information we adopted for HMM speech synthesis contains the 
following aspects: 

• Phonetic information: The initial, final and tone of current syllable; 
• Phonetic environment: The phonetic information of neighboring syllables; 
• Prosodic information: The prosodic hierarchy of Mandarin Chinese [8], such as 

prosody word and phrase count; 
• Prosodic distance: The syllabic distance to prosodic word, phrase and utterance 

boundaries. 

With above features, all samples from the corpus are extracted for modeling and  
reproduced to check the prosody generation error. 

2.2   Prosody Generation Error 

Since the statistical synthesizer generates the speech without emphasis information, 
the acoustic features of synthetic speech will be different from those are emphasized. 
In our experiment, the segment duration and pitch contour differences between gener-
ated parameter sequences and natural ones are computed as prosody generation error. 

 
Fig. 2. Shift error of segment pitch sequences 

 
Fig. 3. Rotation error of segment pitch sequences 
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Fig. 4. Trajectory error of segment pitch sequences 

Duration is a scalar value for each segment, so frame count differences can be used 
to represent this mismatch. 

For pitch contours, we observe 3 types of generation error: 

1. Shift error 

The whole segment pitch contour is raised up or lowered down in some generated 
speech. As Fig. 2 shows, for this kind of error, the pitch data of each frame have a 
comparable incremental or decreased value. In other words, the differentials of two 
sequences keep almost the same.  

2. Rotation error 

The slope of the segment pitch sequences is different in some cases. Most of the time, 
the natural ones will have a steeper trajectory with a larger peak value. The derivative 
of the differential values keeps positive or negative all along the way in such situa-
tion. A sample is shown in Fig. 3. 

3. Trajectory error 

In fact, in most cases, the distortion of pitch contour cannot be easily classified. 
Sometimes the generated sequences have different peak or valley positions, and some 
of them even have different numbers of peaks or valleys. As illustrated in Fig. 4, the 
shape of pitch contour is totally different; however, we cannot simply say that the 
differences of pitch maximum, minimum, average and range follow some intuitive 
rules.  

3   Automatic Labeling Based on CART and Max Entropy 

Currently we already have contextual information a  for each syllable, and more fea-
tures b  can be extracted from prosody generation error. And we aim to find out if a 
syllable sample is emphasized or not by these information.  

Consider a random process that produces an output value y based on these fea-

tures x , with x  and y  being a member of a finite set X and Y respectively. In our 
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case, y  is whether a syllable is emphasized, and x is the relative information about 

that syllable, which is the combination of a  and b . Our task is to construct a stochas-
tic model that accurately represents the behavior of the random process. In other 
words, it should give a reliable estimation of ( | )p y x , which denotes the conditional 
probability that, given a context x , the process will output y .  

For this purpose, we observe the behavior of the random process for some time, 

collecting N samples
1 1 2 2

( , ), ( , ), , ( , )
N N

x y x y x y , and then use two models: CART 

and Max Entropy to represent such a random process. 

1. CART Modeling 

Suppose the feature vector x contains m  features 1 2, , , mv v v . The idea of CART tree 

building is to choose a best split value 
s

v among all of the features to make the result-

ing child nodes have the largest purity. In our case, obviously a tree node contains 
samples of which all are emphasized or un-emphasized has the largest purity.  

If 
s

v  is a categorical variable of K  categories, there are 12 1K − −  possible splits. If 

s
v  is a continuous variable with K  different values, there are 1K −  possible splits. 

Then the tree is grown starting from the root node by splitting a node into two child 
nodes repeatedly.A node will not be split when any of following conditions is  
satisfied: 

• All the samples ( , )x y  belong to the same class y j= , which means they are totally 

pure and do not need to be classified. 
• All the samples ( , )x y  have identical x , which means they have identical informa-

tion that none of the predicators is able to split this node. 
• User defined stopping conditions, such as tree depth, minimum size of tree node or 

minimum decrease of impurity, are met. 

When all the nodes cannot be split, the tree is ready for use. However, an unreason-
able big tree will introduce the over-fitting problem. Several validation and pruning 
technique are proposed to make a right sized tree. 

2. Max Entropy Modeling 

To express these facts of observed training samples using Max Entropy model, sup-

pose the expected value of each feature 
i

f  with respect to the statistics of training 

samples is ( )ip f  and the the expected value of 
i

f  with respect to the unknown 

model ( | )p y x  is ( )ip f , then for each 
i

f  

( ) ( )i ip f p f=  . (1) 

Requirement (1) is called a constraint equation or simply a constraint [10].  
Suppose we have n  features, then all the probability distribution that satisfy the 

constraints exerted by these features constitute a set C : 
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{ }( | ) | ( ) ( )   for {1,2, , }i iC p y x p f p f i n≡ = ∈  . (2) 

Among all the models p in C , the maximum entropy philosophy dictates that we se-

lect the one with maximum conditional entropy: 

( , )

( ) ( ) ( | ) log ( | )
x y

H p p x p y x p y x≡ −∑  . (3) 

Considering * arg max ( )p H p= , it is a constrained optimization problem to find p ∗ . 

The target maximum entropy model has the following form: 

1
*( | ) exp( ( , ))

( ) i i
i

p y x f x y
Z xλ

λ= ∑  , (4) 

where ( )Z xλ is a normalizing constant and 
i

λ  is a Lagrange multiplier which is 

commonly computed from the training set using GIS algorithm. Detailed steps are 
omitted here. 

3.1   Feature Selection Strategy 

To build an appropriate CART or ME model, it is important to locate most relevant 
information for our task. Besides the contextual features that we already utilized in 
statistical synthesis, Section 2.2 also introduced some observations of prosody genera-
tion error. The frame count difference can be directly used as the duration distortion 
feature, and we still need to find out what kinds of features are suitable for represent-
ing pitch distortion. 

First of all, root mean square error (RMSE) is able to evaluate the differences  
between original and generated pitch contour. Without regard to the actual shape of 
trajectory, a larger RMSE often indicates a larger distortion. The RMSE of two  
sequences is defined as: 

2( , ) ( ) /RMSE i i
i

f S T s t N= −∑  , (5) 

where S and T  are two sequences with length N . 
However, a large RMSE does not always stand for an emphasized sample. More 

pitch distortion features that are relevant to our specific application should be discov-
ered. In our experiment, pitch features which are widely used in speech emotion 
analysis are considered to be important to represent the characteristics of emphasized 
samples. These features include maximum, minimum and average pitch value, as well 
as the range of pitch contour. The slope is also helpful for checking the rotation error 
of the sequence.  

Besides the above features from prosody generation error, another type of features 
is also considered. It takes the prediction result of previous round into account, in-
cluding the results of current and neighboring samples. The motivation of adding this 
information came from the observation that pitch contour is influenced by its  
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Table 1. Features used for building the models 

Category Features Meaning & Values 
PinW Position inside a prosody word. 
PinP Position inside a prosody phrase. 
PinS Position in the utterance. 

Contextual  
features 

Tone The tone of current sample. 
DurErr Duration error in frame count difference. 
RMSE RMSE of pitch sequences. 
MaxErr Difference of maximum pitch. 
MinErr Difference of minimum pitch. 
AvgErr Difference of average pitch. 
RangeErr Difference of the pitch range. 

Prosody  
generation error 
based  features 

SlopeErr Difference of the pitch slope. 
LastCur Prediction result of current sample in last pass. 
LastLeft Prediction result of left sample in last pass. 

Prediction result 
based features 

LastRight Prediction result of right sample in last pass. 

 
neighboring samples. By contrast to those ‘static’ features that are fixed and known 
all along once parameters are generated, the features of this category remains un-
known before a first round judgment is made. Table 1 lists all the features adopted in 
model building. Note that the selection of contextual features is based on our experi-
ences on emotional emphasis, so they are much less than those used in speech synthe-
sis in order to avoid over-fitting problem. 

3.2   Resample and Two-Pass Prediction 

It is obvious that the emphasized sample count is much smaller than those not empha-
sized ones. This introduces a severe problem that the model will prefer to refuse  
recognizing the sample to be emphasized. In an extreme situation, the model will 
judge all the samples to be un-emphasized, however the total precision considering all 
samples will be yet relatively high. 

 

Fig. 5. Flowchart of two-pass prediction 
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In order to fix this bad tendency, we perform a resample strategy, which set a pre-
defined weight for emphasized training samples and resample the training data. 

Another observation is that an emphasized sample often leads to a high PGE of its 
neighboring samples, especially for pitch contour. It could be explained by the Pitch 
Target model’s theory [9] that the pitch trajectory results not only from the underlying 
speech unit itself but also from the articulatory context that determine how this unit 
can be implemented. That is why we came up to the idea of two-pass labeling, of 
which the total procedure is shown in Fig. 5. 

4   Experiment 

Our corpus contains 4 sub sets with different emotions: angry, happy, sad and sur-
prise. Each sub set has 220 utterances. The text is extracted from People’s Daily 2000, 
and is labeled with phonetic identities (Tonal pinyin of Mandarin syllables) and pros-
ody boundaries. These labels are automatic labeled with manual correction.  

Emotion emphasis type is also labeled for the syllables but currently they are  
labeled manually. In a preliminary statistic the utterances contain 18 syllables on  
average, of which at most 4 syllables are emphasized in a single utterance but some 
utterances contain none emphasized syllables. That means the un-emphasized  
syllables are almost 10 times more than those are emphasized.  

Among each sub set, we use 180 utterances for training and the remains for testing. 
Note that because emphasis rarely appears in sad emotion, we didn’t train the model 
for sad. 

The evaluation is based on an objective point of reference. Suppose we have 1s  

emphasized samples and 2s  un-emphasized ones. 1c and 2c is the correctly labeled 

count for them respectively. Then we define Precision P , Recall R , F-Score F and 
Total Precision T as: 

1 1

1 2 2 1

1 2

1 2

100% 100%
( )

2

c c
P R

c s c s

c cPR
F T

P R s s

= × = ×
+ −

+= =
+ +

 . (6) 

Setting the resample weight as 4, we get the result listed in Table 2.  

Table 2. Performance of automatic labeling (resample weight = 4) 

Model Precision Recall F-Score Total Precision 
CART 1-pass 66.67% 62.50% 64.52% 92.57% 
CART 2-pass 73.33% 68.75% 70.97% 93.92% 

ME 1-pass 71.43% 62.50% 66.67% 93.24% 
ME 2-pass 84.62% 68.75% 75.86% 95.27% 
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When the resample weight varies from 1 to 10, we take ME 2-pass model as exam-
ple and show its evaluation result in Fig. 6. 

 

Fig. 6. Objective evaluation of ME 2-pass model with different resample weight 

In general, the performance was acceptable, but the recall of emphasized samples 
was always lower than precision. We tried to explain this by going through the pros-
ody generation error again and found that some emphasized samples were already 
synthesized quite well without emphasis label. This probably because that all the 
samples with identical contextual features in the corpus are emphasized, which results 
in a small generation error for them. That is also why the 2-pass model also preferred 
to improve the precision result. Max Entropy model acted better than CART in our 
application. Perhaps the data is still insufficient for covering all these features for 
CART to find a good split. 

From Fig. 6, we can find that the resample weight has a big influence over the per-
formance. As the weight increasing, the recall and F-score are improved but more and 
more un-emphasized samples will be misclassified. Considering the final perform-
ance, it is the best choice to choose 4 as our weight. This value is related to the count 
ratio of emphasized samples over un-emphasized ones, but the detail is not carefully 
studied yet. 

5   Conclusion 

In this paper, we stated the problem of labeling emotional emphasis for a corpus that 
already has phonetic and prosodic annotation. The prosody generation error from a 
statistical synthesizer trained from this corpus is examined and features are hence 
extracted to build up an automatic labeling model using CART and ME. During 
model training, samples are re-sampled to help fix the data ratio problem of empha-
sized sample over un-emphasized ones. And a two-pass procedure is also proposed 
for improving the performance. The final result is proved to be greatly enhanced with 
above efforts. 

Further work involves preparing more available recordings and high-level syntactic 
information such as Part-of-Speech tagging can be introduced to achieve a better pre-
diction result. 
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Abstract. Image feature extraction is crucial in image target recognition. This 
paper presents a method of image feature extraction by combining wavelet  
decomposition. The image is first decomposed by wavelet transforms, and the 
decomposed coefficients are reconstructed to form a new time series, from 
which some energy vector can be extracted by time-frequency domain analysis. 
By calculating correlation coefficients, it is possible to recognize whether target 
signal is involved or not in gained image. The effectiveness of the method is 
verified by a real image with additive simulated noise signal, especially under 
the condition of low SNR. 

Keywords: Wavelet Decomposition; Target Detection; Image; Feature Extraction. 

1   Introduction 

Image recognition is a difficult yet crucial technology in the domain of image man-
agement and computer vision, with the image feature extraction as its key point. As far 
as the task of target recognition is concerned, the quality of the extracted image feature, 
to a certain degree, not only affects the result of image recognition, but also has con-
siderable effect on both the following examination and the quantity of recognition  
operation. The most commonly-used tool in feature extraction is time-frequency trans-
form. With the characteristics of multi-differentiation and the capacity representing 
signal’s regional feature in the realm of time-frequency, wavelet shift, a method of 
time-frequency regional analysis which can shift freely in both time and frequency, has 
been widely used in image feature extraction. Among them, Gabor wavelet transforms 
perfectly illustrates the sense perception of visual nerve cells biologically. Through the 
regulation of the sampled image feature in space and frequency according to particular 
requirements, we can obtain the features of the interested targets. Therefore, the re-
search of Gabor filter and its application in image classification and computer vision 
has drawn an extensive attention. But, as for frequency domain transform, whether or 
not the target object’s geometric characteristics can be properly pictured in the fre-
quency range available is still a crucial yet hard problem to deal with at all times. 
However, geometric features of the target are the most visible and most powerful  
eigenvector used to illustrate the target objects. 

Many methods have been proposed to represent contours. The chain-code and the 
improved chain-code approximate a contour with a sequence of directional vectors. 
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The B-spline descriptors describe a contour using a set of piece low-order polynomi-
als and the Fourier descriptor describes a contour with coefficients via Fourier  
analysis. In recent years, the wavelet transform became an active area in multi-
resolution signal and image analysis. The main idea of Chuang and Kuo is that a  
coordinate-based planar curve is firstly converted to wavelet coefficient domain using 
wavelet transform, and then wavelet coefficients of the curve are normalized using a 
procedure to be invariant to translation, rotation, and scaling so that curve comparison 
can be performed by comparing normalized wavelet coefficients. It is successfully 
used in many applications such as shape recognition and contour-based matching. In 
this paper we adopt this wavelet transforms to extract feature from image, in that: 

(1) Feature derived from wavelet transforms is very compact and can be normal-
ized to be invariant to translation, rotation, and scaling. 

(2) Contours can be matched from the coarsest scale to finer one so that noise up 
to some levels can be handled and high computation speed can be achieved.  

The rest of the paper is organized as follows. Section 2 introduces wavelet transforms. 
Section 3 proposes a method of image feature extraction. Experiments are illustrated 
in Section 4. Section 5 gives a brief summary of this paper.  

2   Wavelet Transforms 

A brief review of this wavelet-based curve descriptor is as follows: we 
use )(tφ and )(tϕ to denote a scaling function and corresponding wavelet function and 
both of them satisfy the dilation equations, with )(tm

nφ and )(tm
nϕ being their dilations 

and translations respectively. 
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Let us denote a clockwise-oriented plane curve with parametric coordinates: 
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where t is normalized arc length. l and L are arc lengths along curve from a certain 
starting point t0 and total arc length, respectively. By applying the wavelet transforms 
to the parameterized coordinates, we can obtain: 
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are called the approximation signals at scale m and 
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are called the detailed signals at scale m. Because noise is generally included in de-
tailed signals, which are high frequency, we use the approximation coefficients 

,M m
n na c defined above as a planar curve descriptor for matching. Because of 2D 

rigid transformation (translation, rotation, and scaling) between the DEM and REM, 
the wavelet coefficients and approximation ones of the same contour may be differ-
ent. However, in matching or recognition applications, it is known that the features 
selected as descriptors should be as insensitive as possible to the variation in 2D rigid 
transformation. Fortunately, it is well proved that normalized wavelet coefficients and 
normalized approximation ones are invariant to 2D rigid transformation. We can nor-

malize ,M m
n na c for individual curve to get normalized approximation coefficients. 

The normalization procedure can be referred to for detailed specification. We use 

,M m
n na c  to measure the similarity of two contours and use vector ( ,M m

n na c ) to get 

image feature, which can be used in target classification.  

3   A Method of Image Feature Extraction 

The steps of image feature extraction can be explained as follows: 

Preprocessing: First, normalize the known infrared images 1 2( , )f x x ; second, sub-
tract image’s average value (i.e. to generate zero value image) from the normalization. 
In this way, energy can be focused greatly, and accordingly we can enlarge the image 
prime numbers by the specific problems.  

Multi-sized wavelet disassembly of the obtained images (if required, wavelet pack-
age disassembly should be conducted). This can be done by extracting the respective 
signal features on the scale from low frequency to high frequency.  

Reconstruct wavelet decomposition coefficients to extract signals of each fre-

quency. We can use 0 1, ,..., Ms s s  to express decomposed reconstructed signals from 

low frequency coefficients and high frequency coefficients. (if needed, ,M m
n na c can 

be dealt with by adopting the method of threshold value ) Then signal s  can be  
denoted as   

 0 1 ... Ms s s s= + + +                                               (6) 

On the assumption that the frequency of the target signal has been dealt with 
through normalization, say, the lowest frequency is 0, and the highest frequency is 1, 

then the frequency range ( 0,1, 2,..., )js j M=  extracted can be denoted in the fol-

lowing table.  
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Table 1. Frequency scope of decomposed signals 

Signals  
0s  1s  2s  

3s  

Frequency scope 0～0.125 0.125～0.25 0.25～0.5 0.5～1.0 

 
Extraction of the total energy of all signal frequency scope. Suppose that jE  is the 

signal 0 1, ,..., Ms s s corresponding energy, let’s define, 0 1, ,..., Ms s s  
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where ),...,2,1(,)( nkks j =  denotes the n th scattering point of the reconstructed  

signals. 

Construction of eigenvector jE . By using energy jE   as the element, the eigen-

vector Zz  can be constructed as follows: 

0 1( , ,..., )MZ E E E=                                                    (8) 

Image detection: Figure out the correlation coefficient kd  between unknown target 

eigenvector Z  and eigenvector kZ
  

of the Kth target mode in the database.  
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where L is the maximum value of vector Z and length kZ . For all k , the correspond-

ing  template of the biggest value kd  is the recognized result of the target. 

4   Experiment 

To illustrate the superiority of this arithmetic in the field of eigenvector extraction, we 
undertake the experiment of image examination by adopting the above mentioned 
image classification arithmetic. The selected images are the most representative ones, 
including F-16、J-11、Su 27、transportion-8C、FC-1、annihination-10 and other 
target images, which are the extracted ones used as training samples. The following 
are the 6 silenced pictures. ( SNR is 1.0 dB)  

During the process of examination, we find that a single target is of as many as 
30 images taken from the different angles respectively. Then we can identify whether 
the extracted images belong to the wanted aircraft, what type it is. This can be done 
only with the help of examining the extracted images of the randomly-sampled target  
samples, and then put the extracted numbers into the superior classification function. 
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Fig. 1. The extracted images of six aircrafts 

  

                      Fig. 2. Gaussian function                             Fig. 3. Wavelet mother function 

With the consideration of the affect of noises, we can add 0～2 white noise of Gauss 
to the source /original images. From the result of the experiment, we find that within 
the threshold value and the noise level below or no more than 1.0, there exists no er-
ror, and the rate of recognition is up to 100% if we operate according to the above 
mentioned method. When the noise level is /equals 2.0, we can obtain a higher recog-
nition rate, say 95%. Therefore, the discussed method is of high differentiation, per-
fect anti-noise capacity.  

In many applications for image processing the smoothing function, selected s(x, y) 
is the Gaussian function and it is illustrated in Figure2. The echo data of recognition 
target are denoted in radar echo with the combination of white noise of Gauss. The 
radar target 1-D range profile, wavelet decomposition and maximum-coefficients are 
showed in Fig3. 
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5   Conclusion 

This paper applies the idea of wavelet transform to image recognition and classifica-
tion. By using the wavelet transform, the source images can be decomposed into a 
sequence of different spatial resolution images. Image features’ extraction is mainly 
based on wavelet coefficients. Lots of experiments on this aspect have been  
conducted and the results show that the proposed method is quite effective. 
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Abstract. In this paper, according to characteristics of flatness error evaluation, 
a hybrid evaluation method to evaluate the minimum zone error is provided. 
The evolutional optimum model and the calculation process are introduced in 
detail. The hybrid optimization algorithm is based upon chaos optimization  
algorithm (COA) and Powell search. Compared with conventional optimum 
methods such as simplex search and Powell method, it can find the global opti-
mal solution, and the precision of calculating result is very good. Moreover, the 
efficiency of COA is much higher than some stochastic algorithms such as 
simulated anneal algorithm and genetic algorithm (GA) when COA is used to a 
kind of continuous problems. The hybrid optimization algorithm can improve 
the efficiency of searching in the whole field by gradually shrinking the area  
of optimization variable. Finally, the control experiment results evaluated by 
different method such as the least square, simplex search, Powell optimum 
methods and GA, indicate that the proposed method does provide better accu-
racy on flatness error evaluation, and it has fast convergent speed as well as  
using computer expediently and popularizing application easily. 

Keywords: Flatness, Evaluation, Chaos Optimization Algorithm, Minimum 
Zone. 

1   Introduction 

The minimum zone deviation, as defined in the ISO/R1101 standard, is generally ac-
cepted for specifying the form errors of geometric features [1,2]. However, no spe-
cific methods are recommended for finding minimum zone deviation in ISO/R1101. 
At present, the evaluation methods of form and position error are the least square, 
minimum zone method and so on. Although the least-squares method, because of its 
simplicity in computation and uniqueness of the solution provided, is most widely 
used in industry for determining form and position error, it provides only an approxi-
mate solution that does not guarantee the minimum zone value [3]. The results of 
minimum zone method not only verge on ideal error value, but also accord with ISO 
standard. Therefore, much research has been devoted to finding the minimum zone 
solutions for flatness error and other form errors using a variety of methods. Some 



194 K. Zhang  

researchers applied the numerical methods of linear programming [3-5], such as the 
Monte Carlo method, the simplex search, spiral search, and the minimax approxima-
tion algorithm etc. Another approach has been to find the enclosing polygon for the 
minimum zone solution, such as the eigen-polyhedral method, the convex polygon 
method, and the convex hall theory etc. For example, computational geometry based 
techniques were applied to form error evaluation, and have shown to be efficient tools 
for calculating the minimum zone tolerance of various geometric features [6-9]. How-
ever, this algorithm also does not guarantee the minimum zone solution since only the 
facet-vertex antipodal pairs are taken into account. 

The optimization algorithms are commonly used to approach the minima of flat-
ness error objective function through iteration when a microcomputer is applied to 
assess flatness errors by minimum zone method. The essential prerequisite for  
convergence of any optimization algorithm is that the objective function to be solved 
has only one minimum in its definition domain, that is, it is a single valley one. If an 
objective function has more local minima in its definition domain, it’s solution 
searched for by an optimization algorithms may not be its global minimum which is 
the wanted flatness error. Therefore, the mathematical models and algorithms for  
flatness error evaluation may be influenced in their solutions’ reliability and practical 
values. 

The traditional optimization methods are employed to refine the least-squares  
solution further. However, these traditional optimization methods have drawbacks in 
finding the global optimal solution, because it is so easy for these traditional methods 
to trap in local minimum points [10]. 

Chaos Optimization Algorithm (COA) is a stochastic optimization technique. By 
the use of the properties of ergodicity, stochastic property, and “regularity” of chaos 
variables, COA is prone to leap over local minimum points, and that continuity and 
differentiability of objective function are not required. The efficiency of COA is much 
higher than some stochastic algorithms such as simulant anneal algorithm (SAA) and 
genetic algorithm（GA）when COA is used to a kind of continuous problems. The 
chaos optimization algorithm can improve the efficiency of searching in the whole 
field by gradually shrinking the area of optimization variable. But when the search 
domain is larger or the local minimum is nearly same as the global, a longer computa-
tion time is required by this kind of approach in order to reach the global minimum. 
Considering advantages of Powell optimization method, such as the smaller calcula-
tion load, the faster optimization speed, the combination of COA and Powell optimi-
zation may greatly improve efficiency of algorithm.  

In this paper, according to characteristics of flatness error evaluation and the mini-
mum zone criterion, a hybrid algorithm by integrating COA and Powell search is  
presented to evaluate the minimum zone error of flatness error. The evolutional opti-
mum model and the calculation process are introduced in detail. An example is given 
to test its validity herein. 

The rest of this paper is organized as follows: The flatness error analysis is pre-
sented in Section 2. The hybrid optimization algorithm based upon chaos optimization 
algorithm (COA) and Powell search is given in section 3. An example is given to test 
its validity herein. Simulation results and the discussion of the results are presented in 
section 4. Finally, conclusions are given in Section 5. 
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2   Flatness Analysis 

ISO Standards recommends a minimum zone evaluation of form and specifies that the 
ideal/reference features must be established from the actual measurement data such 
that the deviation between it and the actual feature concerned will be the least possi-
ble value. 

According to ISO standard, the minimum zone flatness is defined by the minimum 
distance between two parallel planes that contain the real profiles, the two parallel 
planes are shown in Fig.1. Here, such two parallel planes can be represented by  
equation (1).         
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Therefore, the minimum zone flatness is expressed as follows: 

),(min BAf . (4) 

Without losing the generality, we define optimized problems as the minimization 
problems. Using a hybrid optimization algorithm based on COA to evaluate flatness 
errors can be summarized as finding the set of variables )( B,A so that the objective 
function )( B,Af is the minimum. 

3   Hybrid Algorithm 

3.1   Chaos Optimization Algorithm 

We choose Logistic mapping formula [11] to generate chaos variables as follows: 

))(1)(()1( kkk γλγγ −=+ , (5) 

where λ is control parameter, 1)0(0 ≤≤ γ . This map is often used to model popula-

tion dynamics. The parameter λ  is the nonlinearity parameter; when λ =3.79 the 
mapping is chaotic [12]. The logistic map is a one dimensional map. By the use of 
sensitivity of chaos motion for initial value，n chaos variables can be obtained by 
endowing n tiny difference initial values with (5).  

 Let optimization problem be minimum in the form as follows: 
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where },,,{ n21 xxxX …= , ix are optimization variables， ia and ib are respectively up

per limit and lower limit of ix .  

The procedure of COA is as follows: 

Step 1: Choose maximum movement degree M of chaos variables and search  
number S. 

Step 2: Generate nS ×  chaos variables )0(i
jγ , 1)0(0 ≤≤ i

jγ  (i=1,2,…, n; 

j=1,2,…, S).  

Step 3: Let chaos variables )0(i
jγ map into the range of optimization variables ix : 
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Fig. 2. Procedure of hybrid optimization algorithm 
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3.2   Powell Search 

Powell method is an extension of the basic pattern search method. It is the most 
widely used direct search method and can be proved to be a method of conjugate di-
rections. A conjugate directions method will minimize a quadratic function in a finite 
number of steps. Since a general nonlinear function can be approximated reasonably 
well by a quadratic function near its minimum, a conjugate directions method is ex-
pected to speed up the convergence of even general nonlinear objective function. The 
procedure of Powell search may be obtained from literature [10]. 

3.3   Hybrid Optimization Algorithm 

In order to improve the performance of chaos optimization, we present a hybrid chaos 
optimization algorithm based on chaos optimization and Powell search. The proce-
dure of hybrid optimization algorithm is shown in Fig. 2. As shown in Fig. 2, first, the 
search by using COA is prone to arrive near global optimization solution. Then, the 
local search using Powell search can be quickened, and satisfying result can be  
obtained. 

4   Examples  

One numerical example is given here to check the validity and efficiency of the pro-
posed evaluation method. The measurement data from the plane surface are given in 
Table 1 [4].  

Table 1. Data measured 

y(cm) 
x(cm)

0           10            20            30            40            50         60 

0 

10 

20 

30 

40 

50 

60 

70 

80 

90 

10.71 

4.30 

-2.69 

-0.67 

-13.63 

-18.26 

-22.04 

-25.43 

-28.58 

-31.71 

8.81 

1.90 

-5.00 

-11.01 

-16.19 

-20.70 

-24.50 

-28.11 

-30.99 

-33.68 

6.31 

-0.82 

-7.77 

-14.03 

-19.10 

-23.86 

-27.90 

-31.66 

-34.67 

-37.13 

4.01 

-3.17 

-10.22 

-16.65 

-21.86 

-26.55 

-30.64 

-34.52 

-37.59 

-39.62 

1.91 

-5.24 

-12.29 

-18.53 

-24.09 

-28.91 

-33.22 

-37.05 

-39.99 

-41.96 

0.80 

-6.65 

-13.93 

-20.56 

-26.03 

-31.11 

-35.53 

-39.16 

-41.96 

-43.41 

0.00 

-7.38 

-14.66 

-21.10 

-26.53 

-31.42 

-35.87 

-39.24 

-42.08 

-43.93 
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Table 2. Flatness results 

Calculation 
method 

  A 
(μm/cm) 

 B 
(μm/cm) 

Flatness    
error 
(μm) 

Least-square -0.483 -0.223 9.214 

Simplex search -0.486 -0.216 9.134 

Powell search -0.487 -0.212 9.132 

Literature [4] -0.482 -0.196 8.76 

GA -0.461 -0.494 8.317 

Hybrid algorithm -0.5142 -0.467 8.231 
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Fig. 3. The evaluation of flatness error 

The procedures were programmed in the MATLAB programming language. Fig. 3 
shows the searching processes of flatness errors. As seen in the figure, it takes about 
140 iterations to find the minimum zone solution of the flatness error. The calculation 
result of flatness using the hybrid algorithm is f=8.231μm . The results of flatness 

evaluation from different methods are provided in Table 2. As shown in the table, the 
comparison shows that the global optimum solution of flatness evaluation problem 
using the proposed procedure can be obtained and accord with the fact of measured 
profile. Figs. 3 shows the optimizing processes of the method for data sets (for clearer 
comparison, the optimizing processes for GA is showed in the figure). As seen in the 
figure, it takes about 70 iterations to find the optimal solution in using hybrid optimi-
zation algorithm to evaluate flatness error. This further illustrates effectiveness of the 
proposed method. 
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In order to verify the flexibility of the proposed method, many measured data of 
flatness error evaluation available in the literature are selected and all the results are 
found to be more accurate than those obtained by the LSM and conventional optimi-
zation methods. 

5   Conclusions 

The flatness evaluation problem was formulated as unconstraint optimization problems. 
In this paper, a hybrid optimization approach based on chaos optimization and Powell 
search to evaluate flatness error was presented. The optimization solution procedure was 
developed to solve the optimization problem. The techniques were compared to some 
existing techniques. It is shown through example that the procedure of this paper  
provides exact values of flatness error. The result also shows that the proposed proce-
dure converges to the global optimum more rapidly than conventional methods. The 
evaluation method is the same with the others form and position error evaluation. 
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Abstract. Crying is an acoustic event that contains information about the func-
tioning of the central nervous system, and the analysis of the infant´s crying can 
be a support in the distinguishing diagnosis in cases like asphyxia and hyper-
bilirrubinemia. The classification of baby cry has been intended by the use of 
different types of neural networks and other recognition approaches. In this 
work we present a pattern classification algorithm based on fuzzy logic Type 2 
with which the classification of infant cry is realized. Experiments as well as  
results are also shown. 

Keywords: Fuzzy Sets, Pattern Matching, Neurological Risk. 

1   Introduction 

The interest to analyze the infants' crying with the intention of helping in the diagno-
sis of pathologies has increased in the last years. At present computer models are used 
to automate the pathologies identification through infant cry. In [Cano 2007] it is 
established that the crying is an acoustic event that contains information about the 
functioning of the central nervous system, and that the analysis of the infant’s crying 
can be a support in the distinguishing diagnosis in cases like asphyxia and hyper-
bilirrubinemia. Also there, Cano reports the results obtained in the classification of 
these two pathologies, for whose processing the authors used a method based on the 
Kohonen´s Self-organizing maps (SOM) obtain a precision of 85 %. Orozco-García 
[Orozco 2002] classified the crying of normal and deaf infants, reporting results of  
98.5 % of precision for the classification of  pathologic and normal cry, using a feed-
forward neural network trained with the method of conjugated scaled gradient. 
Orozco used four types of features, namely; Linear Prediction Coefficients (LPC), 
Mel Frequency Cepstral Coefficients (MFCC), Fundamental Frequency and Intensity. 
Amaro (2008) proposes an automatic recognition system of the infants crying based 
on the combination of characteristics. Classifying two classes, normal and deaf, with a 
feed forward network neural, it achieved results of 98.66 % of precision with the 
combination of four characteristics that are: LPC, MFCC, Intensity and 
Cochleograms. 

In [Verduzco 2004] it is explained how it is that pathologies that affect the nervous 
system and that can have neurological type sequels, produce changes in the crying of 
infants. In the case of the hyperbilirrubinemia crying is affected in the fundamental 
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frequency, it increases the percentage of phonation and increases the first formant 
variability (the highest intensity in a certain frequency). In crying of infants with 
asphyxia an increase in the fundamental frequency over the cases of crying of normal 
infants is detected. On the other hand, Jara (2006) did not find significant differences 
between the fundamental frequency of crying of infants asphyxiating and normal. 
Nevertheless, it documented high intensities in the signals of crying of infants with 
asphyxia; he also applied spectrophonographical analysis on the crying of infants 
presenting neurological risk pathologies. And he found that the fundamental fre-
quency of cries affected by hyperbilirrubinemia increased up to 2120 Hz. with a 
minimum of 960 Hz. compared with a maximum of 670 Hz. and minimum of 390 Hz, 
in healthy infants' crying. 

The classification of baby cry has been intended by the use of different types of 
neural networks and other recognition approaches. In this work we present a pattern 
classification algorithm based on fuzzy logic Type 2 with which the classification of 
infant cry is realized. In [Saïd, Sayed and Billaudel 2007] a fuzzy pattern matching 
method is described (FPM) and experiments with overlapped classes are made, re-
porting a precision average of 92.58 %. In [Chen, Wu and Yachida 1995] use the 
FPM method for the detection of the face of a person inside an image. A characteristic 
of this type of information is that they are also overlapped. After applying the FPM 
method, they conclude that the method is flexible and robust, since they managed to 
detect faces in different images based on the extraction of colored maps. 

2   Type 2 Fuzzy Sets 

In 1965 Lotfi Zadeh published by first time the theory were he presents fuzzy sets like 
those to which an element belongs to a certain degree. The membership degree of an 
element x to a fuzzy set A is determined by a membership function, this membership 
degrees are in the [0,1] interval  [Zadeh 1965]. 

Formally a fuzzy set A is defined as a membership function to map the elements in 
a domain or universe of discourse X to elements in the [0,1] interval:  

A: X→ [0,1] (1) 

The closer is A(x) to 1, the larger will be the membership of object x to the set A. 
Then the possible membership values vary between 0 (absolutely no membership) and 
1 (total membership). This kind of functions is known as of type 1. An example is 
shown in Figure 1 (a). 

Type 2 membership functions describe to type 2 fuzzy sets. To describe this kind 
of sets we have as a base the image the type 1 membership function image in Figure 1 
(a). Now, lets imagine that the membership function is distorted, if we move the ver-
tex of the triangle to the right and to the left in an irregular way we will have what is 
shown in Figure 1 (b).  Then, for a specific value x’ there is not a specific membership 
value u’, instead there are several values u’ (called primary membership). Nonetheless 
these values do not have the same importance, that is why weights are assigned to 
each of them (secondary membership), so that for each value of x, a tridimensional 
membership functions should be generated. Figure 2 shows an example of the  
membership functions for each value of x [Mendel y Bob 2002]. 
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(a)                                                         (b) 

Fig. 1. (a) Type 1 membership function.  (b) Shaded Type-2 membership function [Mendel & 
Bob 2002] 

A type 2 fuzzy set, denoted by Ã, is characterized by a type 2 membership function 
μÃ(x,u) where x Є X and u’ Є Jx  which is in the  [0,1] interval. A formal definition of 
a type 2 fuzzy set is given by:  

( ) ( )( ) [ ]{ } 1,0,,,,  Ã Ã ⊆∈∀∈∀= xJuXxuxux μ
 (2) 

where Jx is the membership set of x and ( ) 1,0 Ã ≤≤ uxμ .  

Ã can be also expressed as:  

( ) [ ]1,0),(, Ã Ã ⊆= ∫ ∫∈ ∈ xXx Ju
Juxux

X

μ
 

(3) 

where ∫∫ denotes the union on all the x and their corresponding calculated u’. Let us 

recall that the union of two sets A and B is by definition another set that contains the 
elements of A or B. If we look to each element of a type 2 fuzzy set  as a subset, then 
the unions in equation (3) fulfills the definition of union, For each specific value of x 
and u thee is one union [Mendel y Bob 2002]. 

The example in Figure 2 describes ( )ux,Ãμ . There, the values for x and u are dis-

crete, in particular, X = {1,2,3,4,5} and U = {0,0.2,0.4,0.6,0.8}. For each value of x, 
like x=x’, the second plane axe represents the values of u and ( )ux ,'Ãμ  is represented 

by the vertical part. A secondary membership function is the vertical part of ( )ux,Ãμ . 

This is ( )uxx ,'Ã =μ  for Xx ∈ and [ ]1,0' ⊆∈∀ xJu  it means: 

( ) ( ) [ ]1,0)(','
'' 'ÃÃ ⊆=≡= ∫ ∈ J xJxu x uufxuxx μμ  (4) 

where 1)(0 ' ≤≤ uf x  and ∫  represents the union operation [Mendel y Bob 2002].  

Continuing with the example, the type 2 fuzzy membership function described in 
Figure 2, for x=2, has the following values: 

( )2Ãμ =0.5/0+0.35/0.2+0.35/0.4+0.2/0.6+0.5/0.8 
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Fig. 2. Example of a type 2 membership function [Mendel & Bob 2002] 

where symbol / is not a division, instead it is used to separate the primary membership 
from the secondary one: [primary membership]/[secondary membership] and the + is 
not an arithmetic sum but the union of memberships, each primary membership has a 

secondary membership assigned. Note that the calculation of each value of ( )'Ã xμ  is 

through primary and secondary membership functions.  

3   Infant Cry Classification 

The infant cry classification process begins with the acoustic processing of the crying 
signal to obtain the acoustic features in order to form the corresponding data matrixes 
of each class. Then, a fuzzy pattern matching training process on the classifier is exe-
cuted. Once the classifier is trained it can be used to recognize unknown infant cry 
signals.   

The samples of infant cry used were directly recorded and collected at the National 
Mexican Rehabilitation Institute (Instituto Nacional de Rehabilitación-INR), and at 
the Social Security Mexican Institute (Instituto Mexicano del Seguro Social-IMSS) in 
Puebla, Mexico. For this work we used samples from healthy infants (normal) and 
from babies with the pathologies of asphyxia and hyperbilirrubinemia. The collected 
files were processed by; cleaning the signals from silence segments, normalizing them 
to the frequency of 8,000 Hz. Then each file was divided in 1 second segments, after 
which we obtained 418 hyperbilirrubinemia samples, 340 of asphyxia, and 1136  
normal samples. 

The feature extraction was done with PRAAT [Boersma P. y Weenink D. 2007]. 
We used four different extraction methods for the features; Intensity, Cochleogram, 
LPC, and MFCC. For the extraction of the two last features we applied 50 ms win-
dows (Hamming), in each of which we obtained 16 coefficients. In this way we ob-
tained feature vector for the corresponding characteristic with 19 values for Intensity, 
304 for LPC and MFCC and of 510 cochleogram values for each one second segment 
sample. 
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4   Fuzzy Pattern Matching with Type 2 Fuzzy Sets 

Once the feature vectors of each class are obtained, we proceed to the infant cry rec-
ognition and classification phase. For this task we applied the Fuzzy Pattern Matching 
approach modified to the use of type 2 fuzzy sets (T2-FPM).  

The algorithm is divided in two parts, the learning one, where primary and secon-
dary membership information on the classes is collected, the membership of each 
element to each class is calculated, and a decision to which class each element be-
longs to is taken.  

In the training phase, from the matrixes containing the feature data of each class 
(MatrizEntrenamientoc), where c ∈ (c1, c2, … cm) and m  is the number of classes, a 
matrix called HisT2c is obtained. This matrix is a histogram which concentrates the 
information of the training matrix for class c and which is obtained in the following 
way.  

• The largest and the lowest values in the training matrixes, for the class the classi-
fier is going to be trained, are determined. 

• A vector b is calculated, whose first value is the lowest value and the last value is 
the largest one, and the intermediate values are thus obtained by calculating equal 
intervals between the largest and the lowest values.  

• The number of intervals is experimentally established and represents the bars in the 
histogram. 

• Further on the value the value d, which is the number of intervals in which each 
interval described in b will be divided, is calculated, and a matrix called Ma-
trizGuía, which is a guide of the values in the training matrixes, is built. 

• Then, for each attribute x ∈ X=(x1, x2, …. xn) found in the class c training matrix: 
• Indexes ij are obtained, such that  MatrizGuíaij is the closer value to x and HisT2c

ij 
is updated as follows: 

HisT2c
ij = HisT2c

ij + 1 (5) 

• Later on the primary and secondary membership values corresponding to the 
attributes counted in each HisT2c

ij is calculated in the following way: 

max2

2
c

ij
c

ij
c

HisT

HisT
MsP =  (6) 

where MsPc
ij is the primary membership value of the element HisT2c

ij, c is the class to 
which it belongs to and HisT2c

max is the maximum value contained in the HisT2 of 
class c. This primary membership value indicates the membership degree of an ele-
ment to class c. 

The secondary membership is calculated with:  

∑
=

= C

c

c
ij

c
ij

ij
c

HisT

HisT
MsS

1

2

2  
(7) 
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where MsSc
ij is the secondary membership value of element HisT2c

ij, this value is 
divided by the value obtained from the sum of the values in the HistT2ij of each class. 
The secondary membership value indicates the importance of that element to class c, 
because it takes in count its membership to the rest of the classes.  

In the classification phase an element X=(x1,x2,…xn) is received, from which the 
membership to each class is obtained; for doing that the indexes ij or obtained in a 
way that MatrizGuíaij is the closer value to xk, where xk ∈ X, and if MsSc

ij>PM the 
membership degree is calculated with equation (8) else it is calculated with equation 
(9). This is so because depending on secondary membership value we may know if 
that element is important for the class, then if the secondary membership value is 
greater than PM its final membership value is maximized, on the contrary it is maxi-
mized. PM  is a parameter which can be experimentally modified, and can take values 
in the [0,1] interval. 

πc(xk) = MsPc
ij+MsSc

ij (8) 

πc(xk) = (MsPc
ij+MsSc

ij) / 2 (9) 

where π(xc
k) represents the membership of point xi to class c, if the secondary mem-

bership obtained for point ij in class c is greater than 0.5 it means that that point is 
important for that class, so that primary and secondary membership values are added 
up, else the point is not so important for class c in which case the sum of the primary 
and secondary membership values are divided by two.  

Further on the total membership of X to class c is obtained 

πc(X)=H[π(xc
1), π(xc

2) …. π(xc
n)]   (10) 

where πc(X) is the membership degree of simple X to class c and the function H is the 
average of the memberships obtained for each point xk. 

The element X is assigned to which it has obtained the greater membership. It is 
worth to mention that for the experiments performed in this work the following pa-
rameters were used: b=20 and d=10, which means that the HisT2 generated in each 
test were of size 20x10 as well as the matrixes of the primary and secondary member-
ships. Notice that regardless the samples size and of the attributes, each class is repre-
sented by matrixes of the same size, which makes the classification process to be a 
simple and fast algorithm.  

5   Results 

The classifier was tested using the method of 10-fold cross validation, which consists 
of dividing in 10 parts the testing set, and testing the classifier with each one. Nine 
subsets are used for training and one for testing. This process is repeated 10 times 
using a different test set each time.  

5.1   Evaluation Metrics  

Recall and precision metrics were used to evaluate the performance of the classifier. 
Precision metric gives the percentage of elements correctly classified, and it is defined as: 
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100*⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

t

c
c E

E
precision    (11) 

where Ec is the total number of elements classified as class c, and Et is the total num-
ber of elements belonging to class c. 

Recall with respect to class c is defined as the probability that an instance x, which 
belongs to class c, could be correctly classified [Montes and Villaseñor 2007].  Recall 
is calculated as: 

100*⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

tc

c
c E

E
recall  (12) 

Ec  is the total of elements classified as class c and Etc is the total of elements actually 
classified as c, including those belonging to other classes.  

5.2   Experiments 

The dataset used to test the classifier contains: 400 patterns for class “normal,” 340 
patterns for class “asphyxia” and 418 for class “hyperbilirubinemia”. Each pattern 
contains four feature vectors: LPC (304 elements), MFCC (304 elements), intensity 
(19 elements) and cochleogram (510 elements). Different combinations of these vec-
tors were used for testing the classifier, in order to find out the best features to dis-
criminate among asphyxia and hyperbilirubinemia. For example, for the test case 
using the four feature vectors, the classifier receives as input 1,137 attributes coming 
from 340 patterns. 

The most interesting results are shown at table 1. Notice that the combination of 
LPC and Cochleogram vectors gets the best classification results, even better that the 
experiment using the four vectors. Other interesting point is that, when only one vec-
tor was used as feature vector, the best result was obtained by LPC, and the worst by 
intensity. A reason for this behavior may be that intensity is the smallest feature vec-
tor, holding only 19 attributes for each segment of the signal. In the other hand, 
cochleogram vector has the biggest number of attributes. However, LPC vector per-
formed better than cochleogram when discriminating among asphyxia and  
hyperbilirubinemia. 

Table 1. Experiments using three classes: asphyxia, normal and hyperbilirubinemia 

Mean 
Feature(s) 

Precision Recall 
Cochleograms 85,00% 85,73% 
Intensity 61,31% 57,63% 
LPC 89.15 92.70 
MFCC 78,73% 85,60% 
LPC-Cochleograms 91.74% 92.53% 
LPC-Cochleograms-MFCC 84,67% 82,83% 
LPC-MFCC-Cochleograms- Intensity 89,85% 93,92% 
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Table 2. Experiments using two classes: normal and hyperbilirubinemia 

Mean Feature(s) 
Precision Recall 

Intensity 75,32% 83,32% 
LPC 86,92% 86,12% 
MFCC 90,88% 91,57% 
Cochleograms 73,86% 81,30% 
LPC-MFCC 95,56% 95,77% 
LPC-Intensity 72,51% 80,57% 
LPC-Cochleograms 86,79% 89,67% 
MFCC-Cochleograms 80,93% 84,37% 

Some experiments discriminating among two classes were performed in order to 
figure out which features best describe hyperbilirubinemia. Each feature vector was 
used by itself to classify, and also combinations of two feature vectors were tested. 
Results are shown at table 2. As in the case of three classes, best results were obtained 
using LPC. Second best was obtained with MFCC.  When two feature vectors were 
combined, LPC-MFCC got the best results, getting 95.56% precision. This may indi-
cate that LPC is the best characteristic vector for this case. For the same case, a 
95.77% of recall was obtained. 

For three-class classification, the best results were obtained using LPC-
Cochleograms. Acceptable results were also obtained when all four feature vectors 
were used (LPC, MFCC, Cochleograms and intensity). The fact that two feature vec-
tors perform better than four may be explained because intensity proved to be bad 
discriminator when used by itself (see table 1).  

6   Conclusions 

We developed a cry-signal classifier based on pattern matching and type-II fuzzy 
logic, able to discriminate normal cries from cries when asphyxia or hyperbilirubine-
mia is present.  The classifier was tested using different combinations of feature vec-
tors as well as different combinations of the three available types of cries. Best results 
were obtained when LPC and MFCC feature vectors were used to discriminate two 
classes. For the case were the classifier worked to discriminate three classes, best 
results were obtained using feature vectors LPC and cochleograms.  For the case were 
the classifier discriminated among normal and hyperbilirubinemia,  the best results 
were obtained using LPC and MFCC, giving the insight that these are the best feature 
vectors to characterize hyperbilirubinemia. 

Pattern matching combined with type-II fuzzy logic prove to be a versatile  
and easy-to-implement method. The characteristics of the method allow a clean 
representation of each class, and it makes easy to analyze the importance of  
each feature for each class.  Currently, our research lab is working analyzing other  
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features and other kinds of classifiers, in order to get a better classification for  
this type of signals. Also, some work in the use of dynamics invariant metrics is in 
progress.   
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Abstract. Recent advances in physics-based sound synthesis have offered huge 
potential possibilities for the creation of new musical instruments. Despite that 
research on physics-based sound synthesis is going on for almost three decades, 
its higher computational complexity has limited its use in real-time applications. 
Conventional serial computation is inadequate for handling the physics-based 
sound synthesis of most instruments. To yield computation time compatible with 
real-time performance, we introduce a parallel approach to the physics-based 
sound synthesis. In this paper, with a parallel processing engine we implemented 
the physical modeling for one of traditional Korean plucked string instruments, 
called Gayageum, which has 12 silk strings. Analysis and simulation results  
suggest that our parallel approach has the potential to support the real-time  
sound synthesis of the Gayageum instrument. Moreover, our parallel approach 
outperforms today’s DSPs in terms of performance and energy efficiency. 

Keywords: Music synthesis, Physical modeling, Plucked-string instrument, 
Parallel processing, Data parallel architectures. 

1   Introduction 

Physics-based methods of musical sound synthesis have received increasing attention 
in the last three decade [1],[2]. Currently, the musical synthesis algorithms based on 
physical models are becoming more and more efficient with high quality to imitate 
natural instruments. Physical modeling can provide useful information for the acousti-
cians about which are the most important phenomena during sound production and 
how would the sound of the instrument change by varying its physical properties. Sev-
eral approaches to physical modeling can be found in [3-5]. In [3], a very simple sys-
tem which contains three components in a feedback loop (e.g., a lowpass filter, a delay, 
and a gain) was introduced to synthesize the sound of plucked-string instruments. In 
[4],[5], physical modeling using digital waveguides was used to implement the sound 
synthesis of plucked string instruments such as acoustic guitar, banjo and mandolin. In 
this method, the same wave equation can be applied to any perfectly elastic medium 
which is displaced along one-dimensional waveguides and extensions to two and three 
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dimensions are also possible. While digital waveguides are physically relevant abstrac-
tions, its computational has limited its use in real-time applications.   

Application-specific integrated circuits (ASICs) can meet the needed performance 
for such sound synthesis algorithms, but they provide limited, if any, programmability 
or flexibility needed for varied application requirements.  

General-purpose microprocessors (GPPs) offer the necessary flexibility and inexpen-
sive processing elements. However, they will not be able to meet the much higher levels 
of performance required by high computational synthesis workloads. This is because 
they lack the ability to exploit the full data parallelism available in these applications.  

Among many computational models available for multimedia applications, single 
instruction multiple data (SIMD) processor arrays are promising candidates for such 
applications since they replicate the data, data memory, and I/O to provide high proc-
essing performance with low node cost. Whereas instruction-level or thread-level 
processors use silicon area for large multi-ported register files, large caches, and 
deeply pipelined functional units, SIMD processor arrays contain many simple proc-
essing elements (PEs) for the same silicon area. As a result, SIMD processor arrays 
often employ thousands of PEs while possibly distributing and co-locating PEs with 
the data I/O to minimize storage and data communication requirements. 

This paper presents a parallel approach to the physical modeling of one of Korean 
traditional plucked string instruments, called Gayageum, to meet the computational 
time required by such algorithms. This paper also evaluates our parallel approach using 
a representative SIMD array architecture including 12 processing elements (PEs) in 
comparison to today’s high-performance digital signal processor (DSP) using architec-
tural and workload simulation. Analysis and simulation results suggest that our parallel 
approach has the potential to deliver three orders of magnitude greater performance 
and two orders of magnitude of energy efficiency than available DSPs which have the 
same 32-bit fixed-point datapath implemented in the 130nm CMOS technology. 

The rest of the paper is organized as follows. Section 2 presents background infor-
mation including Gayageum, a Korean traditional plucked string instrument, the physi-
cal modeling of plucked string instruments using digital waveguides, the modeled data 
parallel architecture, and methodology infrastructure for the performance and energy 
efficiency evaluation of our parallel approach. Section 3 describes a parallel implemen-
tation of the physical modeling of the Gayageum instrument. Section 4 analyzes the 
performance of our parallel approach and compares our approach to today’s DSPs on 
both performance and energy efficiency, and Section 5 concludes this paper. 

2   Background Information 

This section describes the selected plucked-string instrument, Gayageum, the physical 
modeling of plucked string instruments using digital waveguides, the modeled data 
parallel architecture, and methodology infrastructure for the performance and energy 
efficiency evaluation of our parallel approach to the physical modeling of Gayageum.  

2.1   Gayageum: A Korean Traditional Plucked String Instrument 

Gayageum is a Korean traditional plucked-string instrument. It has twelve silk strings 
supported by twelve anjoks shown in Figure 1. The strings are plucked with the  
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fingers to produce a clear and delicate tune. There are two kinds of gayageum: pun-
gyu gayageum (also called beopgeum) and sanjo gayageum. They are used for differ-
ent musical genres. Pungyu gayageum is used for court music and sanjo gayageum is 
used for folk music. Sanjo gayageum differs from pungyu gayageum in size and 
structure. Pungyu gayageum is a little bigger than sanjo gayageum. The body of sanjo 
gayageum is made of part chestnut tree and part paulownia. Pungyu gayageum is 
entirely made of paulownia dug out the back side. 

 

 

Fig. 1. Gayageum: a Korean traditional plucked-string instrument 

2.2   Physical Modeling of Plucked String Instruments Using Digital Waveguides 

Many individuals and research groups have studied the physical modeling of plucked 
string instruments [9],[10]. When plucked string instruments are plucked, energy 
propagates to the vibrating string and to the body of the instrument. The body and the 
string start to resonate on particular frequencies until the vibration dampened due to 
losses in the body and string [9]. The string acts as the sound source while the pluck-
ing event and body response act as an excitation signal to the string model [10]. 

More recently developed digital waveguide methods [4],[5] follow a different path 
to the physical modeling: the wave equation is first solved in a general way to obtain 
traveling waves in the medium interior. The traveling waves are explicitly simulated 
in the waveguide model. The traveling waves must be summed together to produce a 
physical output. In the lossless case, a traveling wave between two points in the me-
dium can be simulated using nothing but a digital delay line. In the general linear 
case, the commutativity of linear time-invariant systems allows the losses and disper-
sion to be lumped at discrete points such that most of the simulation still consists 
multiply-free delay lines. Figure 2 shows a block diagram of the string model which 
consists of excitation (plucking), string vibration, and body radiation.  

The excitation signal x(n) is stored in a wave-table and used to excite the string 
model. L denotes delay line length, F(z) is the fractional delay, and Hl(z) represents 
the loop filter. Output signal y(n) is obtained from the following equation (1).  
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Fig. 2. The block diagram of the string model 

Plucked string instruments usually consist of several strings. To model the plucked 
string instrument, tremendous computational and memory requirements are required. We 
prefer to overcome the computational burden inherent in the physical modeling of plucked 
string instruments with a parallel approach using a representative SIMD array system. The 
next section briefly introduces an overview of the baseline SIMD array architecture.  

2.3   Baseline SIMD Array Architecture  

Figure 3 shows a block diagram of the baseline SIMD array architecture [11] for the 
physical modeling of plucked string instruments. This SIMD processor architecture is 
symmetric, having an array control unit (ACU) and an array consisting of processing 
elements (PEs). When data are distributed, the PEs execute a set of instructions in a 
lockstep fashion. Each PE is associated with a specific portion of an input data, allow-
ing input data to be retrieved and processed locally. Each PE has a reduced instruction 
set computer (RISC) data-path with the following minimum characteristics: 

 ALU - computes basic arithmetic and logic operations, 
 MACC - multiplies 32-bit values and accumulates into a 64-bit accumulator, 
 Sleep - activates or deactivates a PE based on local information, 
 Pixel unit - samples pixel data from the local image sensor array, 
 Three-ported general-purpose registers (16 32-bit words), 
 Small amount of local storage (256 32-bit words), 
 Nearest neighbor communications through a NEWS (north-east-west-south) 

network and serial I/O unit. 

 
Fig. 3. A block diagram of the SIMD array system 
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Table 1 summarizes parameters of our modeled architecture. An overall methodol-
ogy infrastructure is presented next. 

Table 1. Modeled architecture parameters 

       Parameter Value 
       System Size (Number of PEs) 12  
       VLSI Technology  130 nm 
       Clock Frequency  720 MHz 
       intALU/intMUL/Barrel Shifter/intMACC/Comm 1 / 1 / 1 / 1 / 1 
       Local Memory Size [word] 256 [32-bit word]  

2.4   Methodology Infrastructure  

Figure 4 shows our methodology infrastructure which is divided into three levels: 
application, architecture, and technology. At the application level, we used an instruc-
tion-level simulator to profile execution statistics, such as issued instruction fre-
quency, PE utilization, and PE memory usage. At the architecture level, we used the 
heterogeneous architectural modeling (HAM) of functional units for processor arrays 
[12]. The design parameters were then passed to the technology level. At the technol-
ogy level, we used the Generic System Simulator (GENESYS) [13] to calculate  
technology parameters (e.g., latency, area, power, and clock frequency) for each con-
figuration. Finally, we combined the database (e.g., cycle times, instruction latencies, 
instruction counts, area, and power of the functional units), obtained from the applica-
tion, architecture, and technology levels, to determine execution times and energy 
efficiency for each case.  

 

Fig. 4. A methodology infrastructure 
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3   Parallel Approach to Physical Modeling of Gayageum 

In this study, we used a 12-processors array to handle 12 string models of Gayageum, 
which consists of 12 silk thread strings, where each PE operates for modeling of each 
string, as shown in Figure 5. Each PE has own local memory which contains excitation 
data as well as immediate data for synthesizing. In addition, each PE has the parameters 
of a1 (loop filter coeff), g (loop filter gain), and h0, h1 (Lagrange interpolator coefficients) 
in its local memory to process acoustical characteristics of each string including delay 
line length L, the chosen fractional delay F(z) in (2), and the loop filter Hl(z) in (3) in 
parallel. As a result, we can efficiency obtain the synthesized output sound of Gayageum.  
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The next section describes more details about the performance evaluation of our 
parallel approach and compares the parallel approach to today’s DSPs in terms of 
performance and energy efficiency. 

 

Fig. 5. A 12-processors array model for physical modeling of Gayageum 

4   Performance Evaluation  

To evaluate the performance and efficiency of our parallel approach to the physical 
modeling of Gayageum, we used cycle accurate simulation and technology modeling. 
We developed the physical modeling algorithm in its respective assembly language 
for the SIMD array system. We then combined the execution statistics (e.g., instruc-
tion count, execution cycle time, and PE utilization) with GENESYS predictions to 
evaluate the benchmark’s energy consumption and energy efficiency. The metrics of 
execution time, sustained throughput, and energy efficiency of each case form the 
basis of the study comparison, defined in Table 2. 
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Table 2. Summary of evaluation metrics 

Execution time Sustained throughput Energy efficiency 
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where C is the cycle count, ckf is the clock frequency, execO is the number of executed 

operations, U is the PE utilization, and NPE is the number of processing elements. 

4.1   Performance Comparison 

This section compares the performance of our parallel approach and commercial 
processors (TMS320C6416 DSP [14], ARM7TDMI [15], and ARM926EJ-S [16]). A 
comparison between our parallel approach and commercial products carries unavoid-
able errors. However, the objective of this study is to show the potential of the pro-
posed parallel approach for improved performance and energy efficiency, rather than 
a precise performance and efficiency comparison. In the experiments, we assume that 
our baseline SIMD array and TI TMS320C6416 operate at the same 720 MHz clock 
rate, while ARM926EJ-S and ARM7TDMI operate at 250 MHz and 133 MHz, re-
spectively. In addition, all the architectures implemented in the 130nm CMOS tech-
nology have the same 32-bit fixed-point datapath. In addition, all for versions for the 
program have the same data sets and calling sequences. Figure 6 shows the perform-
ance comparison of the physical modeling of Gayageum among four different archi-
tectures (SIMD130, TMS320C6416 DSP, ARM7TDMI, and ARM926EJ-S). Our 
parallel approach provides three orders of magnitude speedup over other processors 
for all cases. The magnitude of the speedup suggests that our parallel approach has the 
potential to provide improved performance for the physical modeling. 

 

 

Fig. 6. Execution time comparisons 
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Figure 7 shows additional data presenting the distribution of issued instructions 
for the four different versions (SIMD130, ARM926EJ-S, ARM7TDMI, and 
TMS320C6416) of the programs. Each bar divides the instructions into the arithme-
tic-logic-unit (ALU), memory (MEM), control unit (CONT), and communication 
(COMM). The use of our parallel approach reduces a significant number of instruc-
tion counts for all the cases in which the number of COMM instructions for both  
TI DSP and ARM processors are zero since they are single processors. Overall, 
SIMD130 outperforms both TI DSP and ARM processors in terms of consistently 
reducing the number of instructions and execution cycles required for the  
physical modeling benchmark. These performance results are combined with  
power parameters for each function unit to calculate energy efficiency, which is 
presented next. 

 
Fig. 7. Instruction count comparison 

4.2   Energy Efficiency Comparison 

A second evaluation parameter for the four versions of each program is energy effi-
ciency which is defined as the task throughput achieved per unit of Joule. The ARM 
processors evaluated in this study are low-power designs, while the TMS320C6416 
DSP is high-performance design. All the versions considered in this study were im-
plemented in the same 130 nm CMOS process. The focus of this evaluation is energy-
related performance since energy is a critical design parameter for handheld products. 
Results are listed in Table 3.  

This analysis suggests that SIMD130 obtains substantial execution throughput over 
other processors. In addition, SIMD130 utilizes the greater energy efficiency over 
other processors, providing longer encoding times. Figure 8 shows each version in the 
throughput-encoding time plane. Even accounting for unavoidable errors in comput-
ing research and products, this figure suggests that further study is merited. 
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Table 3. Performance Comparison among SIMD130, ARM Processors, and TI C6416 

Parameter Units SIMD130 ARM926EJ-S ARM7TDMI TI C6416 

Technology [nm] 130 130 130 130 

Clock Frequency [MHz] 720 250 133 720 

 Average Power [mW] 9.58 120.00 23.94 950.40 

Average 
Throughput 

[MIPS] 6,821 275 120 5,760 

Execution time 
[12-notes] 

[ms] 2.60 495.33 2,746.85 2,410.60 

Consumed Time 
(10 W h battery) 

[hr] 401,903.97 168.24 152.07 16.53 

Energy [uJoule] 25 59,439 65,760 604,783 

Energy  
Efficiency 

[Gops/Joule] 711.96 2.29 5.00 6.06 

 

 

Fig. 8. Energy efficiency and throughput comparison 

5   Conclusion 

As emerging sound synthesis methods demand more and more tremendous computa-
tional throughput with limited power, the need for high efficiency and high perform-
ance processing is becoming an important challenge in the field of sound synthesis of  
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musical instruments. In this paper, we have presented a parallel approach to the 
physical modeling of Gayageum, a Korean traditional plucked string instrument, 
using a representative SIMD array system. In addition, we have compared our parallel 
approach to today’s DSPs in terms of processing performance and energy efficiency. 
Analysis and simulation results for the physical modeling of Gayageum indicate that 
our parallel approach has the potential to deliver three orders of magnitude greater 
performance and two orders of magnitude greater energy efficiency than available 
ARM and DSP processors. These results demonstrate that our parallel approach is a 
suitable candidate for emerging sound synthesis of musical instruments.  
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Robust Acoustic Source Localization with
TDOA Based RANSAC Algorithm
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Abstract. Acoustic source localization has been an hot research topic
with widespread applications in many fields. In the noisy environment or
when the reverberation is considerable, the source localization problem
becomes challenging and many existing algorithms deteriorate. The pa-
per proposes a robust algorithm which combines the RANdom SAmple
Consensus (RANSAC) algorithm, and the Generalized Cross-Correlation
(GCC) based Time Difference of Arrival (TDOA). Experiments in real
world data show that the proposed algorithm has significantly better
performance than the traditional algorithm.

Keywords: Acoustic source localization, Random Sample Consensus,
Generalized Cross-Correlation, Time Difference of Arrival.

1 Introduction

Acoustic source localization based on microphone array has been an hot research
topic with widespread applications in many fields, such as in video-conference
assisting in the camera pick up the speaking person, in radar, sonar localizing
radiating sources. Despite many years of research, in the noisy environment or
when the reverberation is considerable, the problem of acoustic source localiza-
tion remains challenging [1].

Among varying algorithms for acoustic source localization, those based on
Time delay of Arrival (TDOA) are quite popular [2]. These methods first com-
pute TDOAs between microphone pairs based on Generalized Cross-Correlation
(GCC) [3, 4], and then compute the source position by optimizing some crite-
rions [5]. In clean environments, these methods work well however the perfor-
mance may deteriorate in challenging conditions. Researchers propose varying
algorithms for dealing with noise or reverberation, including fusion algorithm
based on multiple sensor pairs, multichannel cross-correlation algorithm [6] or
adaptive eigenvalue decomposition algorithm [2].

In this paper,we present a robust algorithm aiming at estimating acoustic
source location in reverberant rooms. The approach combines Random Sam-
ple Consensus (RANSAC) algorithm [7] and the Generalized Cross-Correlation
(GCC) based Time Difference of Arrival (TDOA).

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 222–227, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The structure of the paper is as follows. Section 2 presents the proposed
algorithm. Section 3 gives the experiments with real world data. The concluding
remarks are given at last in section 4.

2 Proposed Algorithm for Sound Source Localization

2.1 The Generalized Cross-Correlation

The generalized cross-correlation method, proposed by Knapp and Carter in
1976, is the most popular technique for estimating TDOA. The signals received at
two spatially separated microphones can be mathematically modeled as follows:

x1(t) = s1(t) + n1(t),
x2(t) = s1(t + τ) + n2(t), (1)

where s1(t) is the acoustic signal without contamination, n1(t) and n2(t) are
background noise received at the two microphones, respectively. Here we assume
that s1(t) is uncorrelated with noise n1(t) or n2(t).

The generalized cross-correlation of x1(t) and x2(t) is defined as

R12(τ) =
∫ ∞

−∞
W12(ω)X1(ω)X∗

2 (ω)ejωτdω, (2)

where X1(ω) is the Fourier transform of x1(t), X∗
2 (ω) is the complex conjugate

of the Fourier transform of x2(t), and W12(ω) is a weighing function. The delay
estimate is obtained at the peak position of the generalaized cross-correlation
R12(τ).

Proper selection of the weighing function can, to some degree, alleviate the
effect of noise. In this paper we select the following weighing function

W12(ω) =
1

|X1(ω)X∗
2 (ω)|λ , (3)

where 0.5 ≤ λ ≤ 1 [8], and we select λ = 1.

2.2 Sound Source Localization with TDOAs

Given a pair of microphones mi1 and mi2, let −−→mi1 and −−→mi2 denote their position,
respectively. The TDOA τi of this pair satisfies the following equation:

‖ rs − −−→mi1 ‖ − ‖ rs − −−→mi2 ‖= τi · c , (4)

where c is the sound speed in air, rs is the source position. Obviously, from Equa-
tion 4, the source S should be locate on a hyperboloid as shown in Figure 1. For
the source that is far from the sensors, the hyperboloid asymptotically converges
to a cone [5].

Given n pairs of TDOAs τi,i = 1, · · · , n estimated from microphone pairs,
the source can be determined by the intersection of the hyperboloids of all pairs.
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Fig. 1. The source is located on a hyperboloid determined by Equation 4

However in practice due to noise in estimation of TDOAs, the intersection set
may always be empty. So usually the following criterion is used:

r̂s = arg min
rs

JTDOA(rs) =
n∑

i=1

(τi − T ((−−→mi1,
−−→mi2), rs))2

var[τi]
, (5)

where T ((−−→mi1,
−−→mi2) denotes the true TDOA, and var[τi] denotes the variation

of estimated TDOAs. Other criterions may also be used to estimate the source
location given pairs of TDOAs, and details may be referred to Ref. [5].

2.3 RANSAC-Based Localization Algorithm

The RANdom SAmple Consensus (RANSAC) algorithm, first proposed by Fis-
chler and Bolles, is very robust to estimate parameters of a mathematical model
from a set of observed data which contain significant outliers.

Our source localization algorithm based on the RANSAC Algorithm is de-
scribed as follows.

(1) Input N -pair of TDOAs τi, i = 1, · · · , n estimated from N -pair microphones,
a tolerable threshold ε, and the maximum iteration number K. Set the initial
iteration number k = 1.

(2) Select randomly a set of n-pair ((n � N)) TDOAs, and estimate the source
position r̂s according to Equation 5.

(3) Among the remaining (N − n)-pair of TDOAs, compute the theoretical
TDOA τ̂li , i = 1, · · · , N −n with respect to the estimated position r̂s. Make
a record of the persistent set Sk of τlj , j = 1, · · · , Mk for which |τ̂lj −τlj | < ε,
j = 1, · · · , Mk.

(4) k = k + 1, if k < K, then goto step (1).
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(5) Among the persistent sets Sk, k = 1, · · · , K, find out the one S∗ with the
maximal number of elements. Estimate the source position with the TDOAs
in the set S∗.

(6) Output S∗, stop.

3 Experiment

The data were recorded by two microphone array that are placed 0.8m
apart, each of which has a radius of 10cm and eight microphones in an in-
strumented meeting room [9]. The data are freely available at the web site
http://www.idiap.ch/av16 3corpus/. In this paper we used the data set
seq01-1p-0000 (single human speaker, static, at several locations).

We can estimate 56-pair of TDOAs from the two microphone arrays. In each
TDOA estimation procedure, the signals were segmented in individual frames
using a 512-point (25.6ms) half-overlapping Hammming window and a 1024-
point FFT was used. The method introduced in section 2.1 is used to compute
the peak point of the generalized cross-correlation function.

Table 1 gives comparison of source position rs = (x, y, z) between the proposed
algorithm and the traditional one. It can be seen that, for all cases, the proposed
algorithm has significantly better performance in terms of localization error.

Figure 2 shows the source position error in every frame for the position g. It
can be seen that in highly reverberant environment, the tradition algorithm has
awfully large errors. In contrast, the proposed algorithm demonstrates persistent,
nice performance.

Table 1. Comparison of source position (x,y,z)(unit: m) between the proposed and
tradition algorithms

Positions Mean Error of the Proposed Mean Error of the Traditional

a (0.69,0.57,0.87) (1.98,1.47,6.86)

b (0.32,1.09,0.91) (1.28,3.19,7.37)

c (0.40,0.47,0.76) (0.73,0.94,3.18)

d (0.52,0.54,0.96) (0.99,1.22,5.10)

e (0.23,0.28,0.58) (0.37,0.62,2.03)

f (0.36,0.50,0.83) (0.67,1.02,3.46)

g (0.22,0.54,0.65) (1.16,1.97,6.09)

http://www.idiap.ch/av16_3corpus/
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Fig. 2. The source position error in every frame for the position g

4 Conclusion

This paper presents a sound source localization algorithm. The approach com-
bines TDOA based technique with a very robust RANSAC algorithm. Exper-
iments are made in real-world data in which the noise and and reverberation
are considerable, and comparison with traditional algorithm shows that the
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proposed algorithm has significant performance improvement. The current work
is computationally intensive and future work is to address this by optimizing the
program or developing parallel algorithm.
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Abstract. A new approach to facial expression recognition is constructed by 
combining the Local Binary Pattern and Laplacian Eigenmaps. Firstly, each 
image is transformed by an LBP operator and then divided into 3×5 
non-overlapping blocks. The features of facial expression images are formed by 
concatenating the LBP histogram of each block. Secondly, linear graph embed-
ding framework is used as a platform, and then Laplacian Eigenmaps is devel-
oped under this framework and applied for feature dimensionality reduction. 
Finally, Support Vector Machine is used to classify the seven expressions (anger, 
disgust, fear, happiness, neutral, sadness and surprise) on JAFFE database. The 
maximum facial expression recognition rate of the proposed algorithm reaches to 
70.48% for person-independent recognition, which is much better than that of 
LBP+PCA and LBP+LDA algorithms. The experiment results prove that the 
facial expression recognition with local binary pattern and Laplacian Eigenmaps 
is an effective and feasible algorithm.  

Keywords: Facial expression recognition, Local binary pattern, Graph embed-
ding, Laplacian Eigenmaps. 

1   Introduction 

With advances in computer technology, artificial intelligence and pattern recogni- tion 
technology have obtained rapid development. As one of biometrics technology, facial 
expression recognition (FER) has attracted many researchers’ attention [1-2]. Two key 
steps in FER are expression feature extraction and dimensionality reduction. Local 
Binary Pattern (LBP) proposed by Ojala, as a powerful method of texture description, 
is widely used in feature extraction due to its high discriminative power, tolerance 
against illumination changes and computational simplicity [3]. In feature dimension-
ality reduction step, many methods have come into being. Among the linear algorithm, 
i.e. the subspace learning algorithm, principal component analysis (PCA) and linear 
discriminant analysis (LDA) are the two most popular ones. On the other hand, 
ISOMAP, LLE, Laplacian Eigenmaps (LE) are three recently developed nonlinear 
algorithms to conduct nonlinear dimensionality reduction for the data set lying on or 
nearly on a lower dimensional manifold. More recently, a framework algorithm for 
dimensionality reduction named Graph Embedding was introduced by Yan [4]. In this 
framework, the above mentioned algorithms, such as PCA, LDA, ISOMAP, LLE and 
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Laplacian Eigenmaps, can all be reformulated in this unified framework; and their 
differences lie in the strategy to design the graph and the embedding type.  

In this paper, we present a novel facial expression recognition method with LBP and 
LE. The remainder of the paper is organized as follows. The LBP operator and its 
application for facial expression feature extraction are introduced in Section 2. In 
Section 3, by using graph embedding as a general platform, the Laplacian Eigenmaps 
algorithm is reformulated. The experiments and the result analysis of facial expression 
recognition method on JAFFE database are described in Section 4. Finally, we give the 
conclusion remarks in Section 5. 

2   Feature Extraction with LBP 

The original LBP operator, introduced by Ojala et al. [3], is a powerful method of 
texture description. Fig. 1 shows an example of computation of LBP operator in a 3×3 
neighborhood which contains 9 gray values. Pixels encircling the central pixel are 
labeled 1 if their values are greater than or equal to the value of the central pixel; 0, 
otherwise. The LBP binary code of the center pixel in the neighborhood is composed of 
those labels anticlockwise. Finally, the local binary pattern for center pixel is obtained 
by converting the binary code into a decimal one. 

 

Fig. 1. The computation example of LBP in a 3×3 neighborhood 

However, the original LBP operator is not very robust against local changes in the 
texture, caused, for example, by varying viewpoints or illumination directions. So, 
features calculated in a local 3×3 neighborhood can not capture large scale structures 
that may be the dominant texture features of images. In order to overcome the disad-
vantage of the original LBP operator, it is necessary to extend it to a multi- resolution 
LBP operator [5]. Let R denote the radius of a circle, the multi-resolution LBP operator 
is denoted as Eq. (1). 

1
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, and )1,,1( −= Pjg j corresponds to the 

gray values of P uniform pixels on a circle radius R (R>0) that form a circularly 
symmetric set of neighbors. Fig. 2 shows several different radiuses of LBP operators. 
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Fig. 2. Three circularly symmetric LBP operators with different radiuses 

The parameters P and R influence the performance of LBP operator. Using an op-
erator that produces a large amount of different labels makes the histogram long and 
thus more time consumed for calculating the distance matrix. On the other hand, 
choosing a small number of labels makes the feature vector shorter but means losing 
more information. Moreover, a small radius of the operator makes the information 
encoded in the histogram more local [6]. According to statistics, the probability of each 
pattern is not the same in images. The researchers introduced a uniform pattern op-
erator, restricting the LBP binary code, which is at most one 0-1 and 1-0 transition, 
denoted as 2

,
u

RPLBP . In an 2
,8
u
RLBP  operator, for example, there are 256 labels for stan-

dard LBP and 58 uniform patterns. Accordingly, there are 65536 labels and 242 uni-
form patterns in an 2

,16
u

RLBP  operator. All of non-uniform pattern is replaced by a fixed 

pattern. So, the corresponding number of patterns is 59 for 2
,8
u
RLBP and 243 

for 2
,16

u
RLBP operators respectively. 
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(a) The original image   (b) LBP image   (c) LBP histogram  

Fig. 3. Image description with LBP  

Fig. 3 shows an illustration of the process of feature extraction by LBP operator. 
First, the facial expression image is transformed by a uniform pattern operator. Then, 
the LBP image is equably divided into several non-overlapping blocks. In our ex-
periments, we choose the 3×5 partition for the feature extraction with LBP. As shown 
in Fig. 3 (b), the features of two eyes are approximately included in the first row. The 
second row includes the features of the most face and nose. And the third row mostly 
shows the features of mouse. The LBP histograms are calculated for each block.  
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Finally, the LBP histograms of all blacks are concatenated into a long series of histo-
gram as a single vector showed in Fig. 3 (c). The final long histogram is used as the 
facial expression image features [7]. 

3   Feature Dimensionality Reduction with LE 

Laplacian Eigenmaps (LE), proposed by Mikhail Belkin and Partha Niyogi [8], con-
siders that points which are near in high dimensional space should also be near when 
projected into lower dimensional space. The core algorithm is very simple. It consists 
of a few local computations and one sparse eigenvalue problem. The solution reflects 
the intrinsic geometric structure of the manifold which is modeled by an adjacency 
graph and can find the optimal linear approximations to the Eigen functions of the 
Laplace Beltrami Operator on the face manifold. What sets Laplacian Eigen- maps 
apart is that the choice of weights used in constructing the graph. The subsequent 
spectral analysis is formally justified as a process which “simplifies” the manifold 
structure [9]. 

Denote the sample set as ],,,,[ 21 NxxxX =  m
i Rx ∈ . We construct a weighted graph 

with N vertices, one for each point, and the set of edges connecting neighboring points 
to each other. The LE algorithm is presented as follows [10]: 

Step 1. Constructing the Graph. 

We put an edge between vertices i and j if ix and jx are “close”. There are two variations: 

(a) ε -neighborhoods, R∈ε . Vertices i and j are connected by an edge 

if ε<−
2

ji xx . 

(b) k nearest neighbors, Nk ∈ . Vertices i and j are connected by an edge 
if )( jNi k∈ or )(iNj k∈  where )(iN k

is the indices of the k nearest neighbors for the 

sample ix . 

Step 2. Choosing the weights. 
There are also two variations for weighting the edges: 

(a) Heat kernel [11]. If vertices i and j are connected, put }/exp{
2

txxW jiij −−= , 

where parameter Rt ∈ . 
(b) Simple-minded. 1=ijW , if and only if vertices i and j are connected by an edge. 

Step 3. Laplacian eigenvalue Computation. 
Let { }WXG ,= be an undirected weighted graph with vertex set X and the adja-

cency matrix NNRW ×∈ . The diagonal degree matrix D and the Laplacian matrix L of 
the graph G are defined as 

∑ ≠=−= ijijii WDWDL , , i∀  (2) 
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We solve the generalized eigenvector problem as defined by 

DvLv λ= ,  (3) 

Let 110 ,,, −nvvv be the eigenvectors of equation (3) corresponding to the sorted 

eigenvalues 1210 −≤≤≤≤ nλλλλ .We leave out 0v  and use the first m eigenvec-

tors ),,,( 11 mvvv for embedding in m-dimensional Euclidian space. 

The LE algorithm as well can be obtained by graph embedding framework which 
can be used as a general platform to develop new algorithm for dimensionality reduc-
tion by designing graphs with special motivation [8]. In this paper, specially, we choose 
graph embedding framework as a platform to generate the Laplacian Eigenmaps whose 

adjacency matrix is calculated from the Gaussian function }/exp{
2

txxW jiij −−=  

if )( jNi k∈ or )(iNj k∈ ; 0, otherwise.  

4   Experiments and Analysis 

To prove the validity and efficiency of our method, experiments are carried out on 
Japanese Female Facial Expression (JAFFE) database which consists of 213 gray scale 
images of 10 Japanese females. There are 21 images per person with 7 facial expres-
sions (anger, disgust, fear, happiness, neutral, sadness and surprise). Each expression 
has 3 to 4 copies of images. In our experiments, we select 3 copies of each expression of 
each individual (210 images in all) as experiment samples.  

All experiments are carried out by “Leave one out” approach, i.e. expression images 
of 1 out of 10 subjects are used as the testing set, and the other 9 subjects are used as the 
training sets. Repeat the process for each individual. The final recognition rate is the 
average recognition rate of ten subjects. 

At the beginning of our experiments, all these images are resized to a size of 
256×256 pixels and preprocessed by gray normalization and histogram equalization. 
Gamma correction is used for illumination compensation and 2

2,8
uLBP operator is used. 

After LBP operation, all images are divided into 3×5 blocks. We concatenate the his-
tograms of 15 blocks to describe the feature of the image. Linear graph embedding 
(LGE) framework is used as a platform. The Laplacian Eigenmaps algorithm is con-
structed on LGE to achieve feature dimensionality reduction. Here, we set the pa-
rameter of LE as 2 for better performance. Finally, support vector machines (SVMs) are 
applied to classify the features into expression categories. There are two kinds of SVM 
classifiers. One is the one-against-one (OAO) and another is one-against-all (OAA). 
For a C-classification problem, OAOSVM strategy needs 2/)1( −× CC  classifiers. 

However, OAASVM strategy needs onlyC classifiers. To simplify the experiments, 
here, we use the OAASVM strategy for expression classification and the kernel used is 
a Gaussian radial basis function. 

In order to demonstrate the performance of our method, we compare it with that of 
LBP+PCA and LBP+LDA. The expression recognition rates varies with the dimen-
sions of the embedding space are shown in Fig. 4. As shown in Fig. 4, we see that when 
the reduced feature dimensions reach 10, the expression recognition accuracy are close  
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Fig. 4. FER accuracy versus dimensions of the embedding space on JAFFE database 

Table 1. FER rates of each expression on JAFFE database 

Expression LBP＋PCA (%) LBP＋LDA (%) LBP+LE (%) 

Anger 90 73.33 90 
Disgust 56.67 70 60 
Fear 70 56.67 66.67 
Happiness 80 73.33 83.33 
Neutral 50 66.67 70 
Sadness 56.67 46.67 50 
Surprise 76.67 63.33 73.33 
Total 68.57 64.29 70.48 

 
to a limit value and will not change much with the dimensions continuing to increase 
for both the LBP+LE and LBP+LDA algorithms, but the recognition rate continue to 
increase until the reduced dimension reaches 40 for LBP+PCA algorithm. For the 
reduced dimensions changing from 2 to 100, the average recognition rate of LBP+LE 
algorithm is about 64.82%, 60.18% for LBP+PCA algorithm and 59.66% for 
LBP+LDA algorithm. So, LBP+LE method can obtain better recognition accuracy than 
that of others. When the dimension increases to 60, LBP+LE algorithm gets the highest 
recognition rates of 70.48%. 

The corresponding recognition rates of above-mentioned algorithms for 7 expres-
sions on JAFFE database is shown in Table 1. As shown in table 1, compared with other 
expressions, the accuracy of anger is more satisfactory. It gets the highest recognition 
rate of 90% for LBP+PCA and LBP+ LE. Happiness gets the second highest recogni-
tion rate of 80% for LBP+PCA, 73.33% for LBP+LDA and 83.33% for LBP+LE.  
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Fig. 5. The influence of different partition methods on FER rates 

 
However, disgust and sadness are not easy to be recognized. The accuracies of these 
two expressions are almost lower than others. The total accuracy of each method is 
68.57%, 64.29% and 70.48% respectively. It can make a conclusion that LBP+LE 
combination gets better performance than that of LBP+PCA and LBP+LDA. 

It is worth noting that several parameters have a great impact on the final recognition 
rate, especially those parameters of LBP operator, such as the ways of partition, the 
parameters of P and R. Expression recognition rates changing with the dimensions of 
the embedding space of different partition methods of LBP operator are shown in Fig.5. 
As shown in Fig.5, the partition method has a significant influence on the recognition 
accuracy. Line 1 denotes the recognition result of 3×5 blocking approach. When the 
dimension reaches to 60, it gets the highest rate of 70.48%. Line 2 denotes the recog-
nition result of 3×3 blocking approach. When the dimension is close to 50, it gets the 
maximum rate of 66.19%. Line 3 denotes the recognition result of 5×3 blocking ap-
proach, which can obtain the highest rate of 60% as the dimension is near to 12. It is 
clear that the blocking approach of LBP have a significant influence on FER rate. In our 
experiments, the LBP operator with division of a image into 3×5 blocks can obtain 
better result than that of 3×3 blocking approach and 5×3 blocking approach. 

5   Conclusion 

Two key steps of facial expression recognition are feature extraction and dimension-
ality reduction. LBP is a powerful algorithm for describing the texture feature of im-
ages due to its high discriminative power, tolerance against illumination changes and 
computational simplicity. And LE is a nonlinear dimensionality reduction method 
which reflects the intrinsic geometric structure of the manifold and has few local 
computations and can be formulated to a sparse eigenvalue problem. Combined the 
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advantages of these two approaches, this paper constructs a new approach to FER by 
combining LBP and LE. Extensive experiments are carried out on JAFFE database and 
the influence of block division strategies is also studied. The maximum recognition rate 
in our approach reaches to 70.48%. According to the comparison with other methods, it 
proves the efficiency of our approach. 

However, some potential problems still exist, such as the parameters and the 
blocking approach of LBP. On the one hand, how to optimize parameters adaptively 
deserves research profoundly. On the other hand, what blocking approach is the best for 
facial expression recognition still needs more research in the future work.  
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Abstract. This paper primarily investigates a novel face detection method based 
on contourlet features. In this method, a face-pyramid is developed through 
contourlet transform, which includes both low and high frequency information to 
represent face features on multiresolutions and multidirections. The most dis-
criminative features are then selected from the face-pyramid and are trained to 
construct the classifier by using the cascade boosting algorithm (Adaboost). 
Speed and capability are important issues for current face detection systems. This 
method extensively reduces feature demensions and the negative sample num-
bers step by step, so that the speed is increased radically. Mean-face template 
matching is adopted finally in the system to ensure a detection of one face in a 
scanned image. Extensive experiments are conducted and the results show that 
the proposed method is efficient in detecting frontal faces from cluttered images. 

Keywords: Contourlet transform; Face-pyramid; Adaboost; Template matching. 

1   Introduction 

In the recent years, many effective face detection algorithms have been reported due to 
its wide applications [1], [2]. The milestone of the development is the robust real-time 
face detection scheme based on a boosted cascade of Haar features developed by Paul 
Viola and Michael J. Jones [3], [4]. After this survey, Lienhart R., Kuranov A., Viola P. et 
al. improved the boosting method, such as Discrete Adaboost, Real Adaboost, Float 
Adaboost, Asymmetric Adaboost [5], [6], [7]. And someone tried to extract new face 
features [8]. Rainer Lienhart described some new rotated Haar-like features to resolve 
the rotated face detection [9]. Yunyang Yan described Walsh Features based on 
Adaboost to realize the multi-view face detection [10]. Gabor filter and some second 
generation wavelet transform have also been adopted to extract face features in some 
face detection systems [11], [12, [13].  

This paper attempts to introduce the contourlet transform into face detection system. 
Contourlet transform is a new second generation wavelet and is an efficient directional 
multiresolution image representation [14], [15]. Its excellence is able to express smooth 
contours efficiently using sparse coefficients, which is the natural feature of image. Its 
distinguishing merits have been demonstrated in several image processing tasks, such 
as image denoising, image fusion, image contour detection etc. [16], [17].  
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In this paper, the preprocessed image is decomposed to Laplacian Pyramid and 
Gauss Pyramid through contourlet transform. Then we construct a face-pyramid, in-
cluding both low and high frequency information. The face-pyramid is selected and 
boosted by Adaboost algorithm. Experiment comparative results prove the strong dis-
crimination and good efficiency of those contourlet features. The effectiveness of the 
proposed method is demonstrated by the experiment results in view of facial variations 
in position, scale and expression. 

2   Contourlet Features Extraction 

2.1   Contourlet Transform 

The Contourlet transform, introduced by Minh D. and Martin Vetterli [14], is a new 
image representation scheme, which not only possess the main features of wavelets 
(namely, multiscale and time frequency localization), but also show a high degree of 
directionality and anisotropy. It is constructed by combining two distinct and succes-
sive decomposition stages: a multiscale decomposition followed by a multidirectional 
decomposition. The first stage uses Laplacian pyramid (LP) scheme to decompose an 
image into one coarse image plus a set of LP bandpass images. The second stage ap-
plies directional filter bank (DFB) to divide each LP bandpass image into a number of 
wedge shaped subbands, and thus capturing directional information. Finally, the image 
can be represented as a set of subbands at multiscales.  

We can see these two states from Fig.1. H and G are analysis and synthesis filters 
respectively. M is the sampling matrix. In frequency partition, there are 8 real 
wedge-shaped frequency bands. Subbands 0–3 correspond to the mostly horizontal 
directions, while subbands 4–7 correspond to the mostly vertical directions. 

The LP in the contourlet filter bank uses orthogonal filters and downsampling by 2 
in each dimension [14]. The lowpass filter defines a unique scaling func-
tion )()( 2

2 ℜ∈ Ltφ . Let  

2
, ,),

2

2
(2 Ζ∈Ζ∈−= − nj

nt
j

i
j

nj φφ . (1) 

Then the family 2}{ , Ζ∈nnjφ  is an orthogonal basis for an approximation subspace jV  

at the scale j2 . Ζ∈jjV }{  provide a sequence of multiresolution nested subspaces. 

 
Fig. 1. Contourlet Transform. (a) LP decomposition. (b) Frequency partition. 
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The difference images live in a subspace 
jW  is the orthogonal complement of 

jV and 

1−jV .The synthesis filters are highpass filters, defines a continuous function )()( tiϕ . Let  

2)()(
, ,),

2

2
(2)( Ζ∈Ζ∈−= − nj

nt
t

j

j
iji

nj ϕϕ . (2) 

For scale j2 , 2,30

)(
, }{ Ζ∈≤≤ ni

i
njϕ  is a tight frame for

jW . The DFB also use orthogonal 

filters. The DFB is applied to the difference images or the detail subspaces
jW . With 

orthogonal filters, the discrete contourlet transform has a redundancy ratio less 
than 34 . 

The contourlet transform has other several distinguishing features. The approxima-
tion error of the Contourlet transform is ))((log 23 −MMO , while the Fourier transform 

is )( 21−MO , and the Wavelet transform is )( 1−MO . The contourlet is better in capturing 

the geometrical smoothness of the contours than wavelet and Fourier transform. The 
contourlet filter bank leads to compactly supported contourlet frame and provides a 
space-domain multiresolutional scheme that offers flexible refinements for the spatial 
resolution and the angular resolution. At the same time, the contourlet transform has 
fast filter band algorithms and convenient tree structures. 

2.2   Face-Pyramid 

Through contourlet transform, an image was decomposed into directional multiscale 
images. All of the low frequency images compose the Gauss Pyramid (GP), and all of 
the new high frequency images form the Laplacian pyramid (LP). A sample of con-
tourlet decomposition of a face image is shown in Fig.2. Then the GP subbands  
are partitioned by DFB into several directional subbands. According to the structure  
of face, like that eyes and mouth are all mostly horizontal distributed, extracting  
directional contour information is necessary, especially the horizontal details.   

 

Fig. 2. Contourlet decomposition of a face image. (d2 is decomposed to D in four directions. D is 
displayed at doubled length.) 
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Through decomposition, the most energy focuses on the low frequency bands. And 
the high frequency images represent the edge contour information of the original face 
image. The general representation of an image using contourlet transform is to choose 
the series of high frequency images and the last low frequency image. This may loss 
some critical features in the energy focused images. Through experiment results, it can 
be seen that lots of the final features are chosen from the low frequency bands. So we 
choose all of the directional subbands and low frequency images except the following 
subbands. Because the first one of detail images is influenced by lighting and other 
noise easily, we only choose the horizontal department from its decomposed subbands. 
And the original image is abandoned due to its high dimension. Then we array the 
subbands from coarse scale to fine scale and the new constructed pyramid is called as 
face-pyramid. The feature vector is obtained by transforming every image (M by N) in 
the pyramid to images (1 by M*N).  

3   The Adaboost Algorithm 

In the numerous detection methods, the Adaboost face detection method resolved the 
speed problem radically and achieved excellent classify performance [3], [4]. In this 
method the Adaboost algorithm is adopted to train the strong classifier. The Adaboost 
can seem as a feature selection mechanism. Every weak classifier selects several fea-
tures and finally a small number of features are combined to form the strong classifier. 
At the same time, the optimal thresholds are recorded. According to every weak clas-
sifier, those images judged as nonface are rejected and the rest are sent to the next state. 
Almost all of the face images are remained and lots of nonface images are rejected. 
After several states of processing the number of samples has been reduced and the 
speed is increased radically. The next classifier is more complicated than the previous 
one, because the distinguishing task is more and more difficult. The cascade structure is 
shown in Fig. 3. 

 

Fig. 3. The Demonstration of the Cascade Structure 

For each feature, a weak classifier determines the optimal threshold classification 

function )(xhj [4]. It consists of a feature (
jf ), a threshold ( jθ ) and a parity ( jp ). 

⎩
⎨
⎧ <

=
otherwise

pxfpif
xh

jjjj

j
0

))((1
)(

θ
. (3) 
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For every state the classifier learning algorithm is shown in Table 1. 

Table 1. The learning algorithm 

 Give example images niii yx ,...,1),( = where 1,0=iy  for nonface and face examples. 

 Initialize weights 1w , lmi 21,21=  for 1,0=iy , where m and l are the number of 

nonfaces and faces. 
 For t=1,…,T: 

1. Normalize the weights 

∑ =

=
n

j jt

it
it

w

w
w

1 ,

,
,

. 

2. For each feature j, train a classifier jh and evaluate the error respect to tw . 

|)(| iiji ij yxhw −=∑ε . 

3. Choose the classifier with the lowest error tε . 

4. Update the weights ie
ttit ww −

+ = 1
,1 β , if ix is classified correctly 0=ie . 

Otherwise 1=ie , and

t

t
t ε

εβ
−

=
1

. 

 The final strong classifier is 

⎪⎩

⎪
⎨

⎧ ≥
= ∑ ∑

= =

otherwise

xh
xC

T

t

T

t
ttt

0

2

1
)(1

)( 1 1

αα  

where 

t
t β

α 1
log= . 

The final false positive rate (FPR) of the cascade is ∏
=

=
K

1i
ifF , where K is the number 

of states, and 
if  is the FPR of the i th classifier on the samples that get through to it. 

The correct detection rate (CDR) is ∏
=

=
K

i
idD

1

, where 
id  is the detection rate of the i th 

classifier. As usual, a lower threshold yields higher detection rates and higher false 
positive rates.  

The learning process of every weak classifier in the algorithm is almost according to 
the algorithm (Tab.1). But we choose the state numbers and the feature numbers for 
every state, to reduce the selecting time of the original Adaboost algorithm.  

We choose 20 states to run the Adaboost. In every state, through adjusting the 
threshold, we control the CDR almost 100% and FPR less than 50%. For example, in 
the first state, 20 features can make CDR 98.34% and FPR 30.25%, while the threshold 
is set to 0.43. If the threshold is set to 0.38, the CDR is 100% and the FRP is 48.75%. 
Finally the algorithm gets 360 features to construct the strong classifier. The Receiver 
Operating Characteristic (ROC) curves of experiments are shown in section 4.2. 
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4   Experiments and Analysis 

4.1   The Classifier Training 

The CAS-PEAL face database [12] is adopted to train the classifier. This database 
contains 99,594 images of 1,040 individuals (595 males and 445 females) with varying 
pose, expression, accessory, and lighting. In experiment, we select 2400 face images 
from the database and cut the face departments. The cut images are all normalized to 

5656 ×  pixels. The style of training samples influences the performance greatly. 
Through several times adjustment, the appropriate training samples are obtained. 4200 
non-face samples are gathered from Web and also are normalized to 5656×  pixels. All 
of the training samples are transformed to face-pyramids. After three levels of de-
composition, the last low frequency image has 49 features. Therefore the face-pyramid 
constructed has3577 dimensions. Then the final classifier with 360 features is con-
structed by using the Adaboost algorithm. 

The test set consists of 4000 images (1200 faces and 2800 non-faces) and are nor-
malized to 5656× pixels. In order to demonstrate the efficiency of the extracted features, 
two comparative experiments are carried. In the first experiment, three different classi-
fiers based on different features are trained. The GP has 4165 dimensions and The LP has 
4116 dimensions. The detection performances on this test set are compared by ROC 
curves in Fig. 4. From the compare we can find that the face-pyramid based classifier has 
better performance than the low-frequency based and high-frequency based classifiers. 

In the second experiment, the classifiers are constructed based on Haar features, 
Gabor features, and Contourlet features respectively. The comparable performance is 
shown in Fig 5. We can see that the classifier based face-pyramid has comparable 
performance with Haar classifier, and much better than Gabor classifier. At the same 
time, according to the training process of Adaboost algorithm, more features will result 
in more computing time. The standard five kinds of Haar features are 4,941,385 on an 
image of 5656× pixels. The Gabor features obtained by decomposing at three scales 
and four directions are 37632. The total contourlet features we constructed are only 
8281. So the training and testing time is greatly reduced in this method.  

 

 

Fig. 4. The ROC curves for 360 features 
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Fig. 5. The ROC curves 

Using the constructed classifier with 360 features, we can quickly detect faces from 
giving images. Operating on 360 by 480 pixel images, faces are detected within 200 
milliseconds in this method. 

4.2   Detection Results 

The detector is tested on the MIT+CMU frontal face test set and CAS-PEAL face 
database. We slide a window detector across the image horizontally and vertically to 
detect face. The window size can be adjusted according to the tested image size and 
every time at 20 scales. For example, according to a MIT+CMU face image, the win-
dow size is set as 32*32, 44*44,…,168*168. All of the candidate windows are classi-
fied to face or non-face by the trained classifier. 

At last, multiple detections will usually occur around each face in a scanned image. 
We use mean-face template matching to select a single detection from overlapping 
detections. The mean-face template is the average image of all the training face samples. 
The face candidate window whose similarity is highest is the finally face detection.  

The CAS-PEAL test set includes large-scale face images with varying pose, ex-
pression, accessory, and lighting. There is only one frontal face in each image. The pose 

images we chose have one face in multi-view but within 30 . The new MIT+CMU test 
set consists of 180 images showing more than 500 upright faces. We select some  
images from this two face databases and the detection results are shown in Table 2.  

Table 2. Detection results on some frontal face test sets 

Face Database Faces Correct Detection Rate False Positives 

CAS-PEAL(Frontal) 5595 95.80% 58 
CAS-PEAL(Pose) 6144 94.40% 86 

MIT+CMU 463 92.87% 29 
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Fig. 6. Face detection results on some images from CAS-PEAL test set. a: expression. b, c: 
lighting. d, e, f:  accessories. g, h: pose. 

 
Fig. 7. Face detection results on some images from CMU-MIT test set 

From Table 2 we can see the good performance of the method in many complex 
conditions. The detector successfully detects 11,160 images from 11,739 images with 
only 144 false positives. Some examples are shown in Fig. 6 and Fig. 7, and a square 
indicates a face region successfully detected.  

5   Conclusions 

In this paper, a novel face detection method based on contourlet features is introduced. 
The method proposes a new style of feature construction: face-pyramid. Due to the 
successfully implement of Adaboost, it is adopted to capture the most discriminative 
features from the formed face-pyramid. The constructed classifier can achieve high 
correct detection rates at low false positive rates. The CAS-PEAL face database is 
firstly applied to train the classifier. The experiment results show that the proposed 
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method is efficient at detecting frontal faces from clutter images. But the performance 
is not so good in some special situations, such as too low resolution, many ornaments 
and bad lighting conditions. In the future work, we are trying to study the detection 
problems on the variety of light conditions and face poses. 
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Abstract. In this paper, a novel discriminant analysis named two-dimensional 
Heteroscedastic Discriminant Analysis (2DHDA) is presented, and used for 
gender classification. In 2DHDA, equal within-class covariance constraint is 
removed. Firstly, the criterion of 2DHDA is defined according to that of 
2DLDA. Secondly, the criterion of 2DHDA, log and rearranging terms are 
taken, and then the optimal projection matrix is solved by gradient descent algo-
rithm. Thirdly, face images are projected onto the optimal projection matrix, 
thus the 2DHDA features are extracted. Finally, Nearest Neighbor classifier is 
selected to perform gender classification. Experimental results show that higher 
recognition rate is obtained by way of 2DHDA compared with 2DLDA and 
HDA.  

Keywords: Gender Classification, Two-dimensional Heteroscedastic Discrimi-
nant Analysis, Linear Discriminant Analysis. 

1   Introduction 

Gender classification using face images is a challenging work due to the similarity 
between male and female face images[1-2]. Thus, discriminant feature extraction is a 
key step to improve recognition rate. Linear Discriminant analysis (LDA)[3] is a well-
known approach for feature extraction and dimensional reduction. However, it often 
encounters the Small Sample Size problem (S3 problem) when the number of samples 
is less than the dimensionality of samples. Then, two-dimensional Linear Discrimi-
nant analysis (2DLDA) [4] is proposed, in which discriminant features are extracted 
directly from 2-D images without a vectorization procedure, the computation cost is 
reduced and the S3 problem is overcome. However, in both of LDA and 2DLDA, it is 
assumed that the covariance matrices are equal for all sample classes[5-6]. Thus, 
when the within-class covariance of each sample class is significantly unequal, opti-
mal performances can not be gained by LDA and 2DLDA. 

Heteroscedastic Discriminant analysis (HDA) [7] is extended from LDA, in which 
equal within-class covariance constraint is removed. HDA can be viewed as a con-
strained Maximum likelihood (ML) projection [8], the constraint is given by the 
maximization of the projected between-class covariance volume and each class a 
single full covariance Gaussian model is satisfied. HDA is widely used in speech 
recognition and recognition rate is greatly increased than that of LDA [7-8]. But in 
1D-based approaches, the transformation matrix is difficult to calculate due to high 
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dimensionality and extreme sparseness of the data. In this paper, based on 2DLDA 
and HDA, two-dimensional Heteroscedastic Discriminant analysis (2DHDA) is pre-
sented and used for gender classification. Firstly, the criterion of 2DHDA is defined, 
and log and rearranging terms are taken, then optimal projection matrix is solved by 
gradient descent algorithm. Secondly, face images are projected onto the optimal 
projection matrix, thus the discrimination features of face images are extracted.  
Finally, Nearest Neighbor classifier is selected to perform gender classification.  
Experimental results show the validity of 2DHDA method. 

2   Presented Approach 

Suppose there are C  sample classes, represented by 1 2 3, , , , cA A A A  respectively. 
The total number of samples is N  and each class includes n  samples, that is nc N= . 

×∈i m l
jA R  denotes the j th ( 1,2,3, , )j n=  sample which belongs to the 

i th ( 1,2,3, , )i C=  class. Thus, the mean of the i th sample class is 
1

1 n
i i

j
jn =

= ∑A A , and 

the global mean of all samples is 
1 1

1 c n
i
j

i jN = =
= ∑∑A A . 

2.1   2DLDA Approach 

2DLDA’s criterion is defined as 

2DLDA 2DLDA

2DLDA

2DLDA 2DLDA

( )
θ S θ

θ
θ S θ

b

w

J
Τ

Τ
= , (1) 

where wS  is called within-class covariance matrix and bS  is called between-class 

covariance matrix of training samples, expressed respectively as 

( ) ( )
1 1

1
S A A A A

c n
i i i i

w j j
i jN

Τ

= =
= − −∑∑ . (2) 

( ) ( )
1

1
S A A A A

c
i i

b
i

n
N

Τ

=
= − −∑ . (3) 

Transformation matrix 2DLDAθ  is calculated by the solution of the eigenvalue and ei-

genvector problem of 1
b w

−S S .  

2.2   2DHDA Approach 

2DHDA is the heteroscedastic extension of 2DLDA. In 2DHDA, equal within-class 
covariance constraint is removed and the criterion is defined which maximizes the 
class discrimination in the projected subspace. The criterion of 2DHDA is defined as 
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( )
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i j j
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Τ

=

= − −∑  denotes the covariance matrix of the i th sample 

class. Thus, 
1

1
S W

c

w i
iC =

= ∑ . According to equation (1) and (4), if covariance matrix Wi  

of all sample classes is assumed equal, then ( ) ( )2DHDA 2DLDAθ θ
N

J J= （ ） . However, 2DLDAθ  

is invariant to scale transformation of 2DLDAθJ（ ）, then 2DHDA 2DLDAθ θ=  is satisfied and 

2DHDA is become 2DLDA. By taking log and rearranging terms, we get 

( ) T T
2DHDA 2DHDA 2DHDA 2DHDA 2DHDA

1

log logθ θ S θ θ W θ
C

b i
i

H N n
=

−∑ , (5) 

H  has two useful properties of invariance[5]. For every nonsingular matrix l l×∈φ R , 

2DHDA 2DHDA( ) ( )φθ θH H= . This means that subsequent feature space transformations of 

the range of 2DHDAθ  will not affect the value of the criterion. The second is that the 

criterion is invariant to row or column scalings of 2DHDAθ  or eigenvalue scalings of 
T

2DHDA 2DHDAθ θ . Using matrix differentiation, the derivative of H  is given by 

( ) ( ) ( )1 12DHDA T T
2DHDA 2DHDA 2DHDA 2DHDA 2DHDA 2DHDA
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2 2
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θ S θ θ S θ W θ θ W
θ
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However, there is no close-form solution for 
( )2DHDA

2DHDA

0
θ
θ

H∂
=

∂
. Instead, the gradient 

descent algorithm is used for the optimization of H  and 2DHDAθ  is solved. Usually, 

face images are projected onto the whole 2DHDAθ , the most discriminant features are 

could not extracted, thus, former d  column vectors of  2DHDAθ  are selected as projec-

tion axes, then, the extracted features expressed as 

2DHDA (:,1: )Y Aθ d=  (7) 

where 2DHDA (:,1: )θ d  denotes the former d  column vectors of  2DHDAθ   and  Y  repre-

sents the extracted feature matrix of sample A . 

2.3   Nearest Neighbor Classifier 

After a transformation of 2DHDA, Nearest Neighbor classifier is selected to perform 
gender classification. Suppose testY  denotes the feature matrix of an arbitrary testing 

sample testA , Y i
j  denotes the feature matrix of training sample Ai

j . Then, the distance 

between testY  and Y i
j  can be expressed as 
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( ) ( ) ( ) 2

test test
1

, :, :,Y Y Y Y
d

i i
j j

k

D k k
=

= −∑  (8) 

where ( ):,Y i
j k  and ( )test :,Y k  are the k th column vector of Y i

j  and testY  respectively. 

( ) ( ) 2

test:, :,Y Yi
j k k−  is the Euclidean Distance between ( ):,Y i

j k  and ( )test :,Y k . If 

( ) ( )test test,
, min ,Y Y Y Yp i

q j
i j

D D=  is satisfied, the testing sample testA  is classified to the 

p th class, where Y p
q  represents the feature matrix of training sample Ap

q , and p  , q  

are constants. 

3   Experiments 

3.1   Experimental Objects 

Experiments are based on Feret color face database[9] and face database from Univer-
sity of Essex, UK[10]. In Feret color face database, the images are varying in posi-
tion, lighting and expression. We selected 10 male individuals, 10 female individuals 
with each individual 20 face images. Thus, there are 400 face images for experiments. 
In experiments, the images are chopped and resized to 100×90, then transformed to 
gray-scale images, as shown in Fig. 1. 

 

Fig. 1. Face images in Feret color face database 

 
Fig. 2. Face images in face database from university of Essex 
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In the face database from university of Essex, the images are with a resolution of 
200×180, and with each individual 20 face images that vary in position, rotation, 
expression and lighting. We select 19 male and 19 female individuals, totally 760 face 
images for gender classification experiments. The original images are color images, 
we transformed them to gray-scale images and chopped them with a resolution of 
80×70, as shown in Fig. 2. 

3.2   Experimental Results and Analysis 

In gender classification, there are only two classes, that are male and female respec-
tively, thus in equation (4), 2C = . When the gradient descent algorithm is used for 
the optimization of H , 2DLDAθ  is selected as the initial matrix of 2DHDAθ  for iterations. 

Finally, Nearest Neighbor classifier is used for gender classification. The classifica-
tion model is shown in Fig. 3. 

Training samples

Initialization

Training samples Testing samples

Optimization

Projection

Nearest Neighbor 
classifier

Testing sample 
feature matrixes

Training sample 
feature matrixes

2DHDA algorithm

Recognition rate

H

2DLDAθ
2DHDAθ

2DHDAθ
Projection

 
Fig. 3. Gender classification model 

Based on Feret color face database, firstly, the former 5 individuals of male and 
female, totally 200 face images are selected as training samples, the remains as testing 
samples. Experimental results are shown in Fig. 4. Secondly, for male and female, the 
former 4, 6, 8 individuals, totally 160, 240, 320 face images are selected as training 
samples respectively, experimental results are listed in Table 1. 

Fig. 4 illustrates that, when totally 200 images are selected as training samples, the 
highest recognition rate of 2DHDA is 85.00%, which is 4.5% higher than that of 
2DLDA. Table 1 shows that when 320 images are selected as training samples, the 
recognition rate of 2DHDA is 88.75%. However, the recognition rate of 2DLDA is 
only 83.75% and that of HDA is only 80.00%. When 160 and 240 images are selected 
as training samples respectively, we can know that the recognition rates of 2DHDA 
are also higher than that of 2DLDA and HDA. In table 1, when HDA is used for gen-
der classification, PCA is used as a pretreatment step for dimensional reduction. 
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Fig. 4. Experimental results based on Feret face database when 200 images selected as training 
samples 

Table 1. Experimental results based on Feret face database when different numbers of training 
samples are selected 

Algorithms 160 240 320 
2DHDA 84.58% 86.25% 88.75% 
2DLDA 80.00% 85.62% 83.75% 

HDA 76.66% 81.25% 80.00% 

Based on face database from university of Essex, firstly, 20 individuals with 10 
male and 10 female, totally 400 face images are selected as training samples and the 
remains as testing samples. When different numbers of feature dimension are  
selected, the results are shown in Fig. 5. Then, for male and female there are 9, 11 and 
13 individuals for each class, totally 360, 440 and 520 face images are selected  
as training samples respectively, and the remains are selected as testing samples. 
Experimental results are listed in Table 2. 

Fig. 5 demonstrates that, when 400 images are selected as training samples, the 
highest recognition rate of 2DHDA is 79.44%. The highest recognition rate of 
2DLDA 70.89%, which is 8.55% lower than that of 2DHDA. Table 2 expresses that, 
the recognition rate of 2DHDA is higher than that of 2DLDA and HDA when 360, 
440 and 520 images are selected as training samples respectively. 
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Fig. 5. Experimental results with 400 training samples based on face database from university 
of Essex  

Table 2. Correct recognition rates based on face database from universityof Essex when differ-
ent numbers of training samples are selected 

Algorithms 360 440 520 
2DHDA 74.50% 79.06% 77.50% 
2DLDA 73.75% 70.31% 67.92% 

HDA 65.75% 68.33% 69.16% 

4   Conclusions and Future Work 

In this paper, we presented the 2DHDA algorithm for gender classification using face 
images. Experimental results based on Feret color face database and face database from 
University of Essex show that 2DHDA is more effective than 2DLDA and HDA algo-
rithms. However, when the images in a more complex background condition, how to 
improve the recognition rate need be further studied; the gradient descent algorithm is 
easy to run in local optimalization. Thus, in gender classification how to select the itera-
tion factor and iteration number to gain the global optimal results need be further studied. 
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Abstract. As one of the most important morphological taxonomy features, 
plant leaf with many strong points has significant influence on research. In this 
paper, we propose a novel method of plant classification from leaf image 
set based on wavelet transforms and support vector machines (SVMS). 
Firstly, the leaf images are converted into the time-frequency domain image by 
wavelet transforms without any further preprocessing such as image enhance-
ment and texture thinning, and then feature extraction vector is conducted. Then 
the effectiveness of the proposed method is evaluated by the classification  
accuracy of SVM classifier. The experimental results about the data set with 
300 leaf images show that the method has higher recognition rate and faster 
processing speed. 

Keywords: Plant leaf image feature extraction; Wavelet transforms; Support 
vector machines. 

1   Introduction 

Compared with other methods, such as cell and molecule biology methods, classifica-
tion based on leaf image is a better choice. Sampling leaves and photoing leaf images 
are low-cost and convenient. One can easily transfer the leaf image to a computer and 
a computer can extract features automatically in image processing techniques. Some 
systems employ descriptions used by botanists [5-8]. But it is not easy to extract and 
transfer those features to a computer automatically. This paper tries to prevent human 
interference in feature extraction. It is also a long discussed topic on how to extract or 
measure leaf features [9-15]. That makes the application of pattern recognition in this 
field a new challenge [1] [16]. According to Du et al. [1], data acquisition from living 
plant automatically by the computer has not been implemented. Several other ap-
proaches used their pre-defined features. Miao et al. proposed an evidence-theory-
based rose classification [3] involving many features of roses. Gu et al. tried leaf 
recognition using skeleton segmentation by wavelet transform and Gaussian interpo-
lation [17]. Wang et al. used a moving median center (MMC) hypersphere classifier 
[18]. Similar method was proposed by Du et al. [1]. Their another paper proposed a 
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modified dynamic programming algorithm for leaf shape matching [19]. Ye et al. 
compared the similarity between features to classify plants [2]. 

It is important and necessary to mine this data to select only genes contributing to 
the problem domain and to filter irrelevant data. Feature selection is the problem of 
identifying such genes or features with significant information content to improve the 
generalization performance and inference of classification models by overcoming the 
‘curse of dimensionality’ which causes the risk of “over fitting”. In this paper, we 
propose a method of feature selection based on wavelet power spectrum which is 
found fit for a wide range of data sets and also works with smaller number of samples. 
It can be used in conjunction with other classification methods. The algorithm is very 
simple and requires comparatively less time to be executed. Unlike most of the other 
methods, it is relatively a very simple algorithm.  

The Wavelet Transform [19,20] overcomes some of these limitations; it can pro-
vide a constant-Q analysis of a given signal by projection onto a set of basis functions 
that are scale variant with frequency. Each wavelet is a shifted scaled version of an 
original or mother wavelet. These families are usually orthogonal to one another, 
important since this yields computational efficiency and ease of numerical implemen-
tation. Other factors influencing the choice of Wavelet Transforms over conventional 
methods include their ability to capture localised features. Also, developments aimed 
at generalisation such as the Best-Basis Paradigm of Coifman and Wickerhauser make 
for more flexible and useful representations. 

Support Vector Machine (SVM) with kernels is a widely used technique for classi-
fication [21,22]. Recently, distance-based algorithms with variant data-dependent 
distance metrics are proposed. However, many classification methods fail for classifi-
cation problems when the number of data points is much less than the data-dimension. 
It is required for those data sets to reduce the data dimension so that the classification 
methods can be well applied on the reduced points. 

The rest of the paper is organized as follows. Section 2 and Section 3 introduce 
wavelet packet transforms and support Vector Machines (SVMs), respectively.  
Section 4 proposes a method of plant classification. Experimental results and analysis 
are illustrated in Section 5. A conclusion is given in Section 6.  

2   Wavelet Packet Transforms 

Wavelet transforms (WT), enabling the time-frequency representation of the instru-
mental signals, gain more and more attention in different fields of microarray tech-
nology. The main advantages offered by WT and explored until now are associated 
with signal compression and denoising. In the case of the wavelet packet transform 
(WPT), multiresolution analysis, is now regard as standard tools by researchers in 
many applications. It is necessary to propose opportunities for exchanging between 
practitioners and researchers about wavelet. The decomposition of a signal, the length 

of which equals an integer power of two ( 2 )pn = on an orthonormal wavelet basis 

results in the same number of coefficients as the original signal. WPT is an extension 
of the DWT to the full binary tree. Any set of n coefficients, which together cover the 
entire time-frequency range, forms a complete orthonormal basis and can be used to 
reconstruct the original signal. Usually, there are only few decomposition coefficients 
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useful. Over-complete representation of the signal in the time-frequency domain as 
obtained by WPT gives us the possibility of adaptation i.e. of choosing among many 
representations the one best suited for our purpose. There are many possible criteria 
of the ‘best basis’ selection. According to one of them, the best basis is the one with 
the minimum entropy of the distribution of the wavelet transform coefficient [19,20].  

In the discrete wavelet packet transform (DWPT), both the scaling and wavelet co-
efficients are subject to the high-pass and low-pass filtering when computing the next 
level scaling and wavelet coefficients. With the standard transforms, scaling coeffi-
cients identify the frequency band [0, 11/ 2J + ], with J the coarsest level, while wavelet 
coefficients at level j describe the frequency band [ 11/ 2 ,1/ 2j j+ ]. The DWPT  

partition the whole frequency band, [0,1/2], into equal length frequency bands. DWPT 
induces a finer partition of the frequency space. It is a collection of functions 

+
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localized function of unit energy with scale 2 j , translation 2 j k , and an oscillation 
parameter of n. 

For a discrete signal, the decomposition coefficients of wavelet packets can be 
computed iteratively by  

2 , 1 2 , 2 1, 1 2 ,,k l k l
n j l k n j n j l k n j

l l

x h x x g x+ − + + −= =∑ ∑                    (2) 

where , ,{ }k
n j n jX x= is the decomposition coefficient sequence of the nth node at 

level j of the wavelet packet tree. Without loss of generality, 1, 2,3, 4j = . 

The original signal can be reconstructed iteratively by 

, 2 2 , 1 2 2 1, 1
l k k
n j l k n j l k n j

k k

x h x g x− + − + += +∑ ∑                          (3) 

The wavelet packet functions as well as the corresponding decomposition coefficients 
can be organized as a binary tree as shown in Fig.1. Each node corresponds to a fre-
quency band. The leaf nodes of any connected subtree that has the same root node as the 
full tree form an orthonormal basis and can represent a signal of finite energy completely.  
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Fig. 1. Wavelet packet tree 

As an example, the wavelet packet functions of the filled nodes form an  
orthonormal basis. The decomposition coefficients are organized as the same tree,  
in which the nth node at level j includes the wavelet packet function 

/ 2{2 (2 ),0 2 }j j j
nu t k k N− − −− ≤ < . 

3   Support Vector Machines (SVM) 

SVM is a relatively new type of machine learning model, originally introduced by 
Vapnik and co-workers, and successively extended by a number of other researchers. 
This model, which is of remarkably robust performance with respect to sparse and 
noisy data, is becoming into the system of choice in a number of applications from 
text categorization to protein function prediction. 

When used for classification, SVM can separate a given set of binary labeled train-
ing data with a hyper-plane that is maximally distant from then (the maximal margin 
hype-plane). For the cases in which no linear separation is possible, they can work in 
combination with the technique of ‘kernels’, which automatically realizes a nonlinear 
mapping to a feature space, Generally, the hyper-plane found by the SVM in feature 
space corresponds to a nonlinear decision boundary in the original space. 

Without loss of generality, let the thi  input sample i
1( ,... )i i

nβ β β=  be the realiza-

tion of the random vector β . And this input sample is labeled by the random vari-

able { 1,1}γ ∈ − . Assume the : ( , )p qU V U R V R∅ ⇒ ⊆ ⊆  is a mapping from the input 

space U to a feature space V, and that we have a set of samples θ  of m samples la-
beled data points: 1 1{( , ),...., ( , )}m mθ β γ β γ= . The SVM learning algorithm is to find a 

hyper-plane (ω , b) such that the quantity: 

min { , ( ) }i i

i
b= < > −χ γ ω φ β                                       (4) 

j=1,n=0,1 

j=0,n=0 

j=2,n=0,1,2,3 

j=3,n=0~7 

j=4,n=0~15 
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is maximized, where < • >  denote an inner product, the vector ω  has the same di-

mensionality as V, 2|| ||ω  is held as a constant, b is a real number and χ  is called the 

margin. The quantity ( , ( ) )i bω φ β< > −  corresponds to the distance between the 

points iβ and the decision boundary. When multiplied by the label iγ , it gives a posi-

tive value for all correct classifications and a negative value for all the incorrect ones. 
The minimum of this quantity over all the data is positive if the data is linearly sepa-
rable, which is called as the margin. Given a new data sample β  to be classified, a 

label is assigned according to its relationship to the decision boundary, and the corre-
sponding decision function is: 

( ) ( , ( ) )f sign bβ ω φ β= < > −                                   (5) 

4   A Method of Plant Classification 

One of the most important aspects of any pattern detection technique is extracting inher-
ent features in a dataset. Consequently any texture classification technique would only be 
as good as the features extracted from the pattern being analyzed. The process of feature 
extraction is compounded in difficulty by the dimensionality of the feature space. The 
complexity of features selection is leaded to a great extent by employing an adaptive 
WPT and using it to extract the most discriminate of subbands from the complete  
transform. The following statistical features of the wavelet packet decomposition are 
computed for each node of wavelet packet tree. They are to be useful for our application. 
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where, ,n jK is the length of decomposition coefficient sequence ,n jx . 

The question about plant classification has complicated nature of incertitude. In 
many conditions, we always get cursory information in the beginning of investigation. 
So the key of the problem is how to engender the final rule using useful feature and 
original data. To deal with the decision information using wavelet transforms gets 
features. We regard mean, energy and entropy as classification features. Then SVM 
classifier is applied. 

5   Experimental Results and Analysis 

The shape feature is one of the most important features for characterizing an object, 
which is commonly used in object recognition, matching and registration. In addition, 
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the shape matching and recognition is also an important part of machine intelligence 
that is useful for both decision-making and data processing. More importantly, the 
recognition based on shape feature is also a central problem in those fields such as 
pattern recognition, image technology and computer vision, etc., which have received 
considerable attention recent years. 

During the experiment, we select 15 kinds of plants with 100 leaf images for each 
plant, as shown in Fig.2, we regard mean, energy and entropy as classification fea-
tures, and employ radial basis function (RBF) kernel in SVM learning algorithm to 
validate the selected features. The covering decision systems can be divided into con-
sistent covering decision systems and inconsistent decision systems.  

 

Fig. 2. Original 15 plant leaf images 

All the plant leaf images are captured with the same plant leaf image capture de-
vice. Plant leaf image samples from the same palm may be with a little rotation and 
shift. The size of all the plant leaf image images is 240×240. The following experi-
ments are designed for testing the accuracy and efficiency of the proposed method. 
The data collection process involves four steps: 

 Find 15 plants, each has 100 leaf images. 
 Compute the wavelet transforms of the leaf images and exact the features 

with mean, energy and entropy 
 Classify leaf image using SVM.  

We extract the classifying feature from the coefficients of leaf image. We try the 
following two kinds of support vector machines: 1) Linear SVM (no kernel); 2)  
Radial basis function SVM (RBF kernel). Where, we select wavelet function Daube-
chies 5. The results can be seen from table1. In order to compare, the plant leaf image 
classification based on other methods are given in table 1.  

Table 1. Results of plant leaf image identification rate 

Method PCA+ SVM ICA + SVM Wavelet transforms +SVM 
Identification rate 92% 94% 95% 
Response time (s) 12 14 8 
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The response time is recorded to evaluate the efficiency of the proposed method. 
From the table1, we can see the timing response is shorter using the method which is 
presented in this paper. 

6   Conclusion 

This paper introduces a feature extraction approach for plant leaf recognition. The 
classifier SVM is adopted for it has fast speed on training and simple structure. The 
features of plant leaf are extracted and processed by wavelet transforms to form the 
input vector of SVM. The experimental results indicate that our algorithm is workable 
with a recognition rate greater than 95% on 15 kinds of plant leaf images. Compared 
with other methods, this algorithm is fast in execution, efficient in recognition and 
easy in implementation. Future work is under consideration to improve it.  
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Abstract. Dimensionality reduction is a key technology for face recognition. In 
this paper, we propose a novel method, called Locality Preserving Fisher Dis-
criminant Analysis (LPFDA), which extends the original Fisher Discriminant 
Analysis by preserving the locality structure of the data. LPFDA can get a sub-
space projection matrix by solving a generalized eigenvalue problem. Several 
experiments are conducted to demonstrate the effectiveness and robustness of 
our method. 

Keywords: Fisher Discriminant Criterion; Locality Preserving Projection; Face 
Recognition. 

1   Introduction 

Face recognition is a key branch of computer vision; also it can be employed in many 
fields, such as human-computer interface, security validation, etc. So, over the past 
few years, face recognition has received lots of attention by researchers, and a great 
deal of techniques has been developed. Appearance-based method is one main ap-
proach among them, which involves two main steps: one is to represent the face im-
age in a feature space, and the other is how to classify the images in the feature space. 
In order to deal with the first issue, several classic techniques have been developed, 
which can be categorized into two classes, namely, the linear methods and the nonlin-
ear methods. Principal Component Analysis (PCA) [1] and Fisher Discriminant 
Analysis (FDA) [2] are two classic linear features extraction methods based on 
Euclidean distance. PCA attempts to preserve the global structure of the data points’ 
distribution, and FDA attempts to make the samples as separable as possible in the 
low dimensional space. But in the real world, there is no trusty evidence that the im-
age feature space is Euclidean, so it is more reasonable to postulate that the image 
feature space is a manifold embedded in the high dimensional space, and the tradi-
tional linear methods are difficult to find the true structure of the data points.  
Recently, some nonlinear algorithms have been developed, such as Locally Linear 
Embedding (LLE) [3] and [4], ISOMAP [5], Locality Preserving Projections [6] and 
[7] Neighborhood Preserving Embedding [8], Tangent Distance Preserving Mapping 
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[9] etc. However, all these methods are designed to preserve the locality of the data in 
the lower dimensional space rather than discriminant ability. So, the results of the 
projection will result in the overlap of data form different class. Developing an effec-
tive algorithm which holds both the linear character and the nonlinear character, and 
also possesses the discriminant ability is an important issue. 

In order to deal with this problem, we propose a novel algorithm named Locality 
Preserving Fisher Discriminant Analysis (LPFDA), which extends the original Fisher 
Discriminant Analysis by preserving the locality structure of the data. LPFDA inherits 
the discriminant ability of FDA, and the locality preserving ability makes LPFDA 
more reliable than FDA. Also we can consider LPFDA as a combination of FDA with 
Locality Preserving Projections (LPP) at a certain degree. 

The rest of the paper is organized as follows: in section 2, we briefly review  
Fisher Discriminant Analysis and Locality Preserving Projections, and then in section 
3, we elaborate our proposed method Locality Preserving Fisher Discriminant Analy-
sis (LPFDA). Section 4 presents the experiment results. Finally in section 5, the  
conclusion is given. 

2   Paper Preparation 

2.1   Review of FDA 

Let X = [x1, x2… xn] be a set of vectors, where xi (i =1, 2,…, n) ∈  Rh, and each xi  
belongs to one of the C classes. Let ni (i=1,2,…,c) be the number of the ith class data 

points, and we have n=n1+n2+…+nc. Also we define ∑
∈
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data points belonging to the ith class, and ∑=
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be the mean of all the data points. 

FDA wants to project X into a low dimensional subspace in which the ratio of  
between-class distribution and within-class distribution can be maximized. So the 
objective function of FDA is defined as: 
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(1) is called the generalized rayleigh quotient and can be solved by solving a  
generalized eigenvalue problem: 

pSpS wb λ=  (2) 

By projecting the original data set to the subspace constructed by the solutions of (2), 
FDA can make the ratio of between-class distribution and within-class distribution 
can be maximized. 

2.2   Review of LPP 

LPP is a linear approximation of the nonlinear Laplacian Eigenmap [10] for learning a 
locality preserving subspace which preserves the intrinsic geometry of the data and 
local structure. A neighborhood relationship graph G is built to depict the local struc-
ture of the data points.    

Let X = [x1, x2… xn] be a set of vectors, where xi (i =1, 2,…, n) ∈  Rh. LPP seeks a 
matrix P to project X into a low dimensional space in which the local structure of X 
can be preserved. 

The objective function of LPP is defined as: 
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i j
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Where wij is some certain measures weight which depicts the nearness relationship 
between two data points.  

There are two common ways to compute wij: 
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The weight wij define a matrix W, whose entry wij is nonzero only when xi and xj 
are adjacent. Also notice that the entries of W are nonnegative and that W is sparse 
and symmetric. 

There is also an imposed constraint to (1), namely, yTDy=1, where D is a diagonal 

matrix, with ∑=
j

ijii wD . 

Finally, the minimization problem reduces to the following form: 

=PXDXP

PXLX
TT

TTmin P

I
 (4) 

Where L=D-W, is the Laplacian [11] of the graph G constructed by LPP. 
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In order to get the optimal projection matrix PLPP, we just need to get the eigenvec-
tors corresponding to the minimum eigenvalues of the generalized eigenvalue problem: 

PXDXPXLX TT λ=  (5) 

When we get PLPP, we can obtain the projection results of X easily by Y = PLPP
TX. 

3   Locality Preserving Fisher Discriminant Analysis (LPFDA) 

3.1   Justification 

Since LPFDA is designed to hold both the linear character and the nonlinear charac-
ter, and also possess the discriminant ability, we can innovate a heuristic object  
function by combining the FDA and the LPP: 

pXLXp
pSp

pSp TT

w
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b
T

−max  (6) 

Where Sb is the between-class scatter matrix, Sw is the within-class scatter matrix. 
X is the image set, and p is the projection direction. The definition of matrix L is the 
same as in section 2.2. Since LPP wants to find a projection direction w to 

make pXLXp TT as small as possible, we can instead here choose 

pXLXp TT- and make it as large as possible in the low dimension space. 

Alternatively, we can reformulate (6) as: 
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The constrained maximization problem (7) can be solved by Lagrange multipliers: 
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Let the partial derivative with respect to p to zero we can get: 
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Let A = Sb-XLXT, B = Sw, (8) can be rewritten as: 

BpAp λ=  (9) 
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If matrix B is invertible, we can reduce (9) to the common eigenvalue problem: 

pApB λ=−1  (10) 

In real operation, we can add a diagonal matrix with small entry value, such as 
0.01, to the matrix B to ensure it has full rank. 

The optimal solution vector p of (7) is the eigenvector corresponding to the largest 
eigenvalue of B-1A. Usually one projection direction is not enough, so we use the 
eigenvectors corresponding to the largest d eigenvalues of B-1A (d is the dimension of 
the subspace) to be the projection directions, and they form a projection matrix Ph*d. 
Here h is the dimension of the original space. 

When Ph*d is gotten, the data points in the original space can be mapped into a sub-
space by 

Y=Ph*d
TX (11) 

And for a new test sample x, it can be mapped to the subspace by 

y=Ph*d
Tx (12) 

3.2   The Algorithm 

The concrete algorithmic procedure is formally stated as follows:  

Input: X = [x1, x2… xn], xi (i =1, 2,…, n) ∈  Rh 
Output: Y = [y1, y2… yn], xi (i =1, 2,…, n) ∈  Rd (d<<h) 
Step1: Compute the between-class scatter matrix Sb and the within-class scatter 

matrix Sw; 
Step2: Compute the matrix L  

a. Construct the neighborhood relationship graph G, and compute the weigh 
wij of each edge of G, which equals to compute the weigh matrix W; 

b. Let L=D-W, where ∑=
j

ijii wD  

Step3: Solve the generalized eigenvalue problem pSpXLXS w
T

b λ=− )( , and 

get projection matrix Ph*d, which is constituted of the eigenvectors corre-
sponding to the d largest eigenvalues of matrix Sw

-1(Sb-XLXT). 
Step4: Project X to Y by Y=Ph*d

TX. 

4   Experiments and Discussions 

In this section, we conduct several experiments on different datasets to demonstrate 
the effective and the robustness of our proposed method Locality Preserving Fisher 
Discriminant Analysis (LPFDA). Remember that in all the following experiments the 
parameter k used to find the nearest neighborhoods in LPP is set to 10. Also when 
constructing the graph G in LPFDA, we put an edge between two data points just 
when they belong to the same class. 



266 X. Zhao and X. Tian 

4.1   ORL 

In this experiment, we use a famous face database ORL [12]. ORL contains 40 differ-
ent subjects, and each subject has ten different images. The images include variation in 
face expression (smile or not, open / closed eyes) and pose. Fig.1 illustrates two sample 
subjects of the ORL database along with variations in facial expression and pose. 

 

Fig. 1. Sample faces images from the ORL database along with variations in facial expression 
and pose 

We test LPFDA against PCA, FDA and LPP to demonstrate the predominance of 
LPFDA. We form the training set by randomly selecting 5 images per individual with 
labels, and the rest of the database was considered to be the testing set. Nearest 
neighborhood classifier is employed in the experiments. We conduct the experiments 
for 10 times, and report the average results here. The results are given in Fig.2. The 
horizontal axis represents the dimension of the subspace and the vertical axis stands 
for the recognition rate. 

 

Fig. 2. The recognition rates versus the subspace dimension on ORL database 

It can be seen that LPFDA outperforms all the 3 methods a lot. Although FDA per-
forms well, however, LPFDA exceeds it nearly 3 percent. Here, LPP has the same 
performance when the dimension is larger than 50, which is because we run PCA to 
preserve 90 percent principal component prior to conduct LPP, and the subspace di-
mension obtained by PCA is smaller than 50. However, LPP’ performance is far 
worse than LPFDA and FDA, which is because LPP do not consider explicitly the 
class labels of the data points, so when comparing with LPFDA and LDA, it eats their 
dust. Another point we should pay attention to is that LPFDA gets the second highest 
recognition rate (92.95%, which is less than the first highest recognition rate for 0.1 
percent) at the dimension 40 which equals to the number of the classes. This indicates 
that LPFDA inherits the character of FDA. 
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Like Fisherface, we display the first 10 “eigenfaces” obtained by LPFDA in Fig.3, 
for simplicity, we call them LPFisherfaces. In order to compare, we also show Eigen-
faces, Fisherfaces and Laplacianfaces along with LPFisherfaces. 

 

Fig. 3. From top to bottom: the first 10 LPFisherfaces, Eigenfaces, Fisherfaces and Laplacian-
faces obtained from ORL data base 

All the images in the original space are projected into the subspace spanned by the 
LPFisherfaces.   

We also list the best recognition rate achieved by each method along with the cor-
responding subspace dimension d in Table 1. 

Table 1. The best recognition rate achieved by each method along with the corresponding 
subspace dimension d 

 Subspace Dimension d Recognition Rate (%) 
LPFDA 70 93.05 

PCA 70 85.35 

FDA 39 90.2 

LPP 40 86.6 

4.2   YALE  

YALE face database [13] contains 165 grayscale images of 15 individuals. There are 
11 images per subject, one per different facial expression or configuration: center-
light, w/glasses, happy, surprised, and wink, etc. Fig.4 illustrates two sample subjects 
of the YALE database along with variations in facial expression and configuration. 

We also test LPFDA against PCA, FDA and LPP. We form the training set by ran-
domly selecting 6 images per individual with labels, and the rest of the database was 
considered to be the testing set. Nearest neighborhood classifier is employed in the 
experiments. The experiments are conducted for 10 times, and we report the average 
results here. The results are given in Fig.5. The horizontal axis represents the dimen-
sion of the subspace and the vertical axis stands for the recognition rate. 

 

Fig. 4. Sample faces images from the YALE database along with variations in facial expression 
and configuration 
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Fig. 5. The recognition rates versus the subspace dimension on YALE database 

This time, LPFDA outperforms all the other 3 methods too. It can be seen that 
LPFDA averagely exceeds PCA and FDA 20 percent and 2.5 percent respectively. 
Also the second best recognition (81.8%, which is less than the first highest recogni-
tion rate for 0.07 percent) achieved by LPFDA appears at the dimension 20 which is 
closed to the number of the classes. Meanwhile, we notice that LPP gets a similar 
performance like in ORL data base, which shows the importance of using the labels 
information to do categorization work again.  

Also we display the first 10 LPFisherfaces along with Eigenfaces, Fisherfaces and 
Laplacianfaces in Fig.6. 

 

Fig. 6. From top to bottom: the first 10 LPFisherfaces, Eigenfaces, Fisherfaces and Laplacian-
faces obtained from YALE data base 

The best recognition rate achieved by each method along with the corresponding 
subspace dimension d is shown in Table 2. 

Table 2. The best recognition rate achieved by each method along with the corresponding 
subspace dimension d 

 Subspace Dimension d Recognition Rate (%) 
LPFDA 40 81.87 

PCA 50 59.73 

FDA 14 78.4 

LPP 90 64.4 
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5   Conclusions and Future Works 

In the paper, a novel algorithm named Locality Preserving Fisher Discriminant 
Analysis (LPFDA) is proposed. LPFDA is derived by designing a heuristic object 
function which combines FDA with LPP. Through solving an eigenvalue problem, we 
get the projection vectors in the low dimension space. Face recognition experiments 
are conducted on two famous databases to demonstrate the effectiveness and robust-
ness of LPFDA.  

Refer to the future work, we will try to develop a kernel extended version of 
LPFDA, and study how to harmonize the impact factor of the linear portion and the 
nonlinear portion in LPFDA. 
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Abstract. In this paper, we propose a novel approach for palmprint recognition, 
which combine band-limited phase-only correlation method and directional rep-
resentation of palmprint. We also exploit peak-to-sidelobe ratio as the similarity 
measure. The results of experiments conducted on Hong Kong Polytechnic 
University Palmprint Database show that the proposed approach has higher ac-
curate recognition rates and lower equal error rates than that of the approach, 
which combine band-limited phase-only correlation and original representation. 

Keywords: biometric, palmprint recognition, phase-only correlation. 

1   Introduction 

Nowadays, palmprint recognition, as a new biometric technology, has been receiving 
wide attentions from researchers [1]. So far, there have been many approaches pro-
posed for palmprint recognition [2]. Kong et al. has made a survey for this technique 
and divided the approaches into several different categories [2].  

Recently, Phase-only correlation (POC) and Band-Limited Phase-Only correlation 
(BLPOC) have been successfully applied to palmprint recognition [3,4]. In [3], 
BLPOC was used for palmprint recognition for the first time. Then, in [4], the per-
formance of BLPOC has been improved by two aspects: (a) reducing the registered 
data size by registering quantized phase information and (b) dealing with nonlinear 
distortion between palmprint images by local block matching. 

In this paper, we also propose a method for palmprint recognition exploiting 
BLPOC. Compared to the work [3] and [4], we make two improvements. The first 
one is that we combine the BLPOC and directional representation (DR) of palmprint 
for recognition, which can obtain higher accurate recognition rates and lower equal 
error rates (EER) than the approach combining BLPOC and original representation 
(OR) of palmprint. The second one is that we exploit peak-to-sidelobe ratio (PSR) 
similarity measure to further improve the recognition rates.  

The experiments were conducted on Hong Kong Polytechnic University (PolyU) 
Palmprint Database. And experimental results have demonstrated the effectiveness of 
the proposed method.  
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2   Fundamentals of Band-Limited Phase-Only Correlation 

In this section, we will introduce the fundamentals of BLPOC [3,4]. Firstly, the defi-
nition of POC is described as follows: 

Consider two N1×N2 images, f(n1,n2), and g(n1,n2). Let F(k1,k2) and G(k1,k2) denote 
the 2D DFTs of the two images. Here, F(k1,k2) is given by: 
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where AF(k1,k2) is amplitude and θF(k1,k2) is phase. G(k1,k2) can be defined in the 
same way. The cross-phase spectrum RFG(k1,k2) is given by: 
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where ),( 21 kkG  is the complex conjugate of G(k1,k2) and θ(k1,k2) denotes the phase 

difference θF(k1,k2 )—θG(k1,k2). The POC function rfg(n1,n2) is the 2D Inverse DFT 
(2D IDFT) of RFG(k1,k2) and is given by:   
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From formulas (2) and (3), we can see that original POC exploit all components of 
image’s 2D DFT to generate the out plane. In [3], ITO et al., found that BLPOC can 
achieve better recognition performance by removing the high frequency components 
and only using the inherent frequency band for matching.  

Here we denote the center area of θF(k1,k2 ) and θG(k1,k2) as θF(k1,k2 )BL and 
θG(k1,k2)BL, whose size is J1×J2. Thus, the BLPOC function is given by: 
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3   Directional Representation of Palmprint 

In our prior work [5,6,7], we exploited DR of palmprint for appearance based ap-
proaches, and better recognition results have been reported. In this paper, we try  
to combine BLPOC and DR to see whether the better recognition rates can be ob-
tained or not. Here, we also use the MFRAT to extract directional representation of 
palmprint [5,6]. The MFRAT is defined as follows: 
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Denoting Zp={0,1,…,p-1}, where p is a positive integer, the MFRAT of real func-
tion f[x,y] on the finite grid Zp

2 is defined as:     

∑
∈

==
kLji

fk jifkMFRATLr
,

],[)(][  (5) 

where Lk denotes the set of points that make up a line on the lattice Zp
2, which means: 

},)(:),{( 00 pkk ZijiiSjjiL ∈+−==  (6) 

where (i0,j0) denotes the center point of the lattice Zp
2, and k means the index value 

corresponding to the slope of Sk. That is to say, different k denotes different slopes of 
Lk. For any given k, the summation of only one line, which passes through the center 
point (i0,j0) of Zp

2, is calculated. It should be pointed out that all lines at different 
directionls have an identical number of pixels. The discussion about the differences 
between finite radon transform (FRAT) and MFRAT can be found in [7]. 

 

Fig. 1. The 9×9 MFRAT. (a) k1represents 0º; (b) k2 represents π/6; (c) k3 represents 2π/6; (d) 
k4 represents 3π/6; (e) k5 represents 4π/6; (f) k6 represents 5π/6. 

In the MFRAT, the index value k(i0,j0) of center point f(i0,j0) of the lattice Zp
2 is 

calculated by following formula: 
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In this way, the directions of all pixels can be calculated if the center of lattice Z2
p 

moves over an image pixel by pixel. For an image I(x,y) of size m×n, if the values of 
all pixels are replaced by their index values of direction, the DR of this palmprint can 
be constructed as follows: 
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Fig. 1 shows an example of MFRAT with size 9×9. Table 1 lists the angles and 
their corresponding index value k. In order to view the DR clearly, we multiply k by 
20 to form the final DR image.   

Fig. 2 shows three palmprint images and their DRs extracted by 23×23 MFRAT. 
In Fig.2, The first row shows original images, and the second row is the correspond-
ing directional images.  Among them, Fig 2(b) and (c) come from the same palm, but  
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Table 1. The index values representing different angles 

k 7 8 9 10 11 12 
Angle 0º π/12 2π/12 3π/12 4π/12 5π/12 
k 1 2 3 4 5 6 
Angle 6π/12 7π/12 8π/12 9π/12 10π/12 11π/12 

 

           
                 (a)                                       (b)                                     (c) 

           

                 (d)                                       (e)                                      (f) 

Fig. 2. Plmprint images and their directional representation 

were captured in different illumination conditions. Although the illumination condi-
tions changed drastically, however, their DRs are still very similar (see Fig.2d and f). 

In fact, the size p of MFRAT is an important parameter, which will influence the 
recognition rates. We will discuss how to determine a proper p by experiments in 
Section 4.    

4   Experiments 

The proposed approach in this paper was tested on the Hong Kong Polytechnic Uni-
versity (PolyU) Palmprint Database. This database contains 7752 grayscale palmprint 
images from 386 palms corresponding to 193 individuals, in which about 20 samples 
from each of these palms were collected in two sessions. And the total numbers of 
images captured in the first session and the second session are 3889 and 3863, respec-
tively. A detailed introduction of PolyU Database can be found in [1]. In our paper, 
by using the similar preprocessing approach described in literature [1], palmprint is 
orientated and the ROI, whose size is 128×128, is cropped. In our experiments, we 
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use the first three palmprints from the first session for training and leave the palm-
prints from the second session for testing. Therefore, the numbers of images for train-
ing and test are 1158 and 3863, respectively. When a test image A matches with three 
training images belonging to a same class i, there will generate three matching scores. 
The largest one will be selected as the final matching score between A and class i. In 
experiments, The nearest neighbor rule is used for classification. The EER is adopted 
for evaluate the verification performance, and the recognition rate (RR) is exploited to 
evaluate the identification performance.  

The experiments were conducted on a personal computer with an Intel Duo T7500 
processor (2.20GHz) and 2.0G RAM configured with Microsoft Vista and Matlab 7.0.  

In [3] and [4], the peak was adopted for similarity measure. In this paper, we will 
also investigate the recognition performance of measures peak-to-correlation energy 
(PCE), and peak-to-sidelobe ratio (PSR). As the name suggests, peak is the maximum 
peak value in the correlation out plane (COP). PCE and PSR are defined by: 

COP
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std

meanpeak
PSR

−=  (9) 

where meanCOP is the average of the COP, stdCOP is the standard deviation of the 
COP, meansidelobe is the average of the sidelobe region surrounding the peak  
(21×21 pixels with a 5×5 excluded zone around the peak), and stdsidelobe is the standard 
deviation of the sidelobe region values.  

The first experiment is to evaluate the recognition performance of three different 
similarity measures i.e., peak, PCE and PSR on OR. In this experiment, determining 
suitable values of M1 and M2 is a key problem that should be solved firstly. Since the 
ROI image of Palmprint is a square, and its Fourier spectrum is also a square, we let 
M1 equal to M2. That is to say, the selected center area of the 2D DFT spectrum is also 
a square, whose size is M1×M1. Furthermore, in order to choose the best M1, we 
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Fig. 3. EERs (a) and RR (b) of BLPOC + OR using different measures under different M1 
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Table 2. The lowest EER (LEER) and highest recognition rates (HRR) of BLPOC + OR using 
different measures, and corresponding band size of M1×M1  

Lowest EER of BLPOC + OR Highest RR of BLPOC + OR 
LEER-Peak 0.285% M1×M1 34×34 HRR-Peak 98.99% M1×M1 30×30 
LEER -PCE 0.309% M1×M1 34×34 HRR-PCE 98.99% M1×M1 34×34 
LEER -PSR 0.238% M1×M1 34×34 HRR-PSR 99.02% M1×M1 34×34 

conduct the tests exploiting different values of M1. Here, the values of M1 are set to an 
even number, and the range of M1 is {22, 24, ···, 70}. Fig.3a depicts the EERs when 
the values M1 changes from 22 to 70. And Fig.3b shows RRs corresponding to differ-
ent M1. It can be easily seen that using PSR can generate the lowest EER and highest 
RR. Table 2 lists the lowest EER and highest RR obtained by peak, PCE and PSR, 
respectively. We can know the results obtained by PSR are best. 

In Section 3, we have mentioned that the size of MFRAT will influence the recog-
nition rates. Thus, the second experiment aims to find the size of MFRAT, which can 
achieve best recognition performance. In order to do this task, we change the size p of 
MFRAT from 11 to 21 with an interval of 2. Meanwhile, the arrangement of index 
values of directions is also adopted the one listed in Table 1. It should be noted that in 
this experiment we only exploit PSR for similarity measure. Fig.4 depicts the EERs 
and recognition rates under different p. When the size p of MFRAT is set to 13×13, 
the lowest EER is obtained, which is 0.129%. And when the p is set to 15×15, we can 
get highest recognition rate, which is 99.94%.  

In the first experiment, we concluded that PSR is a better similarity measure than 
peak and PCE. In the third experiment, we will investigate whether this conclusion is 
true or not when the DR is used. Here, we fix the value of p as 13×13, and see the 
recognition performance of peak, PCE and PSR by changing the band width of M1 
from 22 to 70 with an interval of 2. 
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Fig. 4. EERs (a) and RR (b) of BLPOC + DR using PSR as similarity measures while the size 
of MFRAT p changed from 11 to 21 with an interval of 2 
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Fig. 5. EERs (a) and RR (b) of BLPOC + DR using different measures under different M1, 
while the size p of MFRAT is set to 13×13 

Table 3. The lowest EER (LEER) and highest recognition rates (HRR) of BLPOC + DR using 
different measures, and corresponding band size of M1×M1, while the size p of MFRAT is set to 
13×13 

Lowest EER of BLPOC + DR Highest RR of BLPOC + DR 
LEER-Peak 0.155% M1×M1 22×22 HRR-Peak 99.79% M1×M1 22×22 
LEER -PCE 0.186% M1×M1 22×22 HRR-PCE 99.74% M1×M1 24×24 
LEER -PSR 0.129% M1×M1 22×22 HRR-PSR 99.87% M1×M1 22×22 
 

Table 4. The comparision of EER between proposed method and the method in [4] 

 Proposed method  Method in [4] 
EER 0.129% 0.224% 

 
Fig.5 depicts the EERs and recognition rates using peak, PCE and PSR as similar-

ity measure, respectively. It can be easily seen that using PSR can also get the lowest 
EER and highest RR. Table 3 lists the lowest EER and highest RR obtained by peak, 
PCE and PSR, respectively. We can know the results obtained by PSR are best when 
DR is used.       

We compare the EERs of the proposed method with the work [4], which are listed in 
Table 4. We can see the recognition performance is also better than the method in [4]. 

5   Conclusion 

In this paper, we propose a novel approach for palmprint recognition, which combine 
band-limited phase-only correlation method and DR of palmprint. We also exploit PSR 
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as the similarity measure. The results of experiments conducted on Hong Kong Poly-
technic University Palmprint Database show that using DR and PSR, the recognition 
performance of BLPOC has been significantly improved. For example, when using 
PSR as similarity measure, the lowest EER of BLPOC+DR is 0.129%, which is about 
half of the method BLPOC+OR, and the highest RR of BLPOC+DR is 99.94%, which 
is about 1% higher than the HRR of the method BLPOC+OR. In addition, the recogni-
tion performance of proposed method is better than that of the work in [3] and [4].   
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Abstract. A new design for an eye gaze tracking system based on stereovision 
technique is presented. The system consists of two CCD cameras and two novel 
light sources for stereovision. The way of getting pupil position is to do subtrac-
tion of two images, the “bright pupil” and the “dark pupil”, which are gained by 
illuminating user’s eyes alternately. The pupil center is located by ellipse fitting 
when the Purkinje image is gained in the “dark pupil”, so the local gaze direction 
can be obtained. We also use support vector regression to figure out the mapping 
relationship from eye parameters to gaze point, and the interference from head 
motion may be eliminated by using 3D eyeball data. The experimental results 
show that the system can achieve an average accuracy of 1.8 degree and be robust 
in gaze tracking under large head movements. 

Keywords: Eye Gaze Tracking, Stereovision, Pupil, Purkinje Image. 

1   Introduction 

Non-contact eye gaze tracking system, the primary design of Human-Computer Inter-
action (HCI), has made great improvement due to the advance in technology and the 
expanding of application fields in recent years[1,2]. The system of non-contact eye gaze 
tracking is impelled to more precision, higher efficiency and lower cost by the updating 
of iris detecting and pupil tracking technology[3-5].  

A non-contact eye gaze tracking system based on stereovision is designed to help the 
handicapped and the elderly to use computer for information interacting. The system 
used new methods of detecting and tracking as well as new mapping algorithm. The 
precision and real-time performance is greatly improved.  

To solve the problem of head motion in eye gaze tracking system, the system plat-
form is mainly designed to contain two cameras and loop light sources. The “bright 
pupil” and the “dark pupil”, illuminated by each loop light source between two frames, 
can be captured by each camera. The position of pupil in image can be obtained by 
subtraction and connectivity analysis, and the space position of eyeball can be achieved 
by stereovision technology. The center of pupil and Purkinje image can be obtained by 



 A Design and Research of Eye Gaze Tracking System Based on Stereovision 279 

the algorithm of ellipse fitting and gray detection, using the vector difference between 
them as the input of mapping model. Based on the characteristics of human gazing 
movement, a tracking prediction algorithm is designed by combining Kalman filtering 
and neural network. The experimental data show that the tracking has been improved. 
Finally, the mapping model is obtained by support vector regression analysis between 
eye gaze direction and other variables such as the positions of eyeball, pupil and Pur-
kinje image vector.  

This paper is organized as follows. In Section 2, the configuration of system hard-
ware is described. We propose the method of pupil detection and tracking as well as 
how to get the gaze mapping model using 3D eye data in Section 3. Experimental 
results are shown in Section 4. The paper ends in Section 5 with a conclusion of our 
work. 

2   System Hardware Description 

To make user environment more comfortable without the loss of tracking precision, the 
non-contact eye gaze tracking system is designed to contain two CCD cameras and two 
loop infrared light sources. And the system also contains image grabber, personal 
computer and processor, as shown in Fig.1 (a) and Fig.1 (b).  

The stereo camera system provides 3D coordinates of pupil for tracking by image 
capture and 3D-space ranging. Video source acquisition and pretreatment are accom-
plished by image grabber, and then the information is sent to personal computer for 
image processing. Once the frame synchronization signal captured, the two light 
sources illuminate alternatively controlled by processor, then the image of the “bright 
pupil” and the “dark pupil” (see in Fig.2) can be obtained from two consecutive frame 
images of either CCD camera. Infrared LED (Light Emitting Diode), as the light source 
has a peak wavelength of 880nm. To produce the “bright pupil” and “dark pupil” as well 
as to minimize interference from daylight, we use an optical band pass filter, which has 
a wavelength pass band only 10nm wide at 880nm. 

 
(a) (b) 

 

Fig. 1.（a）The eye gaze tracking system configuration. (b)Actual photograph of the eye gaze 
tracking system. 
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Fig. 2. Principle of bright and dark pupil effects 

3   Proposed Methods 

3.1   Pupil Detection 

3.1.1   Image Subtraction 
To get the position of pupil, the first step is to make subtraction between two consecu-
tive frame images which are the “bright pupil” (see in Fig.3(a)) and the “dark pupil” 
(see in Fig.3(b)). Fig.3(c) is a result from the subtraction between Fig.3(a) and Fig.3(b). 
Obviously, except for the pupil, facial contour is also displayed in Fig.3(c) because of 
two images’ gray difference. To eliminate interference from facial contour, we use 
connectivity analysis, and set the criterion and the threshold for the subsequent image 
processing based on the shape of pupil and its gray value. The processed image is shown 
in Fig.3(d). 

 
               (a)                               (b)                              (c)                              (d) 

Fig. 3. Image subtraction and processing. (a) The “bright pupil”. (b) The “dark pupil”. (c) Sub-
traction between (a) and (b). (d) Image processed result.  

3.1.2   Determining the Positions of Pupil and Purkinje Image 
After the facial contour interference was removed by the above method, there are only 
two pupils in the image. The pupils may be detected by searching the entire image to 
locate two dark regions that satisfy certain size, shape, and distance constraints. 
Therefore, the Purkinje image may be found in Fig.4(c) because of its higher gray value 
compared with the “dark pupil”. 
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The center of pupil is obtained by ellipse fitting (see in Fig.4(b)). Among a number of 
discrete data, an ellipse can be determined by six points. Therefore, pupil center may be 
located by ellipse fitting that choose six points randomly from thirty boundary ones via 
least-square method based algebraic distance. The ellipse can be denoted by the equa-
tion of conic section: 

022 =+++++ FEyDxCyyBxAx iiiiii  (1) 

Where, ( ix , iy ) is the point coordinate on ellipse. Substitute six points into the 

Eqn(1) respectively, then the parameters A、B、C、D、E、F are computed. So the 
center coordinates of ellipse is: 

24
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We use above method to do the calculation several times, then the average of those 
ellipse center coordinates is the ultimate pupil center. The center of pupil and Purkinje 
image are shown in Fig.4(d). 

 
            (a)                               (b)                             (c)                                (d) 

Fig. 4. Detection of gaze parameters. (a) Pupil edge. (b) Ellipse fitting of pupil. (c)The contour of 
Purkinje image. (d) Center of pupil and Purkinje image.  

3.2   Pupil Tracking 

The pupil position can be tracked in real-time once the initial condition and prediction 
model above are determined. In order to find real-time gaze point, the pupil must be 
tracked constantly in each frame, so the Kalman filtering is selected to track the pupil 
position. 

The prediction model and the measuring model should be set up first based on the 
principle of Kalman filter. However, it is very difficult to build an accurate model for 
prediction because gaze moving is greatly random and closely related with personal 
habit, especially for the distributed information with a complicated non-linear rela-
tionship. To solve this problem, we use BP neural network to approximate the state 
transition model of gaze moving. Suppose T

ttttt vurcx ),,,(= , the state vector, is the 

input of BP neural network. Where, ( tt rc , ) is the pixel position of pupil and ( tt vu , ) is 

the vector in c and r directions, respectively. The state vector of pupil at time t+1, 
T

ttttt vurcx ),,,( 11111 +++++ = , is the output of BP neural network. There are two layers in 

BP neural network, the sigmoid function is used for hidden layer and the pureline 
function is used for output layer. In the case of the same distributed information source, 
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we choose multi-age samples to train by BP neural network so that the prediction model 
can be more universal. 

After training, the prediction model can be denoted as: 

ttt wxx +=+ Φ1  (2) 

Where, Φ is the state transition model which is trained by BP neural network, tw  is the 

system perturbation, fitted normal distribution as ),0(~ Qwt . We further use a feature 

detector denoted as ),( ttt rcz
∧∧

= , to estimate pupil position at time t. Therefore, the 

measuring model is represented as: 

ttt vxz += Η  (3) 

Where, tv  represents measurement uncertainty, fitted normal distribution as 

),0(~ RNvt . H is the relative state to current measured value. Since the movement of 

pupil between two consecutive frames is similar and within little distance and tz  only 

involves pupil position, H can be simply expressed as: 

⎥
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We start Kalman filter tracker after we detected the pupil successfully between two 
consecutive frames. Let t and t+1 be the two frames. The initial state vector 0x can be 

specified as: 

10 += trr ， 10 += tcc ， tt ccu −= +10 ， tt rrv −= +10   

Via the error of pixels and vectors respectively, the initial estimator error covariance 
matrix 0∑  and the initial state covariance matrix Q can be defined as: 
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The error for measuring model as 2 pixels for both c and r directions. Thus, 

⎥
⎦

⎤
⎢
⎣

⎡
=

40

04
R    

Both Q and R are assumed to be stationary constant. 
The pupil position can be predicted accurately in each frame based on the initial 

condition and the above two models, as well as five equations of Kalman filter as 
Eqn(4) ~ Eqn(8): 

tt xx Φ=−
+
1
1  (4) 
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Where, Eqn(4) is the state prediction, Eqn(5) is the error covariance prediction, 
Eqn(6) is the update of the Kalman gain, Eqn(8) is the update of the error covariance, 
and Eqn(7) is the optimal solution. The performance of tracking strategy is described in 
section 4.1. 

3.3   Designing the Gaze Mapping Model 

The location of gaze point on computer screen can be worked out by using the collected 
information previously after pupil detection and tracking. Since the gaze mapping 
model is a complicated high order nonlinear function, we use the support vetor 
regression to estimate the mapping model for higher precision. 

The gaze mapping model is just a mathematic equation between the gaze point and 
other variables such as the 3D positions of eyeball, user’s pupil and Purkinje image 
vector. Suppose ],[ yx ddV =  is the vector between pupil center and Purkinje image 

center, O  is center position of eyeball in 3D space, and the gaze point is ),( yx ss . The 

center of eyeball O , which can not be gained directly by cameras, can be replaced by the 
pupil center ),,( zyx pppP =  obtained directly from measurement because of their close 

distance less than 8mm. In addition, both cameras are calibrated to form a stereo vision 
system so that the 3D coordinate of the pupil center can be computed. So, 

],,,,[ zyxyxg pppddX =  is the input of support vector regression and ),( yx ss  is the 

output. The performance of the gaze mapping model is given in section 4.2. 

4   Experimental Results 

4.1   Performance of Pupil Tracking 

We choose 347 samples to train the neural network, and the result of pupil tracking 
using Kalman filter combined with BP neural network is shown in Fig.5(a), and 
Fig.5(b) is the tracking performance in different conditions. The experimental results 
are found to be rather robust which can meet the requirement of real-time and stability 
in system basically.   
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（a） （b） 

Fig. 5. (a) Kalman prediction of pupil moving based on BP network. (b)The performance of pupil 
tracking in different conditions. 

4.2   Performance of Gaze Mapping Model 

To improve mapping accuracy disturbed by head motion, we design the experiments of 
gazing multi-points in various postures. The data trained by support vector regression 
are collected on the same condition that the distance between users and the computer 
screen is about 300mm and users are asked to stare at nine predefined points on the 
screen in different head postures.  

In total, 550 samples composed of the input gaze parameter vector 
gX and its cor-

responding screen gaze point ),( yx ss  are collected for training, and the user is asked 

to gaze at nine predefined points one by one under different head positions.   
Given sufficient training samples, we believe that a unique nonlinear function that 

maps the input gaze parameter vectors to the screen gaze points hidden in the training 
samples can be captured by the SVR model. Since we don’t know how complicated the 
mapping function will be, different kernels and their associated parameter settings need 
to be manually tested so that the optimal kernel and its parameter settings can be se-
lected to estimate the gaze mapping function accurately. The comparative result of 
estimative gazing points and practical gazing points is shown in Fig.6. 

 
Fig. 6. Estimative gazing points and practical gazing points 
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Table 1 shows seven users are tested in the experiments with a statistical result of the hori-
zontal average accuracy 1.5°and the vertical average accuracy 1.9°. λ is the precision of plane 
displacement for the same gaze point. σ is the precision of angle variance for the same 
gaze point, and the corresponding angle value are given. 

Table 1. Results of gazing estimation for different users 

User  Horizontal accuracy(λ,σ) Vertical accuracy(λ,σ) 

1 12.00±7.54mm   (0.86°±0.54°) 14.24±8.65mm   (1.02°±0.62°) 

2 26.11±10.19mm  (1.87°±0.73°) 32.83±12.42mm  (2.35°±0.89°) 

3 26.81±5.58mm   (1.92°±0.40°) 33.80±6.28mm   (2.42°±0.45°) 

4 16.89±6.42mm   (1.21°±0.46°) 23.46±7.40mm   (1.68°±0.53°) 

5 18.43±4.18mm   (1.32°±0.30°) 24.02±5.72mm   (1.72°±0.41°) 

6 28.49±9.21mm   (2.04°±0.66°) 37.44±12.98mm  (2.68°±0.93°) 

7 24.30±4.74mm   (1.74°±0.34°) 26.81±7.26mm   (1.92°±0.52°) 

Table 2 shows the comparison of accuracy and allowable head movements among 
several practically working gaze tracking systems that allow natural head movements. 
For simplicity, only the depth or Z direction of the allowed head movement is illus-
trated, as shown in the second column of Table 2.  

Table 2. Comparison with other system 

Method 
Head movement 

volume 
Average  
accuracy 

Configuration  

[6] <70 mm 0.8° Multi-cameras, Multi-light sources. 
[7] >70 mm 0.6° Four cameras, Multi-light sources. 
[8] Around 200 mm 1.6° Two cameras, Two light sources. 
[9] Around 500 mm 5° One cameras, One light sources. 
[10] Around 40 mm 0.9° One cameras, Two light sources. 
[11] Around 100 mm 1.0° One cameras, Four light sources. 
Ours  Around 300 mm 1.8° Two cameras, Two light sources. 

We can see that our proposed technique can provide a competitive gaze accuracy as 
well as a large head movement volume with only one stereo camera system and without 
the help of a face tracking system. 

5   Conclusion  

Through research presented in this paper, we designed an eye gaze tracking system for 
real-time tracking user’s gaze point. We focus on developing the necessary hardware 
and imaging algorithms that can simultaneously extract multiple visual cues typically 
characterized user’s eye features. The main components of this system consist of a 
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hardware system for real-time acquisition of video images, various computer vision 
algorithms and their software implementations for real-time pupil detection, pupil 
tracking, Purkinje Image localization and gaze estimation. 

Each part of our eye gaze tracking system has been tested in a simulating environ-
ment with subjects of different backgrounds, genders, ages, and in varied illumination 
conditions. Experiment results show that the system is very robust and reliable with the 
high gaze accuracy of 1.8°under natural head movement via proposed methods. 
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Abstract. Speeded-Up Robust Features (SURF), an image local feature
extracting and describing method, finds and describes point correspon-
dences between images with different viewing conditions. Despite the
fact that it has recently been developed, SURF has already successfully
found its applications in the area of computer vision, and was reported
to be more appealing than the earlier Scale-Invariant Feature Transform
(SIFT) in terms of robustness and performance. This paper presents
a multi-threaded algorithm and its implementation that computes the
same SURF. The algorithm parallelises several stages of computations
in the original, sequential design. The main benefit brought about is the
acceleration in computing the descriptor. Tests have been performed to
show that the parallel SURF (P-SURF) generally shortened the compu-
tation time by a factor of 2 to 6 than the original, sequential method
when running on multi-core processors.

Keywords: Parallel programming, Multi-threaded computing, Image
processing, Local feature extraction, Machine intelligence.

1 Introduction

Speeded-Up Robust Features (SURF), proposed in [1], is a local image feature
descriptor inspired by the Scale Invariant Feature Transform (SIFT) [2]. Unlike
those global feature descriptors, such as MPEG-7 Scalable Colour for colour
and MPEG-7 edge histogram for texture [3], which use a single global feature
vector to represent an entire image, local descriptors, such as SURF and SIFT,
search for distinctive locations, that is, the so called interest points, in an image
and then generate vectors to represent the interest points. It is common to find
hundreds or thousands of interest points in a medium sized image and the feature
vectors generated are, therefore, of hundreds or thousands. It is because of this
ability to represent local features, local descriptors, such as SURF and SIFT, are
able to find correspondences between two images in the cases of scaling, rotation
and view point changing, whereas, in such circumstances, global descriptors will
generally fail. Hence, those local descriptors have already found their applications
in the areas of object recognition [4], 3D reconstruction [5], sub-image detection
[6] and content-based image retrieval [7].
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Table 1. Comparisons between the computation times of the MPEG-7 edge histogram
and SURF. The parameters were reasonably set. The programs were compiled by g++
4.3.2 with the -O0 option, and were run on Ubuntu Linux 8.10 (kernel 2.6.27-9). The
time durations were measured in milliseconds.

Image Dimension (pixels) Edge (ms) SURF (ms)

test1.pgm 300 × 300 9.7 263.2

test2.pgm 500 × 392 11.5 413.8

test3.pgm 640 × 480 13.6 724.6

test4.pgm 900 × 600 17.6 1439.5

test5.pgm 1024 × 768 22.1 1907.3

However, it is also because those algorithms of local descriptors generate hun-
dreds or thousands of feature vectors for one image, they are considerably slower
than those of global descriptors. SURF gained much performance increase than
the earlier SIFT because the computations are made on the basis of an interme-
diate image representation known as the integral image [8]. Despite of that, it is
still considered slow when applied to time demanding applications. The data in
Table 1 shows a group of performance comparisons between implementations of
SURF and the MPEG-7 edge histogram. The test were made on an Intel Core
Duo P8600@2.4G, although both the algorithms are sequential and therefore
only made use of one of the two cores.

For certain applications in the area of computer vision which are not de-
manding for speed the performance of SURF may suffice. But if applied to other
applications, such as those found in large scale content-based image retrieval,
where millions of images are to be indexed, the performance of SURF definitely
needs to be further speeded up.

To pursue this aim, the current author has designed and developed a parallel
algorithm to compute the same SURF through multi-threaded programming via
POSIX Thread libraries. This is to take the advantages of the nature of the SURF
algorithm as well as the advantage brought about by the multi-core processors
widely available in the market. For in computing the SURF, at several stages, it
is natural to think about developing parallel solutions to compute and obtain the
same results. The current author has therefore taken the step and made parallel
several stages in the original, sequential algorithm. Tests later made showed that
the acceleration ratios of the parallel SURF against the original were about 2 to
6 times on dual-core or quad-core processors.

Organisation of the paper. A brief explanation of the SURF algorithm is pre-
sented in Section 2. However for more detailed discussions the reader should
refer to [1] and [9]. Section 3 contains a presentation of the parallel algorithm.
Tests and results are reported in Section 4. Conclusions are drawn in Section 5,
together with possible future work.
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2 Computing SURF

The algorithm that computes SURF, as it is described in [1], consists of two
major stages – interest point detection and interest point description – each of
which, in turn, takes several steps. In the stage of the interest point detection, the
image is first integrated. The output of the integration, known as the integral
image, is then used as the basis of the subsequent scale-space analysis. The
responses obtained from the scale-space analysis are used to localise the interest
points. In the stage of the interest point description, the localised interest points
are assigned orientations and then have their features described. This work-flow
is shown in Figure 1.

Image
Image

integration
Scale-space

analysis
Interest point
localisation

Orientation
assignment

Descriptor
construction SURF

Interest point detection

Interest point description

Fig. 1. The work-flow of the algorithm computing SURF

An integral image IΣ(x) at a location x = (x, y) is to sum up all the pixels
within a rectangular region formed by the origin and x. Formally, this can be
defined by the formula:

IΣ(x) =
i≤x∑
i=0

j≤y∑
j=0

I(i, j). (1)

This representation of the original image makes acceleration for the convolutions
taking place in the scale-space analysis because of the using of the box filters
which approximate the second order Gaussian partial derivatives.

In the subsequent scale-space analysis, the scale space is divided into octaves,
each of which is sub-divided into a constant number of intervals. Each of the
intervals represents a scale level. The input image is repeatedly convolved by
the box filters of increasing sizes, corresponding to the increasing of the scale
at which the samplings take place. The box filters are approximations of the
second order Gaussian derivatives in the x, y and xy directions. The initial size
of the filter is 9 × 9 approximating a Gaussian with standard deviation 1.2, and
represents the lowest scale. The subsequent filter sizes are increased to 15 × 15,
21 × 21, 27 × 27 in the first octave, and 15 × 15, 27 × 27, 39 × 39, 51 × 51 in the
second, ... (see [1]).

Now, if the responses of the input image I at pixel (x, y) under the convolution
at scale s in x, y and xy directions are denoted as Dxx(x), Dyy(x) and Dxy(x)
respectively, with x = (x, y, s), the following Hessian matrix of approximation is
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constructed and its normalised (by the factor 0.9) determinant is calculated as
the response f(x) of the image I at point (x, y, s).

Happrox =
[
Dxx(x) Dxy(x)
Dxy(x) Dyy(x)

]
. (2)

f(x) = det(Happrox) = Dxx(x)Dxy(x) − (0.9Dxy(x))2, (3)

where f denotes the scale-space function.
For an image of w-wide and h-high, totally w × h × o × i of determinants

will be calculated, where o is the number of the octaves and i the number of
intervals in each octave, although, in practice, not all pixels in the image are
sampled. (The step of the sampling is jointly determined by a parameter called
initial sample and the current octave.) And only the determinants exceeding
a certain threshold are saved while the others are set to zeros. The values of the
determinants are used for the following interest point localisation.

To localise the interest points, a non-maximum suppression is applied in the
image and over the scales, where the Hessian determinant of each sampled pixel
is compared with that of all the other pixels in a 3 × 3 × 3 neighbourhood, 8 in
its native scale interval, and 9 in each of the intervals above and below, totally
26. The pixel is a local maximum if the value of its determinant surpasses that
of all the other 26 surrounding pixel’s.

Once a set of local maxima is found, the last step in the interest point detection
is to interpolate the nearby data to determine the interpolated location of the
pixel in the scale space to sub-pixel accuracy, a method proposed in [10] and
explained in [2], but more thoroughly detailed by what follows. This method
is to fit a 3D quadratic function to the local maximal points. The scale-space
function f at a point x = (x, y, s) in the scale space is expressed as a Taylor
expansion up to the quadratic terms and is shifted so that the origin is at a
detected maximum x0 = (x0, y0, s0).

f(x) = f(x0) + f ′(x0)TΔx +
1
2
ΔxTf ′′(x0)Δx, (4)

where Δx = (x − x0) is the offset from the maximum. The location of the
extremum, Δ̂x, is found by taking the derivative of this function with respect
to Δx and setting it to zero

Δ̂x = −f ′′(x0)−1
f ′(x0) = −

⎡
⎢⎢⎣

∂2f
∂x2 (x0) ∂2f

∂x∂y (x0) ∂2f
∂x∂s(x0)

∂2f
∂x∂y (x0) ∂2f

∂y2 (x0) ∂2f
∂y∂s (x0)

∂2f
∂x∂s(x0) ∂2f

∂y∂s (x0) ∂2f
∂s2 (x0)

⎤
⎥⎥⎦

−1 ⎡
⎢⎢⎣

∂f
∂x(x0)
∂f
∂y (x0)
∂f
∂s (x0)

⎤
⎥⎥⎦ .

(5)
Let (xn, yn, sn) denote the sampled point whose position is n sampling steps
from x0 along the x direction, n sampling steps from x0 along the y direction,



Computing Parallel Speeded-Up Robust Features 291

and n scale levels away from x0. The partial derivatives, for example, ∂f
∂x (x0),

∂2f
∂x2 (x0), ∂2f

∂x∂y (x0), can be evaluated by

∂f
∂x (x0) = f(x1,y0,s0)−f(x−1,y0,s0)

2

∂2f
∂x2 (x0) = f(x1, y0, s0) + f(x−1, y0, s0) − 2f(x0, y0, s0)
∂2f

∂x∂y (x0) = f(x1,y1,s0)−f(x−1,y1,s0)−f(x1,y−1,s0)+f(x−1,y−1,s0)
4 .

(6)

The located maximum is accepted if the extremum Δ̂x of the offset is less than
0.5 in all the dimensions. The final interpolated estimate for the location of the
maximum is obtained by adding the extremum offset Δ̂x to the location of the
maximum.

After the interest points are detected and their locations (in x, y directions and
scale) in the scale space are interpolated, each interest point is assigned a repro-
ducible orientation by which a square region is constructed, and the SURF de-
scriptor is extracted from it. The orientation is assigned based on the information
from a circular region around the interest point. The radius of the region is 6s,
s being the scale at which the interest point was detected. The Haar wavelet re-
sponses in x and y directions are calculated for each point in the circle region, with
sampling step s. The side length of the wavelet is set to 4s. The responses of the
wavelets are then weighted with a Gaussian (standard deviation 2.5s) centred at
the interest point. The results are interpreted as points in a vector space. Then
a sliding window of size π

3 is rotated around the origin. Within the area covered
by the sliding window, the x and y responses are summed to yield a local orien-
tation vector. The orientation of the detected interest point is the orientation of
the longest among all such vectors (see Figure 2).

The final step to extract the SURF descriptor is to construct a square window
around the interest point. The size of the window is 20s, s being the scale, and
it is aligned with the orientation of the interest point. The window is divided
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Fig. 2. Left: Assign orientation to the interest point. The data fall into the range
(−0.1, 0.1). The detected interest point was at (133.0, 211.6, 1.92) in the scale space.
Right: Extract the SURF descriptor from the square window constructed and aligned
with the orientation of the interest point.
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into 4 × 4 regular sub-regions, from each of which 5 × 5 regular spaced points
are sampled. For each sampled point the Haar wavelet (side 2s) responses are
calculated and then weighted by a Gaussian centred at the sampled point with
standard deviation 3.3s. If dx and dy are used to denote the Gaussian weighted
Haar wavelet responses in x and y directions, for each of the 4 × 4 sub-regions,∑

dx,
∑

|dx|,
∑

dy,
∑

|dy| are used to denote the sums of the x and y responses
of all the 5×5 sampled points. And for all the 4×4 sub-regions, there are totally
64 entries which form the SURF descriptor (see Figure 2).

3 The Parallel Algorithm

The multi-threaded algorithm parallelises the computations in the scale-space
analysis, the localisation of the interest points, the interpolation of the inter-
est points, and the description, including the orientation assignment and the
extraction of the SURF descriptor, shown in Figure 3.

Image SURF

A B C D E

Fig. 3. The parallelised stages of the algorithm, where A stands for the integration, B
for the scale-space analysis, C for the localisation, D for the interpolation, and E for
the description

For a scale-space analysis with o octaves and i intervals in each octave, it is
natural to think about creating o × i threads and assigning each thread a scale
level (oj , ik), j ∈ [0, o) and k ∈ [0, i), to work with. But that will fix the number
of the threads to be created. Instead, to make the system more flexible, the
program allows the user to specify the maximum number, tmax, of threads that
will be created in the computations from the command line, and the program will
dynamically adjust the number of threads to be created in each parallelised stage
of the execution. The number of threads, ts, to be created for the scale-space
analysis is determined by Equation 7.

ts =
{

o × i : tmax > o × i
tmax : tmax ≤ o × i

(7)

Before creating the working threads, an array of o × i places is set up, so that
each place of the array holds a pointer pointing to a group of arguments, in-
cluding, among others, a scale level (oj , ik), j ∈ [0, o) and k ∈ [0, i). The ith
created working thread initially will find the ith place of the array, get the
group of arguments and do the corresponding computation at the assigned scale
level. Once it is finished, the thread will get to the (i + ts)th place of the array
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0 1 2 j j + ts o × i − 1
. . .

. . .

. . .

. . .

. . .

. . .

thread j thread j thread j

Fig. 4. Thread j will get arguments from the places j, j + ts, j + 2ts, . . ., and do the
corresponding computations, until the index moves out of the array

and do likewise until the updated index exceeds the length of the array (see
Figure 4). The scale-space analysis is done when all the threads have finished
their computations and joined the main thread.

To localise the maxima, searchings are made at all the scale levels except the
bottom and top levels in each octave. This means the total number of the scale
levels at which the searchings will be made is o× (i−2). The number of working
threads, tl, to be created for the searchings is likewise determined by Equation
7, except substituting o × (i − 2) for o × i.

It can be that each working thread is assigned a scale level and made searching
for the maxima, and once finished, doing the interpolation subsequent to it. But
that will make the work load for each thread unbalancing, because the number
of maxima detected decreases rapidly as the scale level increases.

Therefore, in the design, the task of interpolation has been separated from the
localisation. Only after all the maxima have been found and collected does the
interpolation begin so that the maxima are distributed evenly among working
threads.

In preparing for creating the threads for the localisation, like the preparation
for the scale-space analysis, an argument array of length o × (i − 2) is set up.
Each place of the array holds a group of arguments for a thread to be working
at a specific scale level (oj , ik), j ∈ [0, o) and k ∈ [1, i − 1). The ith thread
created finds the ith, (i + tl)th, (i + 2tl)th, . . . places of the array and does the
corresponding computations until the updated index exceeds the length of the
array. Among the arguments passed to a thread, there is a head and a tail
pointer. The maxima found by the thread are joined into a linked list. The
head pointer points to the head of the list and tail points to the tail. After all
the working threads finished their job, the main thread will scan through the
argument array, joining the tail held by the i place to the head held by the
(i + 1) place, by-passing any place where the pointers are null, to form a whole
list of all the detected maxima. The head pointer held by the first non-null place
becomes the head of the maximum list. This is illustrated in Figure 5.

After the list of all the detected maxima is formed, the maxima are distributed
evenly among the threads that is going to be created for the interpolation. The
number of threads, ti, to be created for the interpolation is jointly determined
by tmax and the number of the maxima, m, in the list, with m replacing o × i
in Equation 7. Each thread will get m

ti
maxima to interpolate except the last

created thread. Like before, an argument array is set up, but with ti places, and
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0 1 2 j k o × (i − 2)
. . .

. . .

. . .

. . .

. . .

. . .

...
...

...

Fig. 5. An illustration of joining the lists of maxima found by the threads. The head

and the tail pointer in the places 1, j and o × (i − 2) are null.

each place holds the group of arguments, including a head and a tail pointer.
The ith created thread, after collecting the arguments, will work from the i× m

ti

position of the list of the maxima to the (i + 1) × m
ti

position if the thread is
not last created. The thread created last will have to work to the end of the list.
Each thread will form a linked list of interpolated interest points, and after they
all have finished, the main thread will join the lists to form a list containing all
the detected and interpolated interest points.

The list of the interest points is then passed to the threads created for the
description, including the orientation assignment and the extraction of SURF,
with the same manner as in the stage of the interpolation.

4 Tests and Results

Tests have been made to compare the performance of the implementation of
P-SURF1 with that of the sequential SURF2. The original implementation3 of
the SURF was not used as the reference for it was close sourced.

The performance comparisons were made on three systems. Relevant config-
urations of the three systems are summarised in Table 2.

Nine randomly selected PGM images were used for the tests, whose dimen-
sions are reported in Table 1. In all the tests the number of octaves was set
to 3, the number of intervals 4, the threshold 0.0004, the initial sample 1, the
maximum number of threads to be created 12. All the time durations were mea-
sured in milliseconds (ms). The compiler used was g++ 4.3.2. The programs
were compiled with the -O3 option. The results are reported in Table 3.

From the data it can be seen that the speed-up ratios that P-SURF gained
over the sequential SURF were roughly 2 to 6 times on multi-core processors,
depending on the configuration of the system and the dimension of the image.

1 P-SURF 0.1, found at http://www.xjtlu.edu.cn/depts/csse/csse1511
2 OpenSURF-1.2, found at http://www.jmkirby.co.uk/
3 SURF-1.0.9, found at http://www.vision.ee.ethz.ch/~surf/index.html

http://www.xjtlu.edu.cn/depts/csse/csse1511
http://www.jmkirby.co.uk/
http://www.vision.ee.ethz.ch/~surf/index.html
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Table 2. The testing systems

System Processor model #Processors Hyper-threading Kernel

1 Core Duo P8600@2.4G 1(dual-core) No 2.6.27

2 Xeon MV5063@3.2G 1(dual-core) Yes 2.6.9

3 Xeon E5405@2.0G 2(quad-core) No 2.6.27

Table 3. Performance comparisons of P-SURF and SURF

Image #Points System 1 System 2 System 3
P-SURF SURF P-SURF SURF P-SURF SURF

1 375 89 124 80 168 60 155

2 342 122 156 116 220 77 195

3 728 203 287 197 406 126 360

4 1676 376 612 378 853 208 750

5 1727 488 741 490 1069 275 937

6 936 482 713 545 1056 259 900

7 165 532 825 700 1245 308 1046

8 1728 1174 1836 1351 2673 611 2320

9 30152 5334 9487 5642 13535 2109 11954

For large images the ratios tended to be higher than those gained for small
images.

5 Conclusion and Future Work

This paper presented a parallel algorithm which computes the SURF descrip-
tor, and two groups of test results. Generally, the computational costs of local
descriptors, such as SURF and SIFT, are much higher than that of global de-
scriptors. However, local descriptors are able to capture correspondences between
images even facing resizing and rotation, when global descriptors will fail to do.
The improvement gained by SURF over SIFT is the speed-up of the computa-
tion. The work of the design of the P-SURF and the implementation further
advanced this trend of research by computing the SURF parallelly via POSIX
threads. Tests have been made to show that the speed-up ratios of P-SURF over
SURF were 2 to 6 times on multi-core processors. The ratios tended to be higher
in the cases of large images than in the cases of small images. The number of
available computing units in the system also has a major influence on the ratio.
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On the basis of P-SURF, further speed-up can be gained by applying SSE
instructions to the computations in the various stages, however, in the cost of
sacrificing the readability of the program. The maximum number tmax of threads
to be created also affects the computational time of P-SURF. The optimal value
of tmax, in terms of getting the shortest computational time, depends on several
factors, such as the configuration of the system and the dimension of the image.
For a particular system how to determine the optimal value of this number is an
issue that has not been explored, which can also be a line of future work.

Acknowledgement. This work was funded by the China National Key Technol-
ogy R&D Program of Ministry of Science and Technology. The project number is
2006BAK31B03.
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Abstract. Recently, a panoramic image has been expected in various
applications due to the advantage of expressing a wide range of scenes by
one image. In this paper, we propose a heuristic optimization algorithm
for the panoramic image generation problem from multiple cameras. Our
three-stage algorithm composed of the approximate calibration, the de-
tailed calibration, and the image synthesis, transforms the images of the
side cameras to be fit to the image of the central camera as best as
possible. The image parameters are optimized by a local search method
with a Tabu period as a typical heuristic optimization method. Through
experiments, we show the effectiveness of our proposal.

1 Introduction

With the advantage of expressing a wide range of scenes by one image, the
panoramic image has the great potential of increasing the realistic sensation
[1,2,3,4]. The panoramic image has been expected in various applications such
as the monitoring system and the virtual reality due to the recent advancement of
small inexpensive computers and the multimedia technology. Traditionally, the
panoramic image has been used in the air photograph and the remote sensing.

The methods of generating panoramic images can be roughly classified into two
groups. The first group uses one specialized camera with a wide-angle lens and/or
one active camera, and the second one uses multiple conventional cameras with
normal lens. For the first group method, because images taken by such cameras
are usually distorted, algorithms for transforming them into normal images have
widely been studied [5,6,7]. However, this group method has several drawbacks of
the insufficient resolution due to the use of a single lens, and the nonuniformity
of the resolution depending on the camera angle. Besides, the wide-angle lens and
the active camera are usually very expensive, so that the use in homes is hard.

For the second group method, multiple images taken by multiple conventional
cameras are synthesized into one image by applying the projective transforma-
tion to them [8,9,10,11,12]. As the number of cameras increases, the resolution
increases and the resolution nonuniformity decreases, whereas the system be-
comes more complex. In order to obtain a reasonable panoramic image from

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 297–306, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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multiple images, algorithms of applying both the coordinate and optical trans-
formations precisely are very important. Thus, a number of studies have been
reported for improving these synthesis algorithms. To synthesize two adjacent
images into one, most of the algorithms apply the coordinate transformation to
match the coordinates of the feature points extracted from the overlapped areas
among two images. Because only the coordinates of limited points are matched,
the quality of the synthesized image can be insufficient, and the area other than
the feature points can be unclear [9].

In this paper, we propose a heuristic optimization algorithm to generate a
panoramic image from two adjacent images taken by two conventional cameras.
By increasing the number of synthesized image pairs, our algorithm can generate
a large panoramic image. Our algorithm consists of the approximate calibration
stage, the detailed calibration stage, and the image synthesis stage. The first stage
applies the coordinate transformation composed of the rotation, the zooming, and
the translation, so that the coordinates of the feature points selected from the
overlapped areas among two images are matched. The difference between the
coordinates comes from the difference of positions and directions of cameras.
The second stage applies the coordinate adjustment and the color adjustment so
that every pixel in the overlapped areas has the same color density. Here, by
concerning every pixel in the overlapped areas, our algorithm achieves the high
quality. For both stages, a local search method with a Tabu period, is used to
optimize the transformation parameters. The last stage synthesizes two images
into one rectangular panoramic image with the graduation and the trimming.

The rest of this paper is organized as follows: Section 2 describes the outline
of the panoramic image system of this paper. Sections 3-5 present three stages
of our algorithm respectively. Section 6 shows the evaluation of our proposal.
Section 7 provides the concluding remark with future works.

2 Overview of Panoramic Image System

In our panoramic image system, three cameras are set up horizontally so that
it can generate one panoramic image with a wide horizontal range. The image
of the center camera is regarded as the standard image, and the two images
of the side cameras are transformed by the algorithm so that one panoramic
image is generated from them. Here, we note that if four or more cameras are
used, distortions of the images from the end cameras become too large for a high
quality panoramic image.

Figure 1 illustrates the overview of the panoramic image system in this paper.
In addition to three cameras, one personal computer (PC) is used to synthesize
the panoramic image. For convenience, the center camera is called camera A,
the right one is camera B, and the left one is camera C, where the image of each
camera is called image A, image B, and image C respectively. In the coordinate
system, the x-axis corresponds to the horizontal line of the photographed facet
of image A, the y-axis does to the vertical line, and the z-axis does to the
perpendicular line. The left-upper corner represents the origin.
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Fig. 1. Overview of panoramic image system

For the prototype system, we use PC cameras by Orange Micro Corp. [13].
This camera has the feature of small lens distortion, and can take 30fps images
with 320 × 240 pixels. The cameras are fixed at the aluminum bar on top of a
tripod. The direction of the side cameras is rotated by about 20 degrees from
the center camera, so that they can cover a wide range of scenes horizontally.

Our algorithm is applied to image B and image C to be synthesized with
image A. The following three sections describe the details of the three stages in
our algorithm respectively. These descriptions assume the synthesis of image A
and image B for simplification.

3 Approximation Calibration

The first stage transforms the coordinates of image B so that the feature points in
the overlapped areas between image A and image B have the same coordinates.

From Figure 1, the rotation around the y-axis, the zooming, and the translation
should be applied to match the coordinates of the feature points in image B to
the corresponding ones in image A. The rotation can compensate the difference
of camera directions. The zooming can compensate the difference of distances
from the two cameras to objects. The translation can compensate the difference
of the coordinate systems so that the origin in image A becomes the origin of
the synthesized image. Thus, the following equation [14] is used for this stage:

[
x′

y′

]
=

r1 − r2

−(x − W
2 ) tan α − r2

[
x − W

2
y − H

2

]
+
[
Δx
Δy

]
. (1)

where r1 represents the distance between the photographed facet for image A
and that for image B, r2 does the vanishing point, α does the rotation angle
around the y-axis, Δx and Δy does the translation distance along the x-axis
and the y-axis respectively, and W and H does the width (= 320 pixels) and the
height (= 240 pixels) of the image.

A calibration board with five feature points is used to extract the feature
points for the approximation calibration. Up to three calibration boards are set
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r2 r2

r1

a

Image A

Image B

Fig. 2. Relative positions between image A and image B

around the overlapped area between the two images in our experiments. Here, we
note that if the calibration board cannot be installed, the feature points should
be extracted from the overlapped areas manually.

The parameters for the approximation calibration in (1) are optimized through
a heuristic optimization algorithm. Thus, the corresponding optimization prob-
lem is defined:

Input: The coordinates of the feature points in image A and image B.
Output: r1, α, Δx, and Δy in (1), where r2 is fixed to 250.
Objective: To minimize the following cost function E:

E =
∑

i

(
(xA

i − xB′

i )2 + (yA
i − yB′

i )2
)
, (2)

where (xA
i , yA

i ) represents the coordinates of the ith feature point in image
A, and (xB′

i , yB′

i ) represents the coordinates of the ith feature point in image
B’ that is transformed from image B by the approximation calibration.

This paper adopts a local search method with a Tabu period as a high qual-
ity heuristic algorithm [15]. The procedure of this algorithm is described in
Appendix A. The initial values for the parameters are set as follows:

α: 20 is used as the camera setup.
r1: The difference of distances to the photographed facets between image A and

image B, which can be obtained from the following equation with r2 = 250:

r1 = r2 − r2

cosα
. (3)

Δx, Δy: The difference of the coordinates of the center feature point, called the
standard feature point, is used.

[
Δx
Δy

]
=
[
xA

c

yA
c

]
−
[
xB

c

yB
c

]
(4)

where (xA
c , yA

c ) represents the coordinate of the standard feature point in
image A and (xB

c , yB
c ) does the one in image B.
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Using the coordinate transformation equation in (1) with optimized parame-
ters by our algorithm, the color density of each pixel in the transformed image
(image B’) is calculated from the color density of the corresponding pixel in im-
age B. Although every pixel must have integer coordinates in any digital image,
the equation (1) usually outputs real coordinates. Thus, we apply the following
bi-linear interpolation using the four neighbor pixels:

fB′
(x′, y′) = (1 − τ)(1 − υ)fB(�x�, �y�) + τ(1 − υ)fB(�x� + 1, �y�) (5)

+ (1 − τ)υfB(�x�, �y� + 1) + τυfB(�x� + 1, �y� + 1).

where (x′, y′) represents a pixel coordinate in image B’, (x, y) does the corre-
sponding one in image B, fB′

(x′, y′) does the color density after interpolation,
fB(�x�, �y�), fB(�x� + 1, �y�), fB(�x�, �y� + 1), fB(�x� + 1, �y� + 1) does the
color density of the left upper pixel, the right upper, the left lower, and the right
lower of the pixel with (x, y) respectively, τ, υ does the distance along the x-axis
and the y-axis between the left upper pixel with (�x�, �y�) and the pixel with
(x, y) respectively.

4 Detailed Calibration

The second stage adjusts the coordinates and the color densities so that every
pixel in the overlapped areas between image A and the transformed image from
image B’ (let image B”) has the same color density.

The coordinate transformation in the detailed calibration applies the rotation
around the z-axis, and the adjustments of the zooming and the translation. For
higher quality, the zooming adjustment is applied along the x-axis and the y-axis
independently. Then, the transformation equation is given by:

[
x′

y′

]
=
[
kx 0
0 ky

]{[
cosβ sin β

− sinβ cosβ

] [
x − x0
y − y0

]
+
[
x0
y0

]}
+
[

δx
δy

]
, (6)

where β represents the rotation angle around the z-axis, kx, ky does the zooming
rate along the x-axis and the y-axis respectively, and δx, δy does the translation
distance along the x-axis and the y-axis respectively.

This paper adopts the RGB color system to represent the color density. Thus,
each color density of R, G, and B should be adjusted independently. For this
purpose, we adopt the following equation for this color density adjustment:

fB′′
(x, y) = K · fB′

(x, y), (7)

where fB′
(x, y), fB′′

(x, y) represents the color density of the pixel with (x, y)
in image B’ and image B”, and K does the zooming coefficient matrix given by:

K =

⎡
⎣Kr 0 0

0 Kg 0
0 0 Kb

⎤
⎦ , (8)
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where Kr, Kg, Kb represents the zooming coefficient for R, G, and B respectively.
Although the shape of the overlapped area between two images becomes trape-

zoid due to the transformation in the first stage, we regard it as rectangular
to speed up the calculation in the following parameter optimization algorithm.
Then, the range of this area can be given by:

Δx + δx ≤ x ≤ W, yB′′

u ≤ y ≤ yB′′

b , (9)

where yB′′

u and yB′′

b represents the y-coordinate of the left upper corner and the
left lower corner in image B”. We note that the cameras are set up so that these
points are located inside image A.

In order to optimize the parameters in (6) and (8), the corresponding opti-
mization problem is defined:

Input: Color densities of image A and image B’: fA(x, y), fB′
(x, y).

Output: The eight parameters in (6) and (8).
Objective: To minimize the following cost function:

E =
∑

(x,y)∈S

(
fA(x, y) − fB′′

(x, y)
)2

/|S|, (10)

where |S| represents the size of the overlapped area S.

The same method as the first stage is used to optimize the parameters. The
initial values for the rotation and the translation are set 0, and those for the
zooming and the color density adjustments are set 1. Then optimized, the bilinear
interpolation is applied to obtain image B” from image B’.

5 Image Synthesis

After the two-stage calibrations, the obtained image B” and image A are com-
bined together into one panoramic image (let image D) by applying the gradu-
ation and the trimming.

The boundary between image A and image B” should disappear in the com-
bined image as much as possible. Thus, the following graduation is applied to
obtain the combined image:

fD(x, y)=(1 − κ(x)) · fA(x, y)+κ(x) · fB′′
(x, y), (11)

where fD(x, y) represents the color density of the pixel with (x, y) in image D,
and κ(x) does the ratio of combining two color densities of the corresponding
pixels in image B” and image A. κ(x) is proportional to the distance from the
boundary that is given by:

κ(x) =
1

W − Δx − δx
{x − (Δx + δx)}. (12)

The final image should be rectangular, assuming it is obtained from one wide
angle camera. Thus, we remove unnecessary parts as trimming.
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6 Evaluations

In order to evaluate our proposal, we have implemented the three-stage algorithm
on a PC with WindowsXP, Pentium4 (3GHz), and 2Gbyte memory, using C++
and Microsoft VisualStudio.NET Professional.

The three cameras with 100mm intervals are fixed on a tripod at the height
of about 1m from the ground using an aluminum bar. The direction of each side
camera is differentiated outward by about 20 degrees from the center one. Then,
about 1/6 of each image becomes the overlapped area between two adjacent
images. Three calibration boards are put inside of each overlapped area to extract
the feature points.

The experimented day had the fine weather. Starting from the noon, we took
the images of the same scene in our office in every two-hour. The calibration
parameters are optimized using the images taken at noon. Then, the same set
of parameters are used in the following panoramic image generations.

Effectiveness of Two-Stage Calibration. Figure 3 shows the input images
for the algorithm and its output images. Among three calibration boards, we
used only the center one at this time. Tables 1 and 2 summarize the obtained
parameter values by our algorithm. The CPU time is 56 seconds for the ap-
proximation calibration, and 127 seconds for the detailed calibration. Because
these calibrations should be finished before starting the system, the CPU time
is acceptable.

The image after the approximation calibration in Fig. 3 (b) has discontinuity
of objects, such as the ceiling and the fan on the wall, at the boundary of
the two input images at its upper or lower sides. Note that the feature points
are matched with each other, which means that this stage can well match the
coordinates of feature points on calibration boards. Besides, the color density
is also inconsistent at the image boundary. Then, the synthesized image after
the detailed calibration and the image synthesis in Fig. 3 (c) has resolved these
problems and become very smooth, by matching the color density of every pixel
in the overlapped areas. Therefore, our three-stage algorithm is very effective to
generate a high quality panoramic image.

Effect of Calibration Board. In order to evaluate the effect of the number
and positions of calibration boards, we change the use of calibration boards in

Table 1. Parameters for approximate calibration

α r1 Δx Δy

−31 −48 288 4

Table 2. Parameters for detailed calibration

kx ky δx δy β Kr Kg Kb

1.39 1.14 −6 −2 0 0.89 0.87 0.92
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(a) Input images

(b) Synthesized image after approximate calibration

(c) Synthesized image after detailed calibration

Fig. 3. Effectiveness of two-stage calibrations

the algorithm; the upper board only, the lower board only, the upper and lower
boards, and the three boards. Then, we found that the synthesized image quality
after the detailed calibration is not much different among them, except for the
case of using the lower board only, and the CPU time is similar. Therefore, the
center calibration board is enough to optimize the calibration parameters.

Validity of Calibration Parameters by Elapsed Time. Figure 4 the
panoramic images synthesized from three input images taken at noon, and
6pm, using the same set of parameters. Although the outdoor becomes dark
as the time elapses, any panoramic image keeps the integrity in terms of object

(a) Image for calibration (at noon)

(d) Image after 6 hours (at 6pm)

Fig. 4. Effectiveness of calibration parameters with time elapse
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positions and color densities. Therefore, our algorithm is effective with the same
set of parameters for the change of illumination.

7 Conclusion

This paper has presented a heuristic optimization algorithm for the panoramic
image generation problem from multiple cameras arranged horizontally. This
algorithm consists of three stages; the approximation calibration, the detailed
calibration, and the image synthesis, to obtain a high quality panoramic im-
age. The parameters for both calibrations are optimized through a local search
method with a Tabu period. The experimental results confirm the effectiveness
of our proposal. Our future works may include the expansion of our approach to
combine multiple images arranged vertically.
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A Parameter Optimization Algorithm

This appendix describes the procedure of the local search method with a Tabu
period [16] in this paper.

(1) Initialize the parameters by their defined ones, and the Tabu period for every
parameter and the iteration by 0.

(2) Calculate the cost function E using the initial parameters, and set the cost
function of the interim solution by Ebest = E.

(3) Select one parameter with the zero Tabu period, randomly.
(4) Calculate the cost functions E+ and E− using the parameters when only the

parameter selected in (3) is increased or decreased by its defined variation
width.

(5) Change the parameter to the one that minimizes the cost function among
E, E+, and E−. If E is minimum, the defined Tabu length is set to the Tabu
period for this parameter, because its change cannot improve the solution
currently. Otherwise, the minimum cost function is copied to E.

(6) Apply the following hill-climbing procedure if every parameter has the non−
zero Tabu period:

1) If E < Ebest, update Ebest by E, and memorize the parameters.
2) Increase the iteration by 1.

(a) If the iteration does not exceed its defined upper limit, increase or de-
crease randomly the value of one randomly selected parameter with twice
of its variation width, and initialize the Tabu period for every parameter
by 0.

(b) Otherwise, output the interim parameters, and terminate the algorithm.
(7) Decrease any positive Tabu period by 1, and return to (3).

The iteration is set 5 in the approximation calibration, and 10 in the detailed
calibration. The Tabu length is set 5. The variation width is set 1 for any param-
eter in the approximation calibration, and is set 0.01 for kx, ky , Kr, Kg, Kb and
1 for δx, δy, β in the approximation calibration.
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Abstract. In different methods of Biometrics, recognition by iris images in re-
cent years has been taken into consideration by researchers as one of the  
common methods of identification like passwords, credit cards or keys.  Iris 
recognition a new biometric technology has great advantages such as variabil-
ity, stability and security. In this paper we propose a new feature extraction 
method for iris recognition based on contourlet transform. Contourlet transform 
captures the intrinsic geometrical structures of iris image. It decomposes the iris 
image into a set of directional sub-bands with texture details captured in differ-
ent orientations at various scales so for reducing the feature vector dimensions 
we use the method for extract only significant bit and information from normal-
ized iris images. In this method we ignore fragile bits. At last the feature vector 
is approximated by non linear approximation coefficient. Experimental results 
show that the proposed method reduces processing time and increase the classi-
fication accuracy and outperforms the wavelet based method. 

Keywords: Biometric, Iris Recognition, Contourlet Transform, Wavelet Transform. 

1   Introduction 

The purpose of ‘Iris Recognition’, a biometrical based technology for personal identi-
fication and verification, is to recognize a person from his/her iris prints. In fact, iris 
patterns are characterized by high levels of stability and distinctiveness. Each individ-
ual has a unique iris (see Figure 1); the difference even exists between identical twins 
and between the left and right eye of the same person. Various iris recognition meth-
ods have been proposed for automatic personal identification and verification. In 
Fig.2 you can see the typical stages of Iris Recognition system. Daugman first pre-
sented a prototype system [1, 2] for iris recognition based on multi-scale Gabor wave-
lets. Wildes presented another iris recognition system [3] in which the iris pattern was 
decomposed into multiresolution pyramid layers using wavelet transform. Both sys-
tems of Daugman and Wildes employed carefully designed image acquisition devices 
to get equal high quality iris images. Tan et al. presented a shift-invariant method [4] 
which decomposed the iris pattern into multiple bands using a two-dimensional Gabor 
filter. Boles decomposed one-dimensional intensity signals computed on circles [5] in 
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the iris and use zero-crossings of the decomposed signals for the feature representa-
tion. The number of zero-crossings can differ among iris image samples of an identi-
cal iris due to noises. This method was improved[6,7] in which it was assumed that if 
two samples were acquired from an identical iris the distances between corresponding 
pairs of zero-crossing in one sample and another were less than given threshold value. 
However, the spurious zero-crossing points could degrade the performance. 

 

Fig. 1. Distinctiveness of human iris 

A well-established fact that the usual two-dimensional tensor product wavelet 
bases are not optimal for representing images consisting of different regions of 
smoothly varying grey-values separated by smooth boundaries. This issue is ad-
dressed by the directional transforms such as contourlets, which have the property of 
preserving edges. The contourlet transform is an efficient directional multiresolution 
image representation which differs from the wavelet transform. The contourlet trans-
form uses non-separable filter banks developed in the discrete form; thus it is a true 
2D transform, and overcomes the difficulty in exploring the geometry in digital im-
ages due to the discrete nature of the image data. The remainder of this paper is or-
ganized as follows: Section 2 deals with Iris Recognition System overview. Section 3 
deals with Experimental results and discussion. Section 4 concludes this paper. 

An iris image, as shown in Fig.3a, contains not only the region of interest (iris) but 
also some ‘unuseful’ parts (e.g. eyelid, pupil etc.). In addition, a change in the cam-
era-to-eye distance may result in the possible variation in the size of the same iris. 
Furthermore, the brightness is not uniformly distributed because of non-uniform 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Typical stages of iris recognition 
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illumination. Before extracting features from the original image, the image needs to 
be preprocessed to localize iris, normalize iris, and reduce the influence of the factors 
mentioned above. Such preprocessing is described in the following subsections. 

2   Iris Recognition System Overview and Proposed Method 

In this section we first overview the iris recognition system and then describe pro-
posed method for iris feature extraction. 

2.1   Iris Localization (Segmentation) 

Both the inner boundary and the outer boundary of a typical iris can approximately be 
taken as circles. However, the two circles are usually not co-centric. The iris is local-
ized in two steps: (1) approximate region of iris in an image can be found by project-
ing iris image in horizontal and vertical direction. (2) The exact parameters of these 
two circles are obtained by using edge detection and Hough transform in a certain 
region determined in the first step. An example of iris localization is shown in Fig.3b. 

2.2   Iris Normalization 

Irises from different people may be captured in different size, and even for the iris from 
the same person, the size may change because of the variation of the illumination and  

 

                          
                                

 

 

 
 

 

Fig. 3. (a): Iris image sample (CASIA version 1), (b): Localized (Segmented) iris by Duagman 
method and (c): Normalized Iris  

(a) (b) 

(c) 
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other factors. Such elastic deformations in iris texture affect the results of iris match-
ing. For the purpose of achieving more accurate recognition results, it is necessary to 
compensate for these deformations. Here, we anti-clockwise unwrap the iris ring to a 
rectangular block of texture of a fixed size (20x240) by piecewise linear mapping. The 
distortion of the iris caused by pupil dilation can thus be reduced. The result after iris 
normalization is shown in Fig.3c. 

2.3   Feature Extraction in the Proposed Method 

Only the significant features of the iris must be encoded so that comparisons between 
templates can be made. Gabor filter and wavelet are the well-known techniques in tex-
ture analysis [1], [2], [8], [9], [10]. In wavelet family, Haar wavelet [11] was applied by 
Jafer Ali to iris image and they extracted an 87-length binary feature vector. The major 
drawback of wavelets in two-dimensions is their limited ability in capturing directional 
information. The contourlet transform is a new extension of the wavelet transform in 
two dimensions using multiscale and directional filter banks. The feature representation 
should have information enough to classify various irises and be less sensitive to noises. 
Also in the most appropriate feature extraction we attempt to  extract only significant 
information, more over reducing feature vector dimensions , the proceed lessened and 
enough information to introduce iris feature vectors classification. 

2.3.1.1   Contourlet Transform. Contourlet transform (CT) allows for different and 
flexible number of directions at each scale. CT is constructed by combining two dis-
tinct decomposition stages [12], a multiscale decomposition followed by directional 
decomposition. The grouping of wavelet coefficients suggests that one can obtain a 
sparse image expansion by applying a multi-scale transform followed by a local direc-
tional transform. It gathers the nearby basis functions at the same scale into linear 
structures. In essence, a wavelet-like transform is used for edge (points) detection, and 
then a local directional transform for contour segments detection. A double filter bank 
structure is used in CT in which the Laplacian pyramid (LP) [13] is used to capture 
the point discontinuities, and a directional filter bank (DFB) [14] to link point discon-
tinuities into linear structures. The combination of this double filter bank is named 
pyramidal directional filter bank (PDFB) as shown in Fig. 4. 

 
Fig. 4. Two level contourlet decomposition 
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2.3.1.2   Powers of Contourlet Transform in the Iris Feature Extraction. To capture 
smooth contours in images, the representation should contain basis functions with 
variety of shapes, in particular with different aspect ratios. A major challenge in cap-
turing geometry and directionality in images comes from the discrete nature of the 
data, the input is typically sampled images defined on rectangular grids. Because of 
pixelization, the smooth contours on sampled images are not obvious. For these rea-
sons, unlike other transforms that were initially developed in the continuous domain 
and then discretized for sampled data, the new approach starts with a discrete-domain 
construction and then investigate its convergence to an expansion in the continuous-
domain. This construction results in a flexible multi-resolution, local, and directional 
image expansion using contour segments. Directionality and anisotropy are the impor-
tant characteristics of contourlet transform. Directionality indicates that having basis 
function in many directions, only three direction in wavelet. The anisotropy property 
means the basis functions appear at various aspect ratios where as wavelets are sepa-
rable functions and thus their aspect ratio is one. Due to this properties CT can effi-
ciently handle 2D singularities, edges in an image. This property is utilized in this 
paper for extracting directional features for various pyramidal and directional filters. 

2.3.1.3   The Best Bits in an IRIS Code. Iris biometric systems apply filters to iris 
images to extract information about iris texture. Daugman’s approach maps the filter 
output to a binary iris code. The fractional Hamming distance between two iris codes 
is computed and decisions about the identity of a person are based on the computed 
distance. The fractional Hamming distance weights all bits in an iris code equally. 
However, not all the bits in an iris code are equally useful. For a given iris image, a 
bit in its corresponding iris code is defined as “fragile” if there is any substantial 
probability of it ending up a 0 for some images of the iris and a 1 for other images  
of the same iris. According to [15] the percent of fragile bits in each row of the iris 
code. Rows in the middle of the iris code (rows 5 through 12) are the most consistent 
(See Fig. 5.) 

 

 
Fig. 5. Percent of Fragile Bit in Iris Pattern 
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2.3.2   Feature Vector in Proposed Method 
As stated in the previous section level 2 sub bands are extracted and according to the 
Following Rule are modified into binary mode: 

              If Coeff (i)>=0 then NewCoeff (i) =1 
Else NewCoeff (i) =0 

According to the method mentioned in section 2.3.1.3, we concluded the middle 
band of iris normalized images have more important information and less affected by 
fragile bits, so for introducing iris feature vector based on contourlet transform the 
rows between 5 and 12 in iris normalize image are decomposed into eight directional 
sub-band outputs using the DFB at three different scales and extract their coefficients. 
in our method we use non linear approximation coefficients  for select the significant 
coefficient .for this purpose use the following formula : 

Nsignif=Round (Npixel*2.5/100)      (1) 

Where npixel is the number of pixel in iris normalized image and nsignif is the num-
ber of significant coefficient. In other words it is proved that [16] only bye having 
2.5% of coefficients can reconstruct the image. The feature vector in our method has 
only 48 elements. 

2.4   Classifier 

We determine whether two irises belong to same class by viewing the similarity of 
their feature vectors. Rotational alignment is achieved by generating cyclical input 
feature vectors and matching input feature vectors with template feature vectors. 
Since the proposed feature extraction process is performed on a block-by-block basis 
the proposed method is robust to small angular deviations, even without rotation 
compensation. Two types of measures such as weighted hamming distance and 
Euclidian distance are used for classification. Comparing the feature vectors jX  
and jY , the weighted Hamming distance WHD is defined as 

∑
=

=
N
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N
WHD
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Where jX jth component of the sample feature vector is jY  is jth component of 
template feature vector and N is the dimension of input feature vector. If the result of 
the XOR is zero means the jth component of sample feature vector and template fea-
ture vector are the same. Euclidean distance between the template and test image is 
measured with the following equation. 
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N is the dimension of the feature vector, jX  the component of the sample feature 
vector and jY  is the jth component of the template feature vector.     
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3   Experimental Results 

To evaluate the performance of this proposed system we use “CASIA”[17] iris im-
age database (version 1)  created by National Laboratory of pattern recognition, 
Institute of Automation, Chinese Academy of Science that consists of 108 subjects 
with 7 sample each. Images of “CASIA” iris image database are mainly from Asians. 
For each iris class, images are captured in two different sessions. The interval be-
tween two sessions is one month. There is no overlap between the training and test 
samples. 

 
Fig. 6. Contourlet Coefficient 

Table 1. Comparison of recognition rate (%) for wavelet and contourlet 

(HD=Hamming Distance, ED= Euclidian Distance) 

No 

of 

Subject 

Harr 

Wavelet 

HD  ED 

Pfilter:Harr 

Dfilter:pkva 

HD    ED 

Pfilter:Harr 

Dfilter:9/7 

HD  ED 

Pfilter:Harr 

Dfilter:5/3 

HD  ED 

20 96   94 97.2   95 98   97 96.5   93 

40 94  92.1 95   92 97.8  95.3 93.5   91  

60 93   90     92   90 95.8  94.1 92.5   90 

80 91   89     90   89   94.6  89 91.7   87 

100 89   87 88   86     89   87 86.4  84.3 
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Fig. 7. Comparisons of recognition rate for Wavelet and Contourlet 

 

 

 

 

 

 

Fig. 8. Comparison of processing Time with wavelet based method (Daugman method) 

 
In our experiments, three-level contourlet decomposition is adopted. The above 

experiments are performed in Matlab 7.0. The normalized iris image obtained from 
the localized iris image is segmented by Daugman method. The contourlet trans-
form of the image is shown in Fig. 6. We have used the filters designed by A. 
Cohen, I. Daubechies, and J.-C. Feauveau. For the quincunx filter banks in the DFB 
stage.  

Table 1 gives the result of the proposed scheme against wavelet based iris image. 
We compare the proposed system with three filter combinations of contourlet trans-
form and the corresponding plot is shown in Fig.7. Fig.8 shows Comparison of proc-
essing Time. 
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4   Conclusion 

A new algorithm for iris recognition using contourlet transform and non linear ap-
proximation coefficients has been presented. For Segmentation and normalization we 
use Dugman methods. Then, each iris image is decomposed with pyramidal direc-
tional filter bank and then a fixed length feature vector is obtained. For feature  
extraction according to [15] only the middle band of normalized iris image decom-
posed by contourlet transform An extensive result has been taken with different 
filters. Here, only three filter combinations are considered. Compared with wavelet 
transform method, contourlet-based method achieves a higher accuracy because 
contourlet transform has capacity to capture comparatively richer directional  
information. Experimental results reveal that our algorithm reduces the processing 
time. 
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Abstract. Most digital cameras use a color filter array of mosaic pattern to cap-
ture the colors of the scene. To render a full-resolution color image using a single-
chip camera, the missing information must be estimated from the surrounding 
pixels. In this paper, we present an edge-adaptive demosaicking method for color 
demosaicking. The algorithm first estimate missing green samples in red and blue 
position by determining direction of edge in  horizontal, vertical and diagonal di-
rections. After determining the green samples, missing red and blue samples esti-
mated using color differences along the direction of edges. Experimental results 
demonstrate that the proposed method produces visually pleasing images and sig-
nificantly outperforms existing demosaicking methods in terms peak signal-to-
noise ratio (PSNR) and ∆Eab, which is a measure for the average color distance 
between original and demosaicked images in the CIELAB color space.  

Keywords: Color demosaicking, Bayer color filter array, Edge-adaptive demo-
saicking, Diagonal edge direction, PSNR. 

1   Introduction 

Now days, most digital cameras capture images using a single sensor (CCD or 
CMOS) array to reduce cost and size. At each pixel, the sensor detects a particular 
color channel from the three primary colors (red, green and blue). This kind of sensor 
is called Color Filter Array (CFA). The most popular CFA pattern is Bayer pattern 
[1], as shown in Fig. 1. It samples the green band using a quincunx grid, while red and 
blue are obtained by a rectangular grid. In this way, the density of the green samples 
is twice than that of the red and blue channels. In order to reconstruct a full color 
image, the missing color samples need to be interpolated by a process called demo-
saicking. The quality of the reconstructed color images depends on the image contents 
and the employed demosaicking algorithms [2].  

The early demosaicking methods include nearest neighbor replication [3], bilinear in-
terpolation [4], and cubic B-spline interpolation [5]. These methods can be simply im-
plemented. However, these methods suffer from many drawbacks such as blocking, 
blurring, false colors, and zipper effect. Specially, many artifacts are produced in the 
edge region. These effects are caused due to improper fusion of the surrounding color 
values.  
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Fig. 1. The Bayer CFA mosaic pattern 

In order to improve performance, demosaicking methods combining information 
from each color plane have been proposed [6], [7], [8], [9]. These methods take ad-
vantage of high correlations between the red, green and blue planes in the local re-
gions of natural scene images. However, they still tend to generate zipper effects 
along edges. 

Edge adaptive demosaicking techniques generally use horizontal and vertical edge 
parameters. The edge parameters of edge adaptive methods represent edge directions 
at missing pixels. In these methods, interpolation is carried out along edges rather 
than across them. An edge-adaptive demosaicking method was proposed by Hamilton 
et al. [10]. This method uses edge indicators to find an edge direction and interpolates 
missing color pixels along the detected edge direction. Various demosaicking meth-
ods using gradients [11], [12], directional information [13] and weighted edge inter-
polation [14], [15], [16] also use edge information to reduce artifacts along edges. As 
these methods use only two directions of edges, sometimes they detect wrong edges 
and results in artifacts along edges. 

In this paper, we introduce an innovative solution for demosaicking of single sen-
sor camera images. In the proposed method, we determine direction of edges in four 
directions instead of two directions. In addition of horizontal and vertical direction, 
we determine edges in two diagonal directions also. This gives the exact direction of 
edge of each sample. Then the missing green pixels are estimated by using edge-
adaptive interpolation method and the red and the blue channels are interpolated using 
the green information.  

The rest of the paper is organized as follows. In section 2, conventional method of 
edge adaptive demosaicking has been presented. Section 3 describes the proposed 
method in detail. Experimental results and performance of the proposed approach are 
discussed in section 4 and compared to those of the other existing methods. Finally, in 
section 5, we report the conclusions of the presented work. 

2   Conventional Method 

In this section, we simply introduce the conventional edge adaptive demosaicking 
methods. Edge adaptive interpolation method uses the edge direction information to 
estimate missing green channel pixels. To determine direction of interpolation, the  
method compares horizontal and vertical gradients. The direction that shows lower 
gradient is chosen as direction of interpolation. To determine edge direction of G13 in 
Fig. 2, horizontal and vertical gradients are defined as follows: 
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Fig. 2. Reference samples in CFA. The green and blue pixels at R13 are to be estimated. The 
pixels in parentheses are estimated pixels. 
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After the green channel is interpolated, the other channels can be estimated by in-
terpolating the color difference plane. 

3   The Proposed Method of Demosaicking 

In this section, we present the proposed method using information of edge direction at 
the missing pixel location. The proposed method has two steps. In the first step, we 
determine the direction of edge of each missing pixels from the four directions. Fig. 3  
 

 
Fig. 3. Four possible directions of edge 
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shows the possible four directions of edges. We interpolated the green plane along the 
determined edge direction. In the second step, we interpolate the missing red and blue 
channels. 

3.1   Green Channel Interpolation  

In this step, we interpolate the missing green channel using edge information. We 
concentrate on reconstructing missing green values first, since the performance of   
reconstructing red and blue values depends thoroughly on how well green values are 
reconstructed. There are some other reasons also for this. First, the green channel has 
twice as many samples as the other two channels in the Bayer mosaic pattern. Second, 
the sensitivity of the human visual system peaks at the green wavelength. Third, the 
green is closer to red and to blue than the difference between red and blue in wave-
length. For these reasons, green channel plays a key role in the estimation of missing 
color samples.  

In order to determine the direction of edge, we calculate four edge indicators, i.e.: 
horizontal, vertical, diagonal (450), and diagonal (-450) respectively as shown in  
Fig. 3.  The edge indicators can correctly detect the edge direction as we are using 
four directions instead of conventionally used two directions. The direction that gives 
the minimum value of edge indicator is chosen as the direction of edge. Then the 
missing green sample is interpolated along that direction. 

To determine the edge direction of G13 in Fig. 2, the horizontal, vertical and diago-
nal edge indicators are defined as follows: 
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where ∆H represents a horizontal difference, ∆H represents a vertical difference, ∆D1 
represents a diagonal (450) difference and ∆D2 represents a diagonal (-450) difference 
respectively, and G7, G9, G17 and G19 are initially calculated using bilinear interpolation.  

We interpolate a missing pixel of green channel G13 along the edge direction based 
on the values of the indicators using the following equation: 
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Where ( )21,,,min DDVH ΔΔΔΔ=δ  and G13 is the missing green pixels to be esti-

mated. We estimate all the missing green pixels using the same way. 

3.2   Red and Blue Channel Interpolation  

There are two interpolation cases in the second step of the proposed method. One is 
the interpolation of red and blue at the location green pixel. The other is the interpola-
tion of the opposite missing color red or blue at each blue or red pixel.  

Since the performance of interpolating the missing color components depends on 
the result of green reconstruction, it is unlikely that any interpolation methods to  
estimate red and blue greatly affect the reconstruction stage. 

The average mean-square reconstruction error (MSE) for the red component is 
smaller in the green pixels than in the blue ones [17]. Also, the average MSE for the 
blue component is smaller in the green pixels than in the red ones. For this reason, we 
apply the bilinear interpolation of the color differences in the green locations since it 
gives good performance with a low computational cost. 

We applied a different approach to interpolate the red values in the blue pixels and 
the blue values in the red ones. We use all the estimated samples at the green posi-
tions to interpolate red and blue pixels. Now each blue position has four estimated red 
neighbors placed in the cardinal directions and four original red neighbors placed in 
the diagonal direction. Therefore, we choose to perform an edge-directed interpola-
tion using the estimated red samples in the green location and the original red samples 
in diagonal directions. 

It is well known that red and blue are less correlated than red and green.  In the 
blue location of the Bayer pattern the interpolation using the difference R-B gives an 
estimate of the red values more representative than using the difference R-G. For this 
reason we interpolate the color difference R-B instead of R-G. In a blue position, the 
red sample is estimated as follows: 
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where ( )21,,,min DDVH ΔΔΔΔ=δ , 
,

ˆ
i jR  is the red sample in the blue position to be 

estimated, and R is the original red pixel in the diagonal directions of position (i,j). 
The procedure to interpolate the missing blue values in the red pixels follows the 

same way. 
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4   Experimental Results 

In order to evaluate the performance of the proposed method, experiments were con-
ducted using some digital color images from the Kodak photo sampler [18]. We com-
pared the proposed method with four conventional demosaicking methods: bilinear 
interpolation [3], adaptive color plane interpolation [10], homogeneity directed 
method [13], and edge directed interpolation [16] method.  

We evaluate the performance of our proposed method by using two measures. The 
first measure is the PSNR, and the other one is the CIELAB ,a bE∗Δ . We also compared 
average of the above measures over 20 images. We calculate PSNR using the follow-
ing equation: 

( )MSEPSNR 2
10 255log10= , (6) 

where MSE is the mean square error between the original image and reconstructed 
image. The ,a bE∗Δ  , which measures the Euclidian distance between the original and 
reconstructed images in the CIELAB color space, can better capture the color differ-
ence perceived by human observers. It is given by  

( ) ( )∑
≤≤

∗ −=Δ
Nn

LabLabba nRnO
N

E
1

,

1 , (7) 

where O(n)Lab and R(n)Lab are the CIELAB color values of the n’th pixel in the origi-
nal and reconstructed images, respectively. 

Fig. 4 and Fig. 5 show the demosaicked results over image hats and window im-
ages respectively for the visual evaluation of the performance of the proposed method 
as compares to other methods. Observing the figures, it can be noticed that the pro-
posed method produce highest visual quality image and does not produce zipper  
effect near the edges. 

 

   
                         (a)                                     (b)                                   (c) 
 

   
                         (d)                                     (e)                                   (f) 

Fig. 4. Demosaicked results over image hats (a) Original; (b) Bilinear; (c) Method in [10]; (d) 
Method in [13]; (e) Method in [16]; (f) The proposed method 
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                        (a)                                   (b)                                    (c) 
 

   
                        (d)                                    (e)                                   (f) 

Fig. 5. Demosaicked results over image window (a) Original; (b) Bilinear; (c) Method in [10]; 
(d) Method in [13]; (e) Method in [16]; (f) The proposed method. 

Fig. 6 and Fig. 7 visually compare the performance of the proposed method with 
other method using cropped regions of images statue and lighthouse respectively. It 
can be seen that the proposed method gives better performance than other methods for 
edge regions. 
Table 1 shows the PSNR comparison of some output images using five methods. We 
have also presented the average PSNR of 20 images in this table. From Table 1, it can 
be seen that the proposed method outperforms the other demosaicking methods in 
respect to PSNR. 

 

   
                              (a)                                 (b)                              (c) 

   
                              (d)                                 (e)                               (f) 

Fig. 6. Demosaicked results over cropped region of image statue. (a) Original; (b) Bilinear; (c) 
Method in [10]; (d) Method in [13]; (e) Method in [16]; (f) The proposed method. 



324 M.F. Hossain, M.R. Alsharif, and K. Yamashita 

   
                (a)                               (b)                                 (c) 

   
                            (d)                                (e)                                  (f) 

Fig. 7. Demosaicked results over cropped region of image lighthouse (a) Original; (b) Bilinear; 
(c) Method in [10]; (d) Method in [13]; (e) Method in [16]; (f) The proposed method 

Table 1. PSNR(dB) comparison of different methods over different images 

Image/method Bilinear Method in 
[10] 

Method in 
[13] 

Method in 
[16] 

Proposed 
method 

lighthouse 28.22 37.36 36.12 34.07 38.09 
sail 32.52 37.51 37.47 36.18 42.61 
statue 32.16 35.54 38.44 34.987 41.72 
window 33.50 37.78 40.74 35.459 42.15 
hats 34.50 37.703 35.13 36.33 41.58 
Average of 20 
images 

28.91 34.58 37.13 37.24 38.49 

Table 2. Performance comparison-CIELAB ,a bE∗Δ  over different images 

Image/method Bilinear Method in 
[10] 

Method in 
[13] 

Method in 
[16] 

Proposed 
method 

lighthouse 3.58 1.683 1.82 2.096 1.57 
sail 2.024 0.946 0.96 1.159 0.825 
statue 2.92 1.674 1.16 2.049 1.03 
window 2.37 1.186 0.93 1.393 0.84 
hats 1.99 1.048 1.72 1.255 0.983 
Average of 20 
images 

3.609 1.78 2.21 2.243 1.52 
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The measure of color reproduction errors of digital images by taking human visual 
systems, ,a bE∗Δ  is given in Table 2 over five images. The average color reproduction 
error of 20 images has also been compared in this table. Investigating Table 2, it can 
easily be seen that the proposed method outperforms other methods in respect to ,a bE∗Δ  
also. 

5   Conclusion 

In this paper, we presented a new approach of CFA demosaicking based on adaptive 
edge direction. The direction of edge information is perfectly determined by consider-
ing horizontal, vertical, and also diagonal direction. The proposed method generates 
images with highest visual quality. Experimental result ascertains that the proposed 
method gives better result than other conventional methods. The proposed demosaick-
ing method outperforms other conventional methods with respect to ,a bE∗Δ , and PSNR. 
The proposed method also significantly reduces unwanted artifacts such as aliasing 
and zippering near edges. 
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Abstract. Direct observation using satellites and long range video surveillance 
is not possible for ship classification in adverse weather and during night. Radar 
and more specifically radar imaging offers a solution for the above adverse 
conditions. Ship Classification using radar is of utmost important to defense of 
any country to manage vast naval resources and to tell the friend from foe. 
Automatic ship classification based on radar images has been very successful in 
determining the ship class as well as other details to reliably recognize a ship 
type using machine vision. Inverse Synthetic Aperture Radar (ISAR) Imaging 
which relies on a stationary radar and a moving object with preferably super-
structure will result in an image that is somewhat unique to a particular ship 
class. There have been many attempts to classify these ISAR images automati-
cally with varying degree of success. The results we present here using Moment 
Invariants (Hu Moments) are indeed superior to many other feature-based  
classification approaches as they have strong invariant properties. 

Keywords: Ship Classification, Superstructures, Hu Moments; Radar Imaging. 

1   Introduction 

Inverse SAR imaging refers to the use of target motion alone to generate a synthetic 
aperture for azimuth resolution [1]. In practice, ISAR often includes antenna platform 
motion. Images of the target region produced by ISAR can be a useful tool in locating 
scattering regions on the target. ISAR images are produced by rotating the target and 
processing the resultant Doppler histories of the scattering centers. If the target rotates 
in azimuth at a constant rate through a small angle, scatters will approach or recede 
from the radar at a rate depending only on the cross range position- the distance nor-
mal to the radar line of sight with the origin at the target axis of rotation. The rotation 
will result in the generation of cross range dependent Doppler frequencies which can 
be sorted by a Fourier transform [1]. This operation is equivalent to the generation of 
a large synthetic aperture phased array antenna formed by the coherent summation of 
the receiver outputs for varying target/antenna geometries. For small angles, an ISAR 
image is the two-dimensional Fourier transform of the received signal as a function of 
frequency and target aspect angle. 

ISAR is utilized in maritime surveillance for the classification of ships and other 
objects. In these applications the motion of the object due to wave action often plays a 
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greater role than object rotation. For instance a feature which extends far over the 
surface of a ship such as a mast will provide a high sinusoidal response which is 
clearly identifiable in a two dimensional image. Images sometimes produce an un-
canny similarity to a visual profile with the interesting effect that as the object rocks 
towards or away from the receiver the alternating doppler returns cause the profile to 
cycle between upright and inverted. ISAR for maritime surveillance was pioneered by 
Texas Instruments in collaboration with the Naval Research Laboratory and became 
an important capability of the P-3 Orion and the S-3B Viking US Navy aircraft. Re-
search has also been done with land based ISAR. The difficulty in utilizing this capa-
bility is that the object motion is far less in magnitude and usually less periodic than 
in the maritime case. 

2   Ship Classification 

ISAR images are obtained from the correlation of radar returns and the subsequent 
inverse Fourier Transformation. Any superstructure that undergoes rolling, pitch or yaw 
will result in strong radar returns that will be useful for identifying these superstructures 
in the ISAR image (see Fig. 4). There have been many approaches to identify the  
physical features such as length, superstructure spacing and features from the ISAR 
images such as geometric moments to classify ships effectively. This paper is about our 
research into Moments Invariants derived from ISAR images to classify ships. 

Moment Invariants are a feature type that has been successfully used in various 
image classification problems [2-6]. Moment Invariants are a reliable and  
versatile way to construct a feature vector of low dimension as the basis for many 
classifiers. Moments have been used as pattern features in number of applications  
[7-11]. Furthermore, moment invariants are properties of connected regions in bi-
nary/boundary/intensity images that are invariant to  

• Translation 
• Rotation 
• Scale 

They are useful because they define a simply calculated set of region properties 
that can be used for shape classification and recognition.  

As described in Zhongliang et al. [8], moment invariants of superstructure appear 
promising for automatic ship classification. Superstructure invariants are different 
from the general moment invariants for the entire ship. Zhongliang et al. reported that  
 

 

Fig. 1. Diagram depicting an ISAR image of a ship and the A-B line denotes the superstructure 
above the hull 
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analysis of theory and statistics of experimental results had shown that the classifica-
tion accuracy using superstructure moment invariants for ship is higher than that of 
general ones. 

2.1   Superstructure Extraction  

The key to represent and recognize ships effectively lies in separating the superstruc-
ture from the ship images suitably and consistently. The following steps highlight 
superstructure separation from the ship silhouette by using geometry moments [8]. 

1. Calculate the centroid of the ship silhouette. The centroid is C(Ix, Jy), where 
Ix = m10/m00, Jy = m01/m00, m00, m01 and m10 are geometry moments of the 
ship. 

2. Separate the ship image into two parts by the vertical line, which goes across 
the centroid of the ship. 

3. Calculate the centroids of the two parts of the ship. The centroid of the left 
section is CL(ILx, JLy), where ILx = mL10/mL00, JLy = mL01/mL00, and 
mL10, mL01, mL00 are geometry moments obtained from the left section of 
the ship, the centroid of the right section is CR(IRx, JRy), where 
IRx=mR10/mR00, and JRy = mR01/mR00, and mR10, mR01, mR00 are geometry 
moments of the right section. 

4. The section above the line that goes across CL and CR is considered to  
be the superstructure according to Zhongliang et al. However, this is not  
entirely true for our data set and there are other issues as described in the  
section below. 

2.2   Definition of Hu Moments 

Moment invariants algorithm has been known as one of the most effective methods to 
extract descriptive feature for object recognition applications. The algorithm has been 
widely applied in classification of aircrafts, ships, ground targets, etc [8]. Essentially, 
the algorithm derives a number of self-characteristic properties from a binary image 
of an object. These properties are invariant to rotation, scale and translation. Let f(i,j) 
be a point of a digital image of size M×N (i = 1,2, …, M and j = 1,2, …, N). The two 
dimensional moments and central moments of order (p + q) of f(i,j), are defined as: 
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From the second order and third order moments, a set of seven moment invariants 
are derived as follows [9]: 
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Where pqη  is the normalised central moments defined by: 
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2.3   Examples  

Figure 2a and 2b show two sizes and orientations of letter ‘A’. The natural logarithm 
of seven moment invariants described in the previous section is shown in the Table 1. 
These values are extremely close as would be expected for moment invariants. Figures 
3a and 3b also show another two sizes and orientations of letter ‘L’ and their moment 
invariants are shown in Table 2. The extreme closeness of these vales confirms that 
moment invariants are invariant to size, translation and rotation of the object. Figures 
5, 6a and 6b show true ISAR images of the same ship taken from different angles. 
Table 3 lists the Moment Invariant values for these images and we can conclude that 
Moment Invariants offer us a practical way to find the similarity of these ISAR images 
even though they look different to human subject.   
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                         Fig. 2a. Upright large letter ‘A’              Fig. 2b. Small rotated ‘A’ 

Table 1. Moment Invariants for above images 

     Moment Invariants              Figure 2a  Figure 2b 

 

 

 

                           Fig. 3a. Upright large letter ‘L’            Fig. 3b. Small rotated ‘L’ 

Table 2. Moment Invariants of Fig. 3a and 3b 

  Moment Invariants                     Fig. 3a       Fig. 3b 
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Fig. 4. ISAR ship image 

 

Fig. 5. Superstructure of the image in Fig. 4 

 

Fig. 6a (left) and Fig. 6b (right). Two ISAR images from different angles. 

Table 3. Moment Invariants of the same ship with different angles and distances 

        Fig. 5      Fig. 6a               Fig. 6b 
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3   Experimental Results 

We used set of 350 ISAR images of 5 ship classes and classified them using a vec-
tor quantization classifier. The objective of the experiments was to assess the effec-
tiveness of Moment Invariants as a feature against other physical features such as 
length estimates, cos aspects, geometric moments, fractal dimensions, etc.. Figure 7 
depicts the effectiveness of Moment Invariants as set of features in classifying 
ships. 

 

 
Fig. 7. Class separation with Moment Invariants 

4    Summary  

It is possible to observe that Fig. 8 classification result is superior to Fig. 9 which uses 
only Moment Invariants. Even though, there is significant misclassification of con-
tainer class as vehicle carrier and Rig Tender as Tugs, the overall performance com-
pared to classification with other physical features can not be disregarded as poor 
performance. In fact, in practice, it is quite difficult to estimate the true length of ships 
due to water acting as a scattering agent behind ships. It is also very difficult and time 
consuming to calculate many physical quantities which usually lead to errors and 
subsequent misclassifications. Overall, Hu Moments show a great promise in auto-
matic ships classification with reduced complexity in the overall classification system.  
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Fig. 8. Confusion Matrix with features such as Lengths, geometric moment ratios, cos(aspect), 
height profiles and fractal dimensions 

 
Fig. 9. Confusion Matrix with length and Hu Moments 1,2,6 & 7 
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Abstract. This paper presents an automatic machine-learning method to seg-
ment blood and bone marrow cell images. Different from traditional methods, 
we focus on a few significant samples rather than all of them. Firstly, three 
mean-shift procedures are used to seek the local clustering modes correspond-
ing to the regions of nuclei, mature erythrocytes and background respectively. 
And then a SVM is trained by uniform sampling from three modes in order to 
find more nuclei pixels. So we could dilate the nuclei regions only in high gra-
dient pixels to get the part pixels of cytoplasm. Finally, we train a new SVM by 
a training set sampling from cytoplasm and three modes to extract the whole 
leukocytes. SVM with fixed parameters is used here to yield two classification 
models via learning by sampling on-line. The segmentation results of the new 
method are closer to the human visual perception. It can achieve higher accu-
racy of segmentation in complex scenes and more robust to color confusion and 
changes. Experiments have demonstrated the validity of the new method com-
pared with the thresholding and the watershed algorithm.  

Keywords: Color image segmentation, support vector machine, mean-shift, 
blood and bone marrow cell. 

1   Introduction 

For the diagnosis of leukemia, the microscopic investigation of the blood and bone 
marrow cells is an essential method. In order to improving the reliability of analysis 
and diagnosis, computer-based automatic “brain-eye system” would have important 
significance. However, image segmentation is one of the most basic and key step in 
the automatic system. Its accuracy and stability greatly affect the operating speed and 
recognition accuracy of the whole system. It’s also a difficult and challenging prob-
lem owing to the complexity and the uncertainty of the microscopic images[1].  

Machine learning algorithms such as artificial neural networks (ANN) and support 
vector machine (SVM) have been widely and successfully used in medical image 
analysis, including image segmentation [1,2,3], due to their good performance in 
classification and regression. However, most of ANN and SVM need training. Train-
ing speed is usually slow in large-scale data. So ANN and SVM are seldom used in 
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on-line training cases. Since their training sets are often fixed, the models are fixed 
too. Such immobilized solution cannot be very good to deal with uncertainty and 
change that often faced in the microscopic images.  

Recently, we had presented an effective strategy to speed up the SVM training and 
avoid overfitting[4,5]. The main idea is to prepare pure training samples without over-
lapping in probability distribution, which may belong to each clustering modes with 
high frequency. So hard margin criterion instead of soft margin one in SVM training. 
We can select training points actively and control the size of the training set less than 
1000 samples. So the training speed using fixed parameters is nearly in real-time. 

In this paper, we use on-line classifier of SVM continuously. The procedure is de-
scribed as follows: (1)Firstly, we use three mean-shift procedures to search the clus-
tering modes (local probability density maximum in RGB color space) corresponding 
to the color of nuclei, mature erythrocytes and background respectively. Then we can 
prepare the training samples by uniform sampling from three modes, and train a SVM 
to extract more nuclei pixels. (2)The nuclei regions are morphological dilated condi-
tionally according to the gradient of pixels in order to get parts of cytoplasm. Then we 
train the second SVM with new samples sampling from cytoplasm and the old train-
ing samples used in the first SVM. Color and spatial information could be utilized 
together in this time. (3)Finally, the last SVM is used to segment the image to  
extract whole white cells.  Since the size of training set could be controlled easily in 
sampling, SVM training is fast. 

Due to mean-shift procedure has robust performance to feature space analysis and 
SVM has good generalization performance and nonlinear modeling capabilities, our 
method shows three advantages: (1)It is an adaptive segmentation method to complex 
scenes. (2)It can overcome the effect of color confusion. (3)It more close to human 
visual perception.  

The rest of the paper is organized as follows. Section 2 introduces mean-shift and 
SVM training briefly. Section 3 presents how to train SVM online. Section 4 shows 
some experimental results and comparisons with thresholding and watershed  
algorithm. Discussion and conclusion are given in section 5. 

2   Mean-Shift and SVM Training 

2.1   Mean-Shift Procedure 

Mean-shift is a simple, nonparametric technique for estimation of the density gradi-
ent, which was proposed by Fukunaga and Hostetler and recently generalized by 
Cheng, Comaniciu and Meer[6]. 

Define a d-variate kernel function )(yK is a search window. If it is symmetric,  

)()(
2

yy ckK =                                                    (1) 

where c is normalization constant, )(sk is a symmetric univariate kernel which is called 

the profile of )(yK , only for 0≥s ; y  is the center location of the search window. 

Given n data points nii ...1, =x  in the d-dimensional space Rd, we can compute the 

location of the centroid of a search window, which is: 
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where h is the bandwidth of kernel. 
If we move the search window from y  to centroidy , the multivariate shift vector de-

noted by )(yKm  means that the vector of difference between the local mean and the 

center of the window, which is:  

yyy −= centroidKm )(                                              (3) 

If ξ≥2
)(yKm , ξ is an arbitrary small positive value, we could move the window it-

eratively. Denote by ,...2,1},{ =jjy  the sequence of successive location of the kernel 

)( jK y . If jy is the present center position, the next center of the search window 1+jy  is: 
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It demonstrated that the mean shift vector )( jKm y  is proportional to the gradient of 

the probability density at jy . Low-density regions correspond to large mean shift, 

and the shift is always in the direction of the probability density maximum (the mode 
or peak). At the mode, the mean shift is close to zero. This property can be exploited 
in a simple, adaptive steepest ascent algorithm. 

In this paper, RGB space is the mean shift workspace. Mean shift algorithm is  
described as the following: 

1.  Choose the bandwidth h of the search window. It is a key parameter that con-
trols the resolution of the algorithm in the feature space. 

2.   Choose the initial location p of the window. 
3.   Compute the mean shift vector and translate the search window by that amount. 
4.   Repeat till convergence. 

The fixed point found by a mean shift is the local highest density that corresponds 
to clustering mode in color space. 

It is worth to note that p is an initial location, its corresponding mode can tolerate p 
up to the edge of the attraction field. That is to say the changes in p do not affect the 
results of clustering as long as it is in the attraction domain of the mode.  So the 
mean-shift procedure used here could overcome color variation such as in the staining 
process of the slides and in illumination caused by thickness of the smear.  

2.2   SVM Training 

Let the training set D be { }N

iii l
1

),( =x , with input ix  and { }1±=il . SVM [7] first maps 

x  to F∈= )(xz φ . When the data is linearly separable in F , SVM constructs a 

hyperplane bT +zw  for which separation between the positive and negative examples 
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is maximized. It can be shown that ∑
=

=
N

i
iiil

1

zw α , where ),...,( 1 Nαα=α  can be found 

by solving the following quadratic programming problem:  
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subject to 0≥α  and 0=lαT . Where e is the vector of all ones, T

Nll ),...,( 1=l  and Q  

has entries ),( jijij

T

iji Kllll xxzz = , where ),( jiK xx  is called a kernel. When the train-

ing set is not separable in F , the SVM algorithm introduces non-negative slack vari-
able 0≥iξ . The resultant problem becomes  
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i bl ξ−≥+ 1)( zw . C  is a regularization parameter controlling the trade-

off between model complexity and training error. 
The ix  for which 0≠iα  are defined as the support vectors, since they determine 

the optimal hyperplane, the hyperplane with maximal margin. Geometrically, the 
support vectors correspond to the closest to the optimal hyperlane. The optimal  
decision functions is 
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In this paper, radial basis function (RBF) is selected as the kernel of SVM, which is 

 )exp(),(
2

jiji qK xxxx −−=                                       (8) 

The rest parameters in training are the kernel parameter q and the regularization pa-
rameter C of SVM. Because our training data in this paper has not intersection, it 
means that the training set is linear-separable in high-dimensional feature space. The 
regularization parameter C can be set a fixed value. So that only parameter q needs to 
be optimized in our method, that is often an off-line task in practice via multiple-fold 
cross-validation. Many literatures could be referred for the adjustment problem of 
SVM parameters.  

We denote q* as optimal value.  It worth to note that ]1001[* ∈q  in most cases for 

cell image segmentation. Once the set of parameters are fixed, the performance of 
SVM could be controlled by the training samples. In experiments [4,5], the size of the 
training points could be set less than 1000 by uniform sampling to guarantee a satis-
factory level for segmentation.  

3   Methods 

In our research, blood and bone marrow smears are conventionally prepared with 
Wright-Giemsa stain.  From the view of the observer, the bright or white regions 
correspond to background, the dark regions correspond to nuclei, the regions that 
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have intermediate brightness may correspond to mature erythrocytes and other re-
gions may be cytoplasm.  Cytoplasm regions always surround nucleus[8].   

According to the prior knowledge mentioned above, three mean shift procedures 
can be used to find clustering modes of nuclei, mature erythrocytes and background. 
However, no all images contain nucleated cells and mature erythrocytes simultane-
ously in practice. Three common situations exist in a scene: (1)no nucleated cell; (2) 
only nucleated cell; (3) nucleated cell and red blood cell both in an image. 

3.1   Selected the Image Contains the Nucleated Cells Using SVM  

In order to guarantee the success of our segmentation method, we had presented a 
preprocessing procedure to classify the image into three types according to above 
analysis. We had acquired over thousands of blood and bone marrow cell images, and 
represented them with their hue histograms. Then we trained a three-classification 
model via SVM (off-line).  The model classifies the microscopic images into three 
types. The flow chart is shown in Fig.1.  

 

Fig. 1. The cell images could be divided into three types via a preprocessing model 

From the Fig.1, we execute segmentation to those images in which the nucleated 
cells existed. In particular, in the scene of only the nucleated cells existed, the seg-
mentation of the nucleated cell may be regarded as a special case where the mature 
erythrocytes are not existed, so we could use two mean-shifts to segment the image.  

3.2   Preparing Training Samples for SVM to Extract Nuclei 

Thus in this paper, we usually focus on the complexity case using three mean-shifts to 
extract the nucleated cells from the image. The corresponding initial locations of search 
window are defined as pn, pe and pb, their bandwidths are hn, he and hb respectively. 

Since background pixels have highest color value and nuclei have smallest one in 
color space, we set pb(R,G,B)=(255,255,255) and pn(R,G,B)=(0,0,0). The color of 
mature erythrocytes is often various in different cases, so pe could be set by experi-
ence or designated manually by mouse clicking. 

To guarantee mean shift procedure convergence to the local mode, hn , he and hb 
could self increase to a limit before the search window first shift. And then those 
bandwidth parameters are fixed in the rest shift procedures.  
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Fig. 2. (a) Color vectors distribution in RGB space. (b) Three clustering modes and correspond-
ing mean shift tracks be illustrated in RB color plane. 

However, fixed key parameter could not deal with the various color or uncertainty 
in the microscopic images. For examples, it is hard to take the whole nuclei regions 
when the nuclei colors are various, i.e. belong to different local modes. So selecting 
suitable bandwidth parameters is a critical work in this case. So we have an idea to 
solve this problem via the generalization performance of SVM. In following, we pre-
sent an approach to extract the most nuclei regions using small nuclei samples.  

When three clustering modes have been found, the corresponding pixels around the 
modes are mapped back to image domain. Thus, nuclei pixels are marked with +I , 
and mature erythrocytes or background pixels are marked with _I .  In order to reduce 
the size of training set, a sampling approach is described as follows: 

①  Set the size of the training set is N. It’s an experiential value by which the  
performance of SVM should not decrease.  
②   Uniform sampling in +I and _I  regions,  N/2 samples in each class. 
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where (R,G,B) is color value of the pixel, Ni ≤ . In general, N=1000 is suitable in 
most cases. So we can train a SVM model on-line to extract the nuclei regions. 

3.3   Preparing Training Samples for SVM to Extract Whole Nucleated Cells  

It well known that the pixels on the edge not only have higher gradient value, but also 
have same color features on both sides of the edge. In this section, the nuclei regions 
extracted by SVM are dilated conditionally if the pixel gradient is higher than a gradi-
ent threshold. So the new dilation regions (parts of cytoplasm) are limited in the 
boundary. By this way, we could take some useful pixels belong to nucleated cells, 
but also reduce noise component effectively in dilation procedure.  

We continually use SVM to play the role of the cytoplasm of small samples. Spe-
cific approach is to train second SVM with four types samples, which are sampled 
from the part of cytoplasm and three old training samples (pure samples) used in the 
first SVM, respectively. The each size of them is N/4. It means the weights of the four 
type pixels are equal, even if the sizes of them are different. Color and spatial infor-
mation could be utilized together in this time. 



342 C. Pan, H. Lu, and F. Cao 

Thus, cytoplasm and nuclei pixels are marked with +I , and mature erythrocytes 
and background pixels are marked with _I . In order to avoid uncertainty, we set 

Φ=∩ −+ II (empty). 
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i yxBGR ),,,,(=x , where (x, y) is the coordinate of pixel. Since N<1000, and the 

training data are separable, training a SVM on-line is very fast.  Finally, we use the 
second model to segment the cell image.  

 

 

(1) Original cell image  (2)Nuclei found by mean-shift  (3)Nuclei found by SVM  

 

(4) Region after dilation (5)The candidates of training samples (6)Final segmentation result 

Fig. 3. shows a white cell is extracted with our method (See sub-figures from 2 to 6). Obvi-
ously, the new nuclei regions found by SVM contain most of the nucleus pixels. Our method 
focuses on some nucleus and cytoplasm pixels rather than all of the pixels in the image.   

4   Experiments and Comparisons 

In our method, the most parameters could be fixed. N=1000, C=100, q*=1, 
pn(R,G,B)=(0,0,0), pb(R,G,B)=(255,255,255), hn=he=hb=5. Experimental environment 
is follows: Hardware is P4_2.7GHz cpu, 512MB memory. Software is C++ program, 
Windows XP. The SVM tool is Libsvm 2.81[ 9]. 

As a comparison, thresholding and watershed based methods also perform the same 
segmentation task. More than 100 images (768*570) and 600 nucleated cells had been 
tested in our work. Some typical experiment results are shown in Fig.4. The (a1),(a2) 
and (a3) show three original images. Their preparation and illumination are large 
varied. They are hardly segmented by traditional methods since the colors of the  
nucleus, cytoplasm and background are often similar or confused. 

Because two-class classifier finally used to achieve image segmentation, we took 
advantage of confusion matrix (number of false positives and false negatives) to 
evaluate the effect of segmentation. We first manually draw the contours of nucleated  
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cells in each test image, and then use the area of object (total pixels of nucleated cells) 
and no-object as the evaluation criteria. Comparing the results of automatic segmenta-
tion with the manual segmentation, the confusion matrix can be achieved. Table 1 
shows three confusion matrixes of the compared methods average from 100 images. 
Here we denote the number of object pixels with NC and the number of no-object 
pixels with NNC, which are normalized (divided by the total number of pixels of 100 
images). 

Table 1. Comparison of average confusion matrix and time cost 

Method Watershed-based Thresholding-based SVM-based 
Confusion 
Matrix  

   
Time cost  5.1 seconds 0.5 seconds 3.0 seconds 

Table 1 shows the largest confusion and faster speed appeared in thresholding-
based method, the middle of the performance in the watershed-based one, and the 
smallest confusion and the middle speed in SVM-based one. Fig.4  (b1),(b2) and (b3) 
depict the corresponding segmentation result by watershed algorithm, (c1),(c2) and 
(c3) by thresholding method, and the (d1),(d2) and (d3) by our method.  

Watershed-based algorithm needs seeds and gradient information as a reference. 
But in most complex scenes, since the gradient of pixels easily affected by noise, it is 
difficult to obtain good segmentation results. In (b1) of Fig.4, some non-object pixels 
are bring into the segmentation of object because of poor color contrast. A white cell 
with rod-shaped nuclei in right of the (b2) lost its cytoplasm since its color is very 
closer to the color of mature erythrocyte.  

Thresholding-based method usually ignores the space information, over-
segmentation often occurs (see (c2)). In most cases, multi-thresholding in a histogram 
is also a difficult task, yet single-thresholding on each dimension may be too coarse to 
distinct the similar color in color space. So over-segmentation and under-segmentation 
may appears simultaneously (see (c1),(c3)).  

Our method seldom shows over-segmentation or under-segmentation (see 
(d1~d3)). Since learning by sampling strategy and more spatial information are con-
sidered in our method, whole white cells could be extracted even if poor color con-
trast and color confusion occurs (see Fig.4 (d1) and (d2)). It can differentiate similar 
color (see the cytoplasm in (d3)). Obviously, according to the comparison of the con-
fusion matrix and subjective observation, the segmentation results of our method are 
closer to human visual perception. 

5   Discussion and Conclusion 

In this paper, we present a blood and bone marrow cell images segmentation method, 
which combines the mean-shift algorithm with the support vector machine. The 
mean-shift procedures are firstly used to overcome the change of color and select pure 
candidate samples. And then a SVM is trained by uniform sampling from three modes 
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in order to find whole nuclei regions. So we could dilate the nuclei regions only in 
high gradient pixels to get the part pixels of cytoplasm. Finally, we train a new SVM 
by a training set sampling from limited cytoplasm and three modes to extract the 
whole leukocytes. Due to robust and good generalization performance inherited from 
the mean-shift algorithm and SVM, this learning by sampling based method brings 
more robust and accurate segmentation.  

 

 
              Original image   (a1)                       (a2)                                   (a3) 

 
              Watershed-based  (b1)                    (b2)                                  (b3) 

 
              Thresholding-based (c1)                  (c2)                                 (c3) 

 
        SVM-based  (d1)                        (d2)                                   (d3) 

Fig. 4. Color image segmentation results achieved by the watershed-based (b1~b3), threshold-
ing-based (c1~c3) and SVM-based methods (d1~d3) 

As mentioned above, prior knowledge of cell image, color and spatial information 
are availably integrated into a new method. The SVM-based segmentation in joint 
domain succeeds in overcoming the inherent limitations of methods based only on 
gray-level or color.  

Although there are many parameters should be set by experience, such as the three 
initial locations and bandwidths of mean-shift windows, the parameters of SVM and 
the size of the training set, those parameters are not strict. They are insensitive in our 
algorithm.  
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It is known that the performance of SVM is determined not only by its parameters, 
but also by its training set. In this paper, the on-line SVM models are used twice in 
segmentation, in which the basic parameters of SVM are fixed commonly. We only 
focus on finding effective small samples to training SVM according our need. With 
SVM, we eliminated the sensitivity of the bandwidth of mean-shift, and extracted 
whole nucleated cells via small samples and space information.  
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Abstract. Recently, more attentions have been paid on finger-vein based per-
sonal identification. In real applications, finger-vein segmentation always is a 
crucial step to extract finger-vein features. Since finger-vein images usually are 
in low contrast, segmentation results often are the abridged versions of finger-
vein networks. In this paper, we present a new method of finger-vein extraction 
based on combination of Gabor wavelets and a circular Gabor filter such that 
the finger-vein networks can be highlighted significantly as well as nonvascular 
region elimination. First, a family of Gabor wavelets is used to enhance vascu-
lar regions in an image. Then, image reconstruction is implemented using  
a combination rule. Finally, a circular Gabor filter is used for finger-vein ex-
traction. Experimental results show that the proposed method is capable of  
extracting finger veins in an image reliably and effectively.  

1   Introduction 

As a new approach to personal identification, finger-vein recognition is becoming an 
active topic in biometrics. Compared with other traditional biometric characteristics 
(such as face, iris, fingerprints etc.), finger vein exhibits some excellent advantages  
in application. For instance, apart from uniqueness, universality, active liveness, per-
manence and measurability, finger-vein based personal identification systems are 
immune to counterfeit fingers and noninvasive to their users.  

In anatomy, finger veins lie beneath epidermis, and form a network spreading 
along a finger in a high random manner. Since they are internal, visible lights usually 
are incapable of imaging them. Thus, illuminating the subcutaneous region of a finger 
properly is an important task of vein visualization. In medical applications, the NIR 
(near infrared) lights (760- 850nm) are often used to vein imaging because they can 
penetrate relatively deep into the skin as well as the radiation of lights can be ab-
sorbed greatly by the deoxyhemoglobin [1]. Hence, the NIR lights are usually used 
for finger-vein imaging in image acquisition system. 

In our application, a finger-vein image acquisition system is designed and estab-
lished as shown in Fig.1. The luminaire with 760 nm wavelength contains main NIR 
light-emitting diode (LED) array and two additional LED arrays, and a CCD sensor  
is placed underneath a finger. Here, the additional LEDs are used for enhancing  
the contrast between vascular and nonvascular regions. Furthermore, to reduce the 
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variations of finger poses, a position sensor is set to light an indicator lamp when a 
finger is available. In the proposed image acquisition system, an open window with a 
fixed size centered at the width of CCD image plane is set for finger-vein imaging. 
Therefore, it is convenient to chop a finger-vein image from the CCD image plane 
using a preset window (denoted by W200×80 in Fig.1).  

 

Fig. 1. The proposed principle of finger-vein acquisition system 

For a finger, the network of veins is usually stable, since it can not be broken 
unless finger veins suffer rupture. Segmenting finger-vein networks for feature extrac-
tion therefore is an important task in finger-vein recognition [2], [3], [4], [5], [6], [7]. 
In practice, a finger-vein image usually appears low contrast due to a specific vein 
imaging mode (see Fig.1). Thus, the current methods of finger-vein image segmenta-
tion usually have poor performance in obtaining reliable finger-vein networks. This 
brings a big challenge for personal identification in real applications. 

In computer vision, it has been demonstrated that Gabor filters were powerful in 
image feature analysis. And investigators have applied Gabor filters to exploit differ-
ent biometric characteristics successfully, such as face [8], iris [9], [16], fingerprint 
[10], palmprint [11], retina [12], ear [13] etc. Considering the specific application in 
finger-vein image analysis, this paper proposes a finger-vein extraction method based 
on the combination of Gabor wavelets and a circular Gabor filter. Fig.2 illustrates the 
block diagram of the proposed method.  

 

Fig. 2. Block diagram of finger-vein extraction 

First, a family of Gabor wavelets is used to enhance veins in an image. Then, im-
age reconstruction is implemented for finger-vein network regeneration. Finally, a 
circular Gabor filter is used for further highlighting finger-vein regions as well as 
nonvascular region elimination. Experimental results show that the proposed method 
is capable of extracting the finger veins in an image reliably and effectively, espe-
cially for images with low quality. 
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2   Finger-Vein Enhancement and Reconstruction 

Governed by the anatomical structure of a finger, the veins often vary greatly in di-
ameters and running manners. Hence, methods describing the finger-vein network 
textures more reliably often are desirable for finger-vein feature extraction. In the 
spatial domain, Gabor filters have been widely used for analyzing texture information, 
and have been demonstrated that they were powerful in capturing some specific local 
characteristics in an image. Therefore, a family of Gabor wavelets here is designed to 
exploit finger-vein texture information for image enhancement. 

2.1   Vein Enhancement  

The Gabor function proposed in [14] is inadmissible due to the d.c. response of its 
cosine component. This makes Gabor filters sensitive to illumination when imple-
menting image operation. To make Gabor filters into admissible Gabor wavelets, the 
d.c. response should be compensated. Here, an admissible two-dimensional Gabor 
wavelet is defined as follows 
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where K is the magnitude of the Gaussian envelop, θ is the orientation of a Gabor 
wavelet, f0 denotes the filter center frequency, a and b are two space constants of the 
Gaussian envelope, xr and yr are rotated versions of two perpendicular axes of the 
Gaussian.  

Using Euler formula, ψ(x, y) can be decomposed into a real part and an imaginary 
part. The real part, usually called even-symmetric Gabor wavelet, is suitable for ridge 
detection in an image, while the imaginary part, usually called odd-symmetric Gabor 
wavelet, is beneficial to edge detection. Since the finger veins appear dark ridges in 
image plane, even-symmetric Gabor wavelets here are used to exploit the vein infor-
mation in an image. The even-symmetric Gabor wavelet is represented as  

( ) ( )2 2 2 2 2 2, exp ( ) cos 2 exp( )e
k r r k r kx y K a x b y f x f aψ π π π −⎡ ⎤ ⎡ ⎤= − + − −⎣ ⎦ ⎣ ⎦ , (2) 

where k (=1, 2, ⋅⋅⋅, 8) is the channel index, θk  (=kπ/8) and fk respectively denote the 
orientation and the center frequency of  a even-symmetric Gabor wavelet in the kth 
channel. Assume that I(x, y) denote a finger-vein image, Wk(x, y) denote a filtered I(x, 
y) in the kth channel, we can obtain 

( ) ( ), , ( , )e
k kW x y x y I x yψ= ∗ , (3) 

where ∗ denotes convolution in two dimensions. Thus, for a finger-vein image, eight 
filtered images are generated by Gabor wavelets.  

For a specific application, the parameters f0, a and b usually govern the optimal 
outputs of Gabor wavelets (see Eq.1).  Therefore, the three parameters should  
be determined specifically to the finger-vein textures. Considering that both the  
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diameters and the spread manners of veins hold high random characteristics, a here is 
set equal to b (i.e., Gaussian function is isotropic) for reducing diameter-deformation 
arising from elliptic Gaussian envelop, while the center frequency fk is changeable 
with channels. To determine the relation of a and fk, a scheme proposed in [14] is used 
accordingly, which is defined as follow   

ln 2 (2 1) (2 1)k kF F
kf a π Δ Δ= ⋅ + −  (4) 

where ΔFk denotes a half-magnitude bandwidth in the kth channel. In our experi-
ments, a is set to 0.2, and ΔF1<ΔF5<ΔF2=ΔF8<ΔF3 =ΔF7<ΔF4=ΔF6 (ΔF•∈[0.5, 2.5]). 
Thus, a family of Gabor wavelets with 8 orientations and five center frequencies are 
designed for finger-vein information analysis. Some results are shown in Fig.3. 

 

Fig. 3. The filtered images at 8 orientations 0o, 22.5o, 45o, 67.5o, 90o, 112.5o, 135o, 157.5o, a = b 
= 0.2. The original image used here corresponds to the right image in Fig.1. 

From Fig.3, we can see that the veins are highlighted (darker than before) selec-
tively and significantly at 8 orientations. Hence, an image reconstruction method is 
discussed subsequently to regenerate an integrated finger-vein network. 

2.2   Image Reconstruction 

Assume that p(xi, yi) denote a point in I(x, y), Si denote a point set composed of 8 
filtered versions of p(xi, yi), and R(x, y) denote a reconstructed image, the proposed 
image reconstruction rule here is defined as  

{ }1 8

( , ) arg min( )
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i i i
i N
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R x y S

S W x y W x y W x y
∈

=⎧⎪
⎨

=⎪⎩

, (5) 

where N is total number of pixels of a finger-vein image. The proposed reconstruction 
rule is effective to obtain the optimal response of Eq.3 to a pixel point in one specific 
orientation. This is illustrated in the middle of Fig.4, where the valleys in 3D plots 
correspond to the ridges in an image plane. Therefore, using Eq.5, we can obtain a 
reconstructed finger-vein image R(x, y), as shown in the right of Fig.4. Moreover, the 
illumination of the reconstructed image appears more uniform than that of the original 
image, which illustrates that the d.c. compensation for Gabor filters can weaken  
illumination affect on their outputs. 
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Fig. 4.  The response of convolution between a finger-vein image and Gabor wavelets. The 3D 
plots correspond to 3D distributions of Wk(x, y). Here, only four filtered results are illustrated 
for saving space. 

Obviously, Eq.5 is able to prevent ridge information losing in the process of image 
reconstruction, but some noises arising from nonuniform illumination may also be 
strengthened in R(x, y), as shown in the upper-right of Fig.4. Since noises usually hold 
random property, many generated false veins unlike capillary veins are often with no 
joints to real vein vessels. From the upper-right of Fig.4, we can also see that the 
contrast between capillary veins and nonvascular regions are still lower. Hence, to 
further explore finger-vein information, the capillary veins should be enhanced once 
again. Undoubtfully, spatial filter methods with orientation here are no longer suitable 
for re-enhancing the constructed image, since false dark regions also appear ridges. 
Hence, a circular Gabor filter is used subsequently to re-enhance veins contained in 
R(x, y). 

3     Finger-Vein Extraction 

The circular Gabor filter proposed in [15] has a circular-symmetric sinusoidal func-
tion instead of an oriented sinusoidal function, it is defined as  

( ) ( )2 2 2 2 2 2, exp ( ) exp 2c c c c cg x y K a x b y j f x yπ π⎡ ⎤= − + +⎣ ⎦  (6) 

where Kc is the magnitude of the Gaussian envelop, ac and bc are the space constants 
that scale the two axis of the Gaussian envelop, fc represents the center frequency of 
the sinusoidal function. Like Gabor filter proposed in [14], the real part of gc(x, y), 
called circular symmetric Gabor filter (CSF) [9], [16], is also capable of exploiting 
ridges in an image. The circular-symmetric Gabor filter is represented as 

( ) ( )2 2 2 2 2 2, exp ( ) cos 2CSF c c c cg x y K a x b y f x yπ π⎡ ⎤= − + +⎣ ⎦ , (7) 

where the choice of parameters is similar to Eq.4 without channel selection.  
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Assume that H(x, y) denote a filtered version of R(x, y), we can obtain  

( ) ( ), , ( , )CSFH x y g x y R x y= ∗ , (8) 

where ∗ denotes convolution in two dimensions. Using CSF, we can exploit the vein 
information again in an isotropic manner such that false dark regions appearing veins can 
be isolated, since they usually have no connection with positive veins. Moreover, CSF 
can further strengthen potential real veins as well as nonvascular region elimination  
according to its bandpass property. Thus, using Eq.8, the finger-vein network can be 
extracted from an image reliably and effectively, as shown in the right-bottom of Fig.4. 

4   Experiments 

We build a finger-vein image database which contains 2100 finger-vein images from 70 
individuals. Each individual contributes 30 finger-vein images from three different fin-
gers: forefinger, middle finger and ring finger (10 images per finger) of the right hand. 

During the process of finger-vein collection, we find that fingers vary greatly in fig-
uration not only from different people but also from an identical individual. So, finger-
vein images vary greatly in quality though imaging environment is stable in practice. 
To test the performance of the proposed method in finger-vein extraction, one finger-
vein image from each finger is selected as testing sample. Here, only some images with 
lower contrast (see Fig.6(a)) are shown for saving space. The background is not  
subtracted from images, since it affects little the results of finger-vein enhancement. 

For image enhancement, histogram based transformation methods always are used 
to improve image quality. However, these methods often generate unsatisfying results 
when images are in lower contrast. The main reason is that gray-level transformation 
often is blind to regions of interest. Fig.6 (b), (c) and (d) respectively demonstrate that 
histogram equalization, gray-level grouping (GLG) method [17] and local histogram 
equalization are all not applicable for enhancing finger-vein regions.  

             
                          (a)                                         (b)                                    (c) 

Fig. 5. Method proposed by Miura.  (a) An original image. (b) A cross-sectional profile corre-
sponding to a white line, and its curvature curve. (c)  The reconstructed image. 
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s

 
(a)            (b)            (c)            (d)             (e)           (f)            (g)            (h)             (i) 

Fig. 6. Comparisons in image enhancement. (a) Some original images. (b) Histogram equaliza-
tion. (c) GLG method. (d) Local histogram equalization. (e) Homomorphic filter. (f) Image 
reconstruction without d.c. compensation in Gabor filters. (g) Image reconstruction using the 
proposed method. (h) Image segmentation results based on threshold image proposed in [18]. 
(i) Finger-vein extraction using the proposed method. 

To enhance image effectively, image filtering techniques are often used in practice. 
Here, homomorphic filter is an effective approach to improve image contrast, since it 
can improve image illumination as well as image reflectance. Compared to histogram 
based methods, Fig.6 (e) demonstrates that homomorphic filter is capable to enhance 
the finger veins greatly. However, from Fig.5 (e), we also can see that not only  
the information of some capillary veins is lost, but also many noises are generated 
accordingly.  

Furthermore, Miura [3] had proposed a method of calculating local maximum cur-
vatures in cross-sectional profiles of a vein image to extract a finger-vein network. In 
this method, the vein centerlines are detected by locating the positions where the cur-
vatures of a cross-sectional profile are locally maximal. But our experiments illustrate 
that this method usually fails when an image with low quality. Fig.5(b) shows that five 
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points with local maximum value can be determined based on the principal in [3]. 
However, only four center points exist in this profile in practice, as show in Fig.5(c).  
Hence, this method is s not robust in vein network extraction in real applications. 

Compared with the above methods, the proposed method exhibits an excellent per-
formance in highlighting the underlying finger-vein information. Fig.6 (f) shows that 
Gabor filters without d.c. compensation are incapable of improving illumination uni-
formization. Moreover, the diameters of the reconstructed veins appear bigger than 
the originals. Based on admissible Gabor wavelets, the reconstructed results better 
approximate to finger-vein realities (see Fig.6(g)) in addition that many capillary 
veins are mined effectively. 

To extract finger-vein network from an image, Wang had proposed a new method 
based on threshold image [18], and the segmentation results are illustrated in Fig.6(h). 
From Fig.6(h), we can see that this method not only makes capillary veins lost but 
also dilates the extracted veins, which is not beneficial to finger-vein recognition in 
practice. From Fig.6(i), we can see that using circular symmetric Gabor filters, the 
extracted finger-vein networks appear unabridged clearly. Hence, the experimental 
results show that the proposed method performs well in finger-vein enhancement and 
extraction. This is beneficial to finger-vein based personal identification. 

5   Conclusion 

This paper has proposed a new method based on Gabor wavelets and circular Gabor 
filter for finger-vein enhancement and extraction. First, even-symmetric Gabor wave-
lets with 8 orientations were used to enhance vein regions in an image. Then, using a 
fusion rule, a finger-vein image was reconstructed based on the filtered images.  
Finally, the finger veins were extracted using a circular Gabor filter. Experimental 
results have shown that the proposed method performed better in finger-vein  
extraction.  
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Abstract. The quasientropy (QE) is a class of infinitely many functions of 
probabilities that is similar to the Shannon entropy. In this paper, we review the 
application of the QE approach to independent component analysis (ICA) and 
chaotic time series analysis. We also report the new progress of the QE 
approach to textural features extraction in image processing. 

Keywords: Quasientropy, Signal processing, Image processing. 

1   Introduction 

The entropy was originally a concept in thermal dynamics and statistical physics. It is 
a measure of the degree of disorder [1]. The entropy as a measure of the amount of 
information, which has the same mathematical formulation as the entropy in thermal 
dynamics, was proposed by Shannon [2]. Although the mathematical expression that 
satisfies all the properties that entropy should possess outlined by Shannon is unique, 
as long as we modify the assumptions on entropy in some way, it is possible to pro-
pose other definitions of entropy. Ever since the 1960s, Renyi [3], Csiszar [4], Kapur 
[5], and some other researchers proposed various forms of non-Shannon entropies. 
For example, Renyi suggested some properties that the entropy should satisfy, such as 
the additivity, and proposed a class of entropies with a parameter. The Shannon en-
tropy is the limit of these entropies when the parameter approaches 1 [3]. Neverthe-
less, up to now, when we talk about the (information) entropy, we routinely refer to 
the Shannon entropy. We follow this convention, too, hereinafter. In recent years, we 
have been focusing on the study of the quasientropy (QE) proposed in [6], which is a 
class of infinitely many functions of probabilities similar to the entropy. In this paper, 
we shall report the current progress of our study of the QE approach to signal and 
image processing. 

The rest of the paper is organized as follows. The general principle of QE is ex-
plained in Section 2. The subsequent Sections 3 and 4 are devoted, respectively, to the 
applications of QE to independent component analysis (ICA) [6], [7], and chaotic 
time series analysis [8]. In Section 5, we describe the newly developed QE approach 
to textural features extraction in image processing. Finally, we summarize the paper 
in Section 6. 
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2   Principle of Quasientropy (QE) 

Let us start from a general definition of QE. Suppose we have a set of possible events 

whose probabilities of occurrence are 1 2,  , , np p p…  with 
1

1
n

ii
p

=
=∑ . Then, the QE is 

defined as 

   ( )
1

n

i
i

f pβ
=

=∑ ,                                       (1) 

where ( )f ⋅  is a strictly convex function on [ ]0,1 . Clearly, when ( ) logf u u u= , up 

to a minus sign, QE degenerates to the entropy 

              
1

log
n

i i
i

H p p
=

= −∑ .                                              (2) 

The entropy and the QE share the three common properties as follows [6]. For  
comparison, we list the corresponding properties of entropy and QE in pairs. 

Property 1 of entropy: If and only if the probabilities are uniform, the entropy is 
maximal. 
Property 1 of QE: If and only if the probabilities are uniform, the QE is minimal. 

Property 2 of entropy: If and only if the probabilities are the most concentrated, the 
entropy is minimal. 
Property 2 of QE: If and only if the probabilities are the most concentrated, the QE 
is maximal. 

Property 3 of entropy: For the uniform probabilities, the entropy is a monotonic 
increasing function of the number of events. 
Property 3 of QE: For the uniform probabilities, the QE is a monotonic decreasing 
function of the number of events, provided that ( )0 0f = . 

Generally, the β  defined in (1) does not satisfy the additivity property of entropy. 

Therefore, it is more appropriate to nominate β  as quasientropy instead of some en-

tropy, which means that β  is something similar to, but not exactly is, the entropy. 

From the Properties 1 and 2 of entropy and QE, we immediately get the following 
theorem. 

Theorem 1: The QE is minimal if and only if the entropy is maximal. The QE is 
maximal if and only if the entropy is minimal. 

Theorem 1 shows that the entropy and the QE are equivalent in terms of maximiza-
tion and minimization. The only difference is a negative sign. If a problem can be 
solved by maximizing (minimizing) the entropy, then this problem can also be solved 
by minimizing (maximizing) the QE. 
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Properties 1 and 2 of entropy and QE also show that both the entropy and the QE 
can be viewed as measures of uniformity or nonuniformity.  

3   Independent Component Analysis (ICA) 

Independent component analysis (ICA) [9], sometimes also referred to as blind source 
separation (BSS) [10], is the task of recovering unknown independent source signals 
from their mixtures without knowing the mixing coefficients. Suppose we have n  

mixture signals collected in ( ) ( ) ( )1 , ,
T

nt x t x t= ⎡ ⎤⎣ ⎦x …  and described by 

     ( ) ( )t t=x As           (3) 

where, ( ) ( ) ( )1 , ,
T

nt s t s t= ⎡ ⎤⎣ ⎦…s is a vector of n  unknown independent source sig-

nals, and A  is an unknown n n×  mixing matrix. The goal of ICA is to estimate ( )ts  

or A  from ( )tx .  
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Fig. 1. Illustration of maximum entropy approach to ICA 

A mainstream class of ICA algorithms is based on the maximum entropy [11], or 
infomax [12], approach, as illustrated in Fig. 1. 1, , nx x…  are the n  mixture signals. 

B  is the de-mixing matrix to be estimated. 1, , ny y…  are the output de-mixed signals 

that are expected to be a copy of the unknown independent source signals, which can 
be realized if and only if 1, , ny y…  are independent. 1, , nq q…  are the n  hypothesized 

source cumulative distribution functions (CDFs). Suppose that 1, , nq q…  are exactly 

the CDFs of the recovered sources. Then, ( )1, , nz z…  will be uniformly distributed in 

[ ]0,1
n
 when 1, , ny y…  are independent, and at this time, ( )1, , nH z z… , the joint (dif-

ferential) entropy of 1, , nz z… , is maximized. 

Suppose that we uniformly quantize 1, , nz z… , respectively, using l  quantization 

levels to get { }1, , 1, ,nk k l∈… … . Then, when 1, , ny y…  are independent, ( )1, , nz z…
 

will be uniformly distributed in [ ]0,1
n
, and thus, 1, , nk k…  ( )  will be uniformly distrib-

uted in { }1, ,
n

l… . Therefore, the QE of the joint probabilities of 1, , nk k… , which is de-

fined as the QE of 1, , ny y…  in [6], will be minimized according to Property 1 of QE. 

This leads to the minimum QE approach to ICA. Actually, the QE based ICA algorithm 
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is implemented in a pairwise iterative scheme [6]. Besides, there is a subclass of QE for 
measuring independence that can be realized by simply counting the number of occu-
pied grid-boxes, which is called grid occupancy (GO) [7]. Because we utilize order sta-
tistics to directly estimate QE and GO from observations, the QE and GO based ICA 
algorithms can separate signals with arbitrary continuous distributions [6].    

4   Chaotic Time Series Analysis 

Delay coordinate reconstruction is a fundamental approach in chaotic time series 
analysis. It takes the current observed value ( )e t  and the values after equally spaced 

time lags ( )e t τ+ , ( )2e t τ+ , ( )3e t τ+ … of the one dimensional time series as the 

“observations” of several reconstructed variables of a multidimensional dynamical 
system, where τ  is the delay. The first minimum of mutual information (MI) is the 
most widely used criterion for choosing τ  [13]. Since the MI here is actually used as 
a measure of independence, we proposed to use the QE for measuring independence 
developed in the above ICA scenario as alternative criteria for choosing τ  [8].  

As an example, in Fig. 2, we reproduce four of the plots in [8]. They are the QE 
plots of the two reconstructed variables of Rossler chaotic system versus delay using 
four different convex functions, among which Fig. 2(b) is the minus entropy. We pro-
posed a quality factor to characterize the sharpness of the minimum of QE [6]. In  
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Fig. 2. QE of delay-coordinate variables of Rossler chaotic system versus delay. The convex 
function used and the order of quality factor are labeled under each subplot. 
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Fig. 2, we can see that the order of quality factor with respect to l , the number of 
quantization levels, correctly predicts the sharpness of the minima of QE, i.e., the 
higher the order, the sharper the minima. The abscissas of the first (leftmost) minima 
in Fig. 2(a)–2(c) are good choices of τ . In addition, the QE in Fig. 2(a) is better than 
the minus entropy in Fig. 2(b) since it can provide more accurate position of τ  with 
its sharper minimum. 

5   Image Processing 

In this section, we shall report a new progress of the QE approach to image process-
ing. As we mentioned at the end of Section 2, both the entropy and the QE can be 
viewed as measures of uniformity or nonuniformity. If there is some textural structure 
in an image, some kind of nonuniformity must exist. Therefore, we attempt to apply 
QE to textural features extraction.  

5.1   Gray Level Co-occurrence Matrix (GLCM) 

In 1973, Haralick et al. proposed the gray level co-occurrence matrix (GLCM), and 
14 features based on GLCM [14]. In 1992, Ohanian and Dubes compared four  
types of textural features, namely Markov Random Field parameters, multi-channel 
filtering features, fractal based features, and co-occurrence features, and found that 
co-occurrence features perform best [15]. 

Suppose that { }( , ) 1, , gg k m N∈ …  is the gray level value of the ( ),k m th pixel in a 

two dimensional image of size y xN N× , where gN  is the number of gray levels. Let 

{ }1, ,x xL N= … , { }1, ,y yL N= … . Then, the elements in a GLCM for direction angle 

θ  are defined as [14] 

( ) ( ) ( ){( , ) Num ( , ), ( , ) y x y xP i j k m k y m x L L L Lθ = + Δ + Δ ∈ × × ×  

 }( , ) , ( , )g k m i g k y m x j= + Δ + Δ = . (4) 

Namely, ( , )P i jθ  is the number of occurrence that two pixels spaced at a certain dis-

tance and direction have gray level values i  and j , respectively. Therefore, Pθ  is an 

g gN N×  matrix. Especially, we take four directions 0 , 45 , 90 , and 135 , and let 

 

1, 0 if 0 ,

1, 1 or 1, 1 if 45 ,

0, 1 if 90 ,

1, 1 or 1, 1 if 135 .

x y

x y x y

x y

x y x y

θ
θ
θ
θ

⎧Δ = ± Δ = =
⎪Δ = Δ = Δ = − Δ = − =⎪
⎨Δ = Δ = ± =⎪
⎪Δ = − Δ = Δ = Δ = − =⎩

 (5) 

5.2   QE of GLCM 

One of the features that were proposed in [14] is the entropy of GLCM. Before calculating 
the entropy, we should normalize the elements of Pθ  so that they sum up to 1 as follows.  
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= =

=

∑∑
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To be consistent with the sign of QE, we define the minus entropy of GLCM as fol-
lows. 

   ( ) ( )
1 1

, log ,
g gN N

i j

H p i j p i jθ θ
= =

− =∑∑ . (7) 

Now, we define the QE of GLCM as follows. 

 ( )( )
1 1

,
g gN N

i j

f p i jθβ
= =

=∑∑ , (8) 

where ( )f ⋅  is a strictly convex function on [ ]0,1 . Note that the angular second mo-

ment (ASM), another feature proposed in [14], is actually the QE of GLCM when 

( ) 2f u u= . When the gray level values are smooth along direction θ , ( ),p i jθ  will 

concentrate along the main diagonal i j= , and β  will therefore be big according to 

Property 2 of QE. When the gray level values are rough along direction θ , ( ),p i jθ  

will become scattered, and β  will therefore be small according to Property 1 of QE. 

5.3     Experimental Results 

Next, we show some experimental results. Fig. 3(a) is the original 256 256×  Lena 
image. We reduce the number of gray levels from 256 to 8 and obtain the image in 
Fig. 3(b). We slide a 5 5×  window pixel by pixel all over the image in Fig. 3(b). We 
calculate the QE of the GLCM of each 5 5×  block and assign the value to the center 
point of that block. The first (last) row (column) of the image is replicated twice so 
that the values at the edges can be calculated. The QE of four directions, 0 , 45 , 

90 , and 135 , are averaged to nullify direction information. 
Fig. 4(a)–4(d) show the averaged QE image where the convex functions are identical 

with those in Fig. 2(a)–2(d), respectively, among which Fig. 4(b) is the minus entropy. 
Comparing Fig. 2(a)–2(d) with Fig. 4(a)–4(d), we can see clear correspondence between 
the shape of the QE curve and the appearance of the QE image. When the QE has sharp 
minima, it accentuates contrasty parts of the image, which are mainly boundaries be-
tween persons or objects. When the QE has blunt minima, it begins to emphasize less 
contrasty parts of the image, such as the skins of persons or the surfaces of objects. The 
QE curves Fig. 2(b) and 2(c) look similar in shape. Thus, the QE images Fig. 4(b) and 
4(c) also look similar in appearance. By using different convex functions, we can adjust 
the degree to which the gentle textures on surfaces are to be emphasized, i.e., less than, 
equal to, or more than the degree of using the minus entropy. The QE with convex func-

tion ( )f u u= −  has sharper minimum than the minus entropy. Thus, it is more selec-

tive in detecting edges and gives a smoother look to Lena’s face and shoulder than the 
minus entropy does, as can be seen by comparing Fig. 4(a) with 4(b). 
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(a) Original 256 256×  image              (b) 256 256×  image with 8 gray levels 

Fig. 3. Lena image 

            

                            (a) ( )f u u= −                                       (b)  ( ) 2logf u u u=
 
 

              

                            (c) ( ) 1.001f u u=                                          (d)  ( ) sinf u uπ= −  

Fig. 4. Image of QE of GLCM averaged over four directions using 5 5×  sliding window. The 
convex function used is labeled under each subplot. 
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6   Conclusions 

We have reviewed the QE approaches to ICA and chaotic time series analysis, and pre-
sented the new progress of QE approach to textural features extraction. All these appli-
cations utilize the property that QE is a measure of uniformity or nonuniformity. Since 
the additivity of entropy is not necessary in solving many problems, QE can be applied 
to many areas that the entropy has been applied to. By selecting different convex  
functions, QE can achieve more abundant or even better results than the entropy.  
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Abstract. In this paper, we propose a new spatio-temporal representation for gait 
recognition. Firstly, the new representation of gait is constructed, which is the 
average of the Hough transformed images in one complete cycle of a silhouette 
sequence. Secondly, we project the new representation to low dimension by  
applying Principal Component Analysis. Finally, the nearest neighbor rule is 
adopted for recognition. The results of experiments conducted on CASIA-A  
Gait Database show that the proposed gait recognition approach can obtain  
encouraging accurate recognition rates.   

Keywords: Gait Recognition, Hough Transform, PCA. 

1   Introduction 

Nowadays, the demand of automatic human identification technology is increasing in 
many important applications, such as visual surveillance, access control, e-business, 
and human-machine interface etc. There are many kinds of human physical or behav-
ioral features which are often used for human identification such as fingerprint, voice, 
face, iris, hand signature, and gait etc. For the advantages of being non-contact, 
non-invasive, easily gained at a distance and difficult to conceal, gait recognition, 
which identifies people based on the way they walk or run, can be effectively used in 
many security-sensitive environments, such as airports, banks, car parks and so on. As 
a result, it has recently gained growing interests from the researchers. 

There are a lot of interesting approaches proposed for gait recognition, which can be 
roughly divided into two categories: model-based approaches and model-free ap-
proaches [1, 2]. Model-based approaches generally aim to recover gait features, such as 
stride dimensions, limb lengths, and kinematics of joint angles. Meyer et al. [3] ex-
tracted and tracked the contours of different parts of the human body. Lee et al. [4] 
fitted seven ellipses in the human body area, and used their locations, orientations, and 
aspect ratios as features to represent the gait. In [1], Zhang et al. proposed a novel 
two-step, model-based approach to recognize gait by employing a five-link biped  
locomotion human model. Generally speaking, all features used in these model-based 
approaches are insensitive to noise and background cluttering. However, Mode-based 
approaches are not practical in real environment since the processing on feature  
extraction and matching is very complicated.  
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Model-free approaches focus on the spatio-temporal information contained in the 
silhouette images. In [5], a statistical approach was proposed to extract features from 
spatial and temporal templates. In [6], key frames from a gait sequence were compared 
to training frames using normalized correlation, and then classification was performed 
by nearest neighbor rule. Ju et al. [7] adopted Hough Transform to extract the lines 
representing legs, and calculated inclination angles between upper legs and lower legs, 
which is used for final recognition. Han et al. [8] proposed the Gait Energy Image 
(GEI) to characterize human walking properties for individual recognition by gait. 
Generally speaking, it is easy to extract the gait features in those Model-free  
approaches. On the other hand, Model-free approaches have lower computational 
complexity. Thus, they are more suitable for being used in the real-time system.  

It is well-known that the information of straight lines in gait silhouettes is very 
important for gait recognition. In this paper, motivated by the work of [12], we present 
a new spatio-temporal gait representation based on the Hough transform. The new 
representation contains more straight lines information, and is more insensitive to 
image noise. Finally, we use PCA for feature extraction and NN for classification. An 
encouraging result of experiment conducted on CASIA-A Gait database is obtained.  

2   Preprocessing of Gait Sequences 

2.1   Aligning Gait Sequences   

As we know, when a person is walking, the relative position between him and the 
camera will be changed. That is, the nearer the walking person gets to the camera,  
the bigger the gait silhouette image will be. Thus, the preprocessing is needed to align 
the binary gait silhouettes before constructing templates and feature extraction. Here, 
we assume that silhouettes have been extracted from original human walking sequences 
[9]. And we denote the binary gait silhouette by:  

⎩
⎨
⎧
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(1) 
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where N is the number of foreground pixels, given by N=∑S(i,j). We resize gait sil-
houettes so that all silhouettes have the same height (the images are 120×120 in our 
approach), and then center each silhouette image according to the horizontal center ic 

[10]. Fig.1 shows several gait silhouette images after aligning. 

 

 

Fig. 1. The aligned gait silhouette images  
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2.2   Gait Cycle Detection 

Before constructing the Hough Template, another important work is to compute the 
periodicity of walking in a gait sequence. We know that when a person is walking, the 
maximum width of his/her lower half silhouette presents obviously periodic change. 
We define the maximum width in a gait sequence as V=[v1,v2,...,vn], as shown in  
Fig. 2a. Since the maximum value in Fig. 2a is noisy, we identify the cycle length TG by 
the approach presented in [11] which computed the autocorrelation coefficient 
R=[r1,r2,…,rn] (see Fig.2b) of the signal V. The autocorrelation is defined as: 

∑
−

=
+ −−=

mn

k
kmkm vv

n
R

1

))((
1 μμ  

(3) 

 

  
(a) (b) 

Fig. 2. (a) The maximum width V in a gait sequence (b) the autocorrelation coefficient 

We can see that the curve of autocorrelation in Fig. 2b is more smoothing than  
Fig. 2a. Thus, we will determine the TG from the autocorrelation curve. In Fig. 2b, the 
local maximum points of the curve are labeled with ‘+’, and their locations are 31, 43, 
and 55, respectively. Since the gait sequence is highly relative to the translation  
sequence after half gait cycle, the cycle length TG here is 24 frames. 

3   Constructing Hough Transformed Template 

3.1   Hough Transform 

Hough Transform, named after Paul Hough who patented the method in 1962, is a 
feature extraction technique which can be used to isolate features of a particular shape 
within an image [7]. For finding imperfect instances of objects, it requires that the 
particular shape can be described by the mathematical functions that describe the 
boundary curves. Because of the computational complexity, Hough Transform is 
normally restricted to first and second order equation. Generally, the classical Hough 
Transform is most commonly used for the detection of regular curves such as lines, 
circles, and ellipses, etc. 
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In the image space, a straight line can be described as y=ax+b. We treat the two 
constants a and b as parameters representing the lines. Obviously, the characteristics of 
one straight line are not x and y, but its slope a and intercept b. As a result, one point in 
the image space corresponds to a line in the slope-intercept space. As shown in Fig. 3b, 
the intersection points in slope-intercept space estimate the line in image space which is 
shown in Fig. 3a.  

 

Fig. 3. Hough Transform 

Since both a and b parameters are unbounded, a straight line can be represented by 
its shortest distance from the origin (r) and its orientation (θ) (See Fig. 3a). Thus, the 
straight line can be described as r=xcos(θ)+ysin(θ). In this time, a point in the image 
space corresponds to a sine wave in r-θ space. As shown in Fig. 3c, the intersection 
points in r-θ space can estimate the line in the image space. A voting procedure is 
carried out in the parameter space, from which object candidates are obtained as local 
maxima. So the parameter space is often called the accumulator space. 

3.2   Gait Template Construction 

We use the Laplacian of Gaussian method to detect edges in gait intensity images, as 
shown in Fig. 4a. Then we establish a mapping between the image space and the ac-
cumulator space when the Hough Transform is applied to edges in gait intensity image. 
Let Ht denote the results in the accumulator space which are transformed from edges in 
gait intensity image Bt at time t, as shown in Fig.4.  

  

(a)             (b) 

Fig. 4. Hough transform of edges in a gait intensity image. (a) edges in gait intensity image (b) 
transformed edges in accumulator space. 

Jing et al. used Hough Transform to extract the lines which represent legs, and ob-
tained inclination angles between upper legs and lower legs [7]. In our paper, we use 
the results Ht in accumulator space to construct the gait template. Given a person’s gait 
transformed image Ht, the Hough template is defined as follows:  
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where N is the number of frames in the complete cycle(s) of a silhouette sequence, t is 
the frame number in the sequence (moment of time) [8]. Fig.5 is the sketch map for 
computing a gait template. Fig. 6 shows gait Hough templates coming from 4 persons. 

 

Fig. 5. An example of a gait squence. The rightmost image is the corresponding gait template 

 

Fig. 6. Gait templates based on Hough Transform 

Compared to [7], our approach, constructing the gait Hough template with the 
transformed images in accumulator space, takes account of more straight lines infor-
mation in the gait intensity image. Another advantage of the Hough template is that it is 
insensitive to image noise since it computes a global description of features. The angles 
which the leg and arm axes form with the horizontal axis vary widely. Same as the 
Radon template proposed in [12], the Hough template can guarantee that much of the 
energy of the original silhouettes appears in G. 

4   PCA for Feature Generation 

Performing recognition in a high dimensional space can significantly diminish the 
efficiency of system performance. Principal Component Analysis (PCA) is widely 
utilized to reduce the dimensionality of the data. The goal of PCA is to reduce the 
dimensionality of the data while retaining as much as possible of the variation present 
in the original dataset. PCA allows us to compute a linear transformation that maps data 
from a high dimensional space to a lower dimensional space.  

Suppose we have x1,x2,…,xM templates for training which are N×1 vectors. Similar 
to the illustration in [13], the mean x  and the global covariance matrix C of the 
training samples are computed: 
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If the rank of the matrix C is N, then we can compute N eigenvalues λ1>λ2,…,> λN and 
the associated eigenvectors e1,e2,…,eN based on Singular Value Decomposition (SVD). 
We keep only the terms corresponding to the k largest eigenvalues and their corre-
sponding eigenvectors using a threshold value 

s

N

i
i

k

i
ik TW >= ∑∑

== 11

λλ  (7) 

where Wk is the accumulated variance. In our experiments, Ts is chosen as 0.99. Ac-
cordingly, a Hough gait template G can be mapped into a point Gp in the k-dimensional 
eigenspace.  

GeeeG T
kp ],,,[ 21 ⋅⋅⋅=  (8) 

5   Experimental Results 

Our experiments are carried out on the CASIA-A database [16]. All persons walk on a 
straight line under normal conditions. And every subject is captured in three different 
view angles i.e., frontally (90º), laterally (0º), and obliquely (45º), respectively [14]. The 
database consists of 20 different persons. Each person has 4 sequences per view. The 
database thus includes a total of 240 (20×4×3) sequences. The length of each collected 
sequence varies with the pace of the walker, but the average is about 90 frames [14]. 

In our experiments, we apply the nearest neighbor rules for classification and the 
leave-one-out cross-validation rule to compute an unbiased estimate of the true classi-
fication rate. We compared our approach to GEI [8] and GRRT [2] on the CASIA-A 
gait database. The correct classification rates (CCR) has been calculated and the results 
are summarized in Table 1, in which our methodology is denoted as GRHT.  

Table 1. CCRs under different viewing angles 

CCRs (%) Methodology 
0° 45° 90° 

GEI [8] 97.50 96.25 96.25 
GRRT [2] 92.50 90.00 95.00 
GRHT 97.50 98.75 96.25 

From Table 1, it can be seen that the whole results of the methodology proposed in 
our paper are encouraging, with mean CCR is 97.5%. 

Another useful classification performance measure that is probably more general than 
CCR is the Rank Order Statistic [15]. It is defined as the cumulative probability P that 
the real class of a test measurement is among its top k matches. The performance  
statistics are reported as the cumulative match scores (CMS). Under the closed-universe 
assumption, we report in Table 2, CMS at rank 1, rank 5 and rank 10 and plot on graphs 
under different views where the horizontal axis is rank and the vertical axis is the 
probability of identification, as see in Fig.7. In Table 2, rank1 performance means the 
percentage of the correct subjects appearing in the first place of the retrieved rank list. In 
Fig.7, we plot respectively CMS in three different views. 
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Table 2. CMS (in percentage) at rank 1 rank 5 and rank 10 under laterally 

Methodology Rank 1 Rank 5 Rank 10 
GEI 97.50 98.75 98.75 
GRRT 92.50 97.50 100 
GRHT 97.50 100 100 

 
(a)                                             (b)                                           (c) 

Fig. 7. Cumulative match scores. (a) 0º, (b) 45 º, (c) 90º. 

It can be seen that the performance of the proposed approach in our paper is better 
than GEI and GRRT. The gait Hough template takes more straight lines information 
which is useful for recognition. The Hough template includes contributions from sev-
eral gait transformed intensity images which consider the global features in the image 
space and it is insensitive to image noise. 

6   Conclusion 

In this paper, we proposed an efficient algorithm for gait recognition based on Hough 
templates. Experimental results have demonstrated the effectiveness of the proposed 
algorithm on CASIA-A Gait database. There are two contributions should be highlighted. 
First, it is the first try to construct the gait templates in the accumulator space of Hough 
Transform. Second, the algorithm in our experiments can extract the useful straight lines 
information in the gait sequences. Although we have gain an encouraging results on 
CASIA-A Gait database, more research on a more realistic gait database is still required 
before gait recognition can be used for human identification in actual environment. 
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Abstract. This paper presents a fast algorithm for extracting features using the 
Simplified Gabor (SG) for Competitive Coding-based palmprint recognition. 
The competitive code convolves the palmprint image with a bank of Gabor filters 
with different orientations. We use a simplified version of Gabor filters and an 
efficient algorithm for extracting features to modify the competitive code. Ex-
perimental results indicate that, using SG can achieve the verification accuracy 
similar to using common Gabor filters, while the runtime for feature extraction 
using SG is very fast compare to the original algorithm. 

Keywords: Competitive code, Simplified Gabor (SG), Feature extraction. 

1   Introduction 

Biometric is an emerging technology that can effectively solve security problems in our 
networked society. Generally, the aim of biometrics is to identify or verify individuals 
using physiological or behavioral characteristics, such as iris, retina, palmprint, fin-
gerprint, hand geometry, face, voice, signature and gesture etc [1]. Particularly, bio-
metrics can provide advantages over non-biometric methods such as password, PIN, 
and ID cards.   

Among aforementioned biometric techniques, palmprint recognition system has 
several unique advantages. A palmprint image contains various features, including 
principal lines [2], wrinkles, ridges, minutiae points, singular points and texture. Lines 
and texture [3] are the most clearly observable features in low-resolution palmprint 
images (such as 100 dpi). Compared with other biometric traits, the advantages of 
palmprint are the availability of large palm area for feature extraction, the simplicity of 
data collection and high user acceptability. Palmprint recognition [4] has received 
considerable recent research interest due to its low-price capture device, fast execution 
speed, and high verification accuracy etc.   

In palmprint recognition, methods which based on the direction feature [4] are very 
effective, such as Competitive Code [5], Ordinal Code [6], RLOC [3] etc, since the 
direction feature of Palmprint lines carry more information to identify, and they are  
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robust to illumination changes. Competitive Code is the algorithm exploiting Gabor 
filter bank to extract direction feature. However, using convolution between images 
and original Gabor filter bank might be time-consuming. In this paper, we use simpli-
fied Gabor filter instead of original Gabor filter to speed up the processing of feature 
extraction.  

2   The Original Competitive Code Algorithm 

2.1   Competitive Code 

The basic idea of Competitive Code [5] is to extract the orientation field as features and 
use angular distance as a matching function. The original competitive coding scheme 
simply selects θp=pπ/6, p = {0, 1... 5} as orientations of Gabor filters. And we will 
descript Gabor filter in detail in the next section. A brief summary of Competitive Code 
is given below: 

Six real parts of Gabor filters ΨR(x,y,θj) with different directions θj are applied to a 
preprocessed palmprint image I (x, y) [7]. 

The orientation of a local region is obtained by the competitive rule, 

arg min ( ( , ) ( , , ))j R jk I x y x yψ θ= ∗  (1) 

where j =0, 1, 2, 3, 4 , 5 and k is called the winning index. 
Two Competitive Codes are compared by their angular distance. The bit represen-

tation of angular distance is defined as, 
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where Pi
b(Qi

b) is the ith bit plane of Competitive Code P(Q) ; ⊗  is bitwise exclusive 
OR; ∩  is bitwise AND; PM (QM) is the mask of P(Q) to denote the non-plamprint 

pixels and 2N  is the size of Competitive Code. Fig.1 shows a preprocessed image  
and the corresponding Competitive Code where different color represents different 
orientations. We can observe the palm lines in the Competitive Code. 

 

Fig. 1. (a) A preprocessed palmprint image, (b) corresponding Competitive Code (128×128) and 
(c) corresponding Competitive Code(32×32) 
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More computational detail, comparison and discussion about this method can be 
found in [5]. 

2.2   Gabor Function  

The Gabor wavelet [8] is well known for its effectiveness as a feature for image proc-
essing and pattern recognition. Its kernels are similar to the response of the 
two-dimensional receptive field profiles of the mammalian simple cortical cell, and 
exhibit the desirable characteristics of capturing salient visual properties such as spatial 
localization, orientation selectivity, and spatial frequency selectivity. In the spatial 
domain, a Gabor Function is a complex exponential modulated by a Gaussian function, 
which is defined as follows [9]: 

{ }
2 2

2 2

1
( , , , , ) exp exp 2 ( cos sin )

2 2

x y
G x y i x yθ μ σ π μ θ μ θ

πσ σ
⎧ ⎫+= − +⎨ ⎬
⎩ ⎭

 (3) 

where 1i = − , μ is the frequency of the sinusoidal wave, θ controls the orientation of 

the function, and σ is the standard deviation of the Gaussian envelop.  
By selecting different center frequencies (also called scales) and orientations, we can 

obtain a family of Gabor filters. Fig.2 illustrates the real part and the imaginary part of a 
Gabor filter. 

    

Fig. 2. (a) The real part and (b) the imaginary part of a Gabor filter 

3   Simplified Gabor Based the Competitive Code 

Although fast algorithms such as the Fast Fourier Transform (FFT) can be employed 
for convolution, the computational complexity is still very high because a large number 
of Gabor filters are involved in computing the Competitive Code. In [10], simplified 
Gabor wavelets (SGW) have been proposed for face recognition. This simplified Gabor 
filter (SG) can be viewed as an approximation of the original Gabor wavelets (GW). An 
SG is generated by quantizing a corresponding GW into a certain number of levels.  
 

(a)  (b)
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With SG, features can be extracted efficiently and fast. The SG can replace the GW for 
real-time processing and applications.  

In [10], the positive and negative parts of a GW are quantized uniformly according to 
the corresponding number of levels. We assume the most positive and negative values 
of a GW are A+ and A-, respectively. The corresponding quantization levels for posi-
tive levels q+(k) and negative levels q-(k) are as follows: 

( ) 2 1,...,
2 1

( ) 2 1,...,
2 1
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The real part and the imaginary part of the corresponding simplified Gabor wavelet 
are shown in Fig. 3. 

In order to further simplify the Gabor filter, we assume the positive and negative 
values of a SG are only a+ and a-, and a+=1, a-=-1, where the SG is must zero mean. In 
Competitive Code, we only use the real part of the SG as shown in Fig.4a. 

     

Fig. 3. (a) The real part and (b) the imaginary part of the corresponding SGW 

        

 

Fig. 4. (a) The real part of the SG, (b) a preprocessed palmprint image and (c) corresponding 
Competitive Code (32х32) using the real part of the SG 

(b)(a) 

(a)  (b)  (c) 
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In order to save time and improve speed, the features are extracted not by convolving 
I(x,y) with ΨR(x,y,θj). Convolve is defined as the integral of the product of the two 
functions after one is reversed and shifted. Because the values of the real part of the SG 
have three levers, 1,-1 and 0, we only need to add and subtract the value of the corre-
sponding position in the original image. In the same words, firstly, we add the positive 
part. Then we add the negative part. Finally we let the positive part add the negative 
part to get the final result. The result of this method is equal to the result of convolution. 
Fig.4 (b),(c) show a preprocessed image and the corresponding Competitive Code 
using SG. In this way, the runtime for feature extraction will be improved greatly. 

4   Experiment 

4.1   Palmprint Database 

PolyU Palmprint Database [11] is used for the evaluation of the recognition perform-
ance. In the database there are totally 600 palmprint images of 100 different palms (100 
classes). Six samples from each of these palms were collected in two sessions. The 
average interval between the first and the second collection was two months. In our 
paper, the 3 samples were captured in the first session are selected as training samples 
and the 3 samples were captured in the second session are selected as test samples. The 
experiments were conducted on a personal computer with an Intel Duo E4500  
processor (2.20GHz) and 2.0G RAM configured with Microsoft Xp and Matlab 7.4.  

4.2   Experimental Results 

All images are normalized to 128 ×128 subimage after preprocessing.  Then four meth-
ods, i.e., palm code [7], fusion code [12], competitive code [5], and competitive code 
using SG are compared. After all possible intra-class and inter-class comparisons are 
implemented in PolyU Palmprint Database, the comparison of the four methods using 
Gabor filters are illustrated in Table 1. In our experiments, we also measure the time to 
extract feature by above algorithms and the results are displayed in Table 1. Fig.5 shows 
FAR and FRR curves by original Competitive Code and Competitive Code using SG.  

   

Fig. 5. FAR and FRR curves (a) by Competitive Code and (b) by Competitive Code using SG 

(a) (b) 
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Table 1. Comparison of some algorithms based-Gabor on PolyU database 

Algorithm 
Feature 

 

size 
Feature 

 

extraction time 
EER Recognition  

rate 

Palm Code (θ=0o) [7] 256 Bytes 51ms 1.13% 98.67% 

Palm Code (θ=45o) [7] 256 Bytes 51ms 0.12% 100% 

Palm Code (θ=90o) [7] 256 Bytes 51ms 0.52% 100% 

Palm Code (θ=135o) [7] 256 Bytes 51ms 0.13% 99.67% 

Fusion Code [12] 256 Bytes 279ms 0.11% 100% 

Competitive Code [9] 384 Bytes 226ms 0 100% 
Comp using SG by
convolving 384 Bytes 187ms 0.33% 100% 

Comp using SG not by
convolving (our method) 384 Bytes 145ms 0.33% 100% 

From the experimental results, we can see that using SG can achieve the verification 
accuracy similar to original competitive code, while the runtime for feature extraction 
using SG is very fast compared to the original algorithm. 

5   Conclusions  

In this paper, we used simplified Gabor for competitive code, which can achieve a 
performance similar to the original competitive code for palmprint recognition. This 
method is robust to illumination, contrast and misalignment variations [3]. In addition, 
the speed of feature extraction using the algorithm by simplified Gabor is faster than the 
Competitive Code algorithm. Although the EER of the improved method is slightly 
higher, the recognition rate is similar to the Competitive Code while the time of ex-
traction is greatly reduced. This method of the simplified filter can also be used in 
ordinal code [6] in the same way. The time of extraction feature of the improved ordinal 
code can be decreased greatly too. We will try our best to reduce the ERR of the im-
proved method while keeping the time of extraction unchanged or reduced in the future.  
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Abstract. In this paper, an effective algorithm has been proposed for palmprint 
recognition combining Fourier Transform and Linear Discriminant Analysis 
(LDA). For Fourier representation, we only exploit the center band of Fourier 
magnitude for recognition. The results of experiments conducted on PolyU 
palmprint database demonstrate the effectiveness of proposed method. All in all, 
the proposed method that is robust against illumination in this paper is a suitable 
even wonderful method for palmprint recognition. 

Keywords: Biometrics, Palmprint recognition, LDA, Fourier Transform, The 
center band. 

1   Introduction 

In the information society, there are occasions on which the personal authentication is 
required. There is no doubt that biometrics is one of the most important and effective 
solutions to this task. Generally speaking, biometrics is a field of technology that uses 
automated methods for identifying or verifying a person based on physiological or be-
havioral traits such as face, fingerprints, iris and palmprint etc. Due to its importance and 
promising market prospect, biometrics has drawn wide attention from researchers [1]. 

Palmprint recognition, developed in recent years, is a new biometrics technology. 
Compared with fingerprint or iris based personal biometrics system, palmprint based 
biometrics system has several unique advantages such as stable line features, 
low-resolution imaging, low cost capture devices, easy self positioning etc. [2]. What is 
more important is that it can reach accurate recognition rate with processing speed [3]. 
However, palmprint recognition is still staying at the developing stage, therefore the 
investigation of its theory and application should be enhanced and improved further. 

It is well-known that subspace methods are often used for palmprint recognition. For 
example, Lu et al. adopted Principal Components Analysis (PCA) [4], and Wu et al. 
used LDA for palmprint recognition [5]. On the other hand, some researches show that 
by using Fourier representation, the recognition performance of subspace methods can 
be improved. For instance, Savvides et al. exploited the phase components based on 
PCA for face recognition, and better recognition rates were reported [6]. Furthermore, 
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some recent researches show that using the center band of Fourier spectrum, we can 
also improve the recognition performance since the high frequency of Fourier Trans-
form might be meaningless for recognition. In [7], ITO et al. exploited Phase-Only 
Correlation (POC) using the center band of Fourier phase, and the improvement of 
recognition is obvious. 

In this paper, an effective algorithm has been proposed for palmprint recognition 
combining Fourier Transform and Linear LDA, and we also investigate the recognition 
performance of using the center band of Fourier magnitude.  

2   Palmprint Recognition Combining LDA and the Center Band of 
Fourier Magnitude 

2.1   Fourier Transform 

2D Discrete Fourier Transform (2DDFT) has been widely discussed and applied in 
image processing [8]. Assume f (m, n) (m=0,1,…,M-1;n=0,1,…,N-1) is a M×N 
palmprint image. Let F(k, l) denote the 2DDFT of the images f (m, n) , which is given by: 
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where AF(k, l) is magnitude components, and θF(k, l) is phase components. F(k, l) is 
returned a matrix which size is M×N , and the size of AF(k, l) is also M×N. Fig. 1 shows 
respectively the magnitude and phase components of two palmprint images. 

 

Fig. 1. Examples of the palmprint images used in the experiment. The original palmprint 
image(the first column), Fourier magnitude components(the second column), Fourier phase 
components(the third column) and the center band of Fourier magnitude(the fourth column). 
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2.2   The Center Band of Fourier Magnitude 

ITO et al. found that using all the phase information cannot get the best recognition 
rate, because the phase information in the high frequency region might be meaningless 
for recognition [7]. In fact, the magnitude information is also in line with the law.  

Our approach here is that the center band of Fourier magnitude is extracted after 
centering the Fourier magnitude, as shown in Fig. 1. Generally, using the center band of 
Fourier magnitude, we can eliminate meaningless high frequency magnitude compo-
nents even noises of illumination, because the frequency spectrum of noise often lies in 
high frequency components. Therefore, using the center band of Fourier magnitude, it 
has been found that the proposed method can be tolerant of illumination variations and 
reduce required space. As a result, the recognition performance can be improved, and 
the response time can be reduced. Now we give an example to demonstrate its role. The 
size of a palmprint image is 128×128, so the size of Fourier magnitude is also 128×128. 
If we set the center bandwidth t to 64, the size of the center band of Fourier magnitude 
is 64×64 and a quarter of the original Fourier magnitude. It is illustrated in Fig.1, in 
which the second column show the original Fourier magnitude and the fourth column 
show the center band of Fourier magnitude. As can be seen from the above analysis, it 
is evident that performing the center band of Fourier magnitude plays a key role. 

2.3   LDA 

LDA is a well-known supervised method for dimensionality reduction, but before that, 
the center band of Fourier magnitude needs to be adjusted. 

A k×k the center band of Fourier magnitude can be reshaped to a k2 dimension array 
with the same elements as the center band of Fourier magnitude. The space spanned by 
the array is called the Fourier magnitude space (FMS). Generally, the dimensionality of 
FMS is too high to be used directly. Thus, we perform LDA to reduce the dimension-
ality of the Fourier magnitude array of FMS. When dealing with high-dimensional and 
small sample size data, classical LDA suffers from the singularity problem. A common 
way to deal with the singularity problem is to apply an intermediate dimensionality 
reduction stage, such as PCA [9]. The algorithm is known as PCA+LDA. So we apply 
PCA+LDA to the Fourier magnitude array here. The Fourier magnitude array is firstly 
projected to a lower intermediate dimensional space by using PCA, which stems from 
the fact that the intermediate dimensionality is at most n-c, then the standard LDA is 
employed to process the projected samples and reduce the dimension to at most c-1. 

Given a data matrix X={x1, x2, …,xn}∈Rd×n consisting of n samples{xi}
n
i=1 in Rd, 

compute the transformation matrix WPCA : 

1 2 1
arg max [ , , ]T

PCA T mW
W W S W u u u= =  (2) 

Where {ui|i=1,2,…,m1}(m1≤ n-c) is the set of eigenvector of ST corresponding to the m1 

nonzero largest eigenvalues, and m1 is the intermediate dimensionality reduction by 
using PCA. ST is the total scatter matrix defined as 

1

( )( )
n

T

T k k
k

S x xμ μ
=

= − −∑  (3) 
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Compute the transformed within-class scatter matrix S'W, which is a full rank matrix 
and the transformed between-class scatter matrix S'B : 

T

W PCA W PCA
S W S W′ =  (4) 

T

B PCA B PCA
S W S W′ =  (5) 

WLDA can be obtained as follows: 

arg max
T

B

LDA TW

W

W S W
W

W S W

′
=

′
 (6) 

Thus, the Wopt can be computed by the following formula: 

1 2
[ , , , ]T T T T

opt LDA PCA m
W W W w w w= =  (7) 

where the columns of Wopt{w1, w2, …, wm}(m≤ c-1) are orthonormal vectors, c is the 
number of palmprint classes. The space spanned by these vectors is called the Fisher-
palm space(FPS). Note that there are at most c-1 nonzero generalized eigenvalues, and 
an upper bound on m is c-1, where c is the number of palmprint classes. 

There are two stages in our system: the enrollment stage and the recognition stage. In 
the enrollment stage, the Wopt is computed by using the training samples (Eqs. (2)–(7)) 
and stored as a FPS at first, and then the mean of each palmprint class is projected onto 
this FPS: 

,XWY T
opt=  (8) 

where X={x1, x2,…,xc}, c is the number of palmprint classes and each column of X, 
xi(i=1, 2,…, c) is the mean of the ith class palmprints. Y is stored as the template for 
each palmprint class. In the recognition stage, the input the Fourier magnitude array is 
projected onto the stored FPS to get its feature vector V, and then V is compared with 
the stored templates to obtain the recognition result [5]. After using LDA perform 
feature extraction, a nearest neighbor classifier based on Euclidean distance is em-
ployed for classification. 

3   Experiments and Discussions 

Evaluating the performance of the proposed method, we conduct the experiments on the 
PolyU palmprint database including 600 gray-scale palmprint images from 100 palms 
[14]. The database was collected in two sessions, and the average interval between the 
first and the second collection was two months. After preprocessing, the palmprint 
image is normalized to 128×128 ROI image [5]. That is, the size of all the original 
palmprint images is 128×128 pixels. Some samples in our database are shown in Fig.2. 

In these experiments, the first three samples captured in the enrollment stage are 
selected as training samples and the three samples captured in the recognition stage are 
selected as test samples. All of the experiments are conducted on a PC with Microsoft 
XP and MATLAB 7.5.0 platform. After using LDA perform feature extraction, the 
nearest neighbor classifier is employed for classification. Then, the output for a query 
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may be correct or not and we count the number of correct answers to evaluate the 
accuracy of this method. Also the time for response is recorded to evaluate the effi-
ciency of the method. To sum up, all experiments are carried out in order to measure the 
performance of the proposed method. 

Fig.3 shows the situation of the recognition rate versus the variation of dimension. In 
these experiments, there are five kinds of methods to compare altogether. They are 
Eigenpalms(PCA), Eigenphases(Phase+PCA), Fisherpalms(LDA), CBFP+LDA and 
CBFM+LDA(the proposed method), and the algorithms in brackets are main algo-
rithms of these methods. The CBFP+LDA represents temporarily the algorithm com-
bining the center band of Fourier phase and LDA, and the CBFM+LDA represents the 
proposed method for palmprint recognition combining the center band of Fourier 
magnitude and LDA. 

 

Fig. 2. Some typical samples of the cropped images found in the PolyU Palmprint Database 

 
Fig. 3. The recognition rates of Eigenpalms, Eigenphases, Fisherpalms, CBFP+LDA and 
CBFM+LDA (the proposed method) versus the dimensions 
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As can be seen from the Fig.3, the recognition rates of the five methods all revealed 
a trend of fast increase though the margins of the rises varied. It is evident that the 
feature length plays a key role in the matching process, and long feature lengths lead to 
a high recognition rate. Specifically, in this experiment, the Eigenphases, the 
CBFP+LDA and the CBFM+LDA have a common parameter, the center bandwidth t. 
We set the center bandwidth t of the Eigenphases and the CBFP+LDA to 20 (about 
16% of the entire Fourier phase), and the center bandwidth t of the CBFM+LDA to 38 
(roughly equivalent to 30% of the entire Fourier magnitude). The black curve with 
circle represents the CBFM+LDA that is the proposed method for palmprint recogni-
tion, and its recognition performance increases rapidly with the dimension and 
achieved the maximum 99.7 percent while the dimension is 98. 

 
Fig. 4. The recognition rates of Eigenphases, CBFP+LDA and CBFM+LDA (the proposed 
method) versus the variation of the center bandwidth t 

With the variation of the center bandwidth t, the recognition performance situation 
of Eigenphases, CBFP+LDA and CBFM+LDA (the proposed method) are shown in 
Fig.4. This experiment show the recognition performance of above three methods 
versus the center bandwidth when a certain fixed dimension. Generally, the 
CBFM+LDA has two parameters in this experiment, the intermediate dimension m1 

(using PCA) is set to 158 and the ultimate dimension m (using LDA) is set to 98. For 
Eigenphases and CBFP+LDA, the recognition rates gradual increase and reach the 
maximum, while the center bandwidth t is set to 20 (about 16% of the entire Fourier 
phase), and then decline rapidly. As is indicated in the figure, however, the 
CBFM+LDA is still represented by the black curve with circle. Through experiments, 
we can find that the recognition rate of the CBFM+LDA cannot be obtained when the 
center bandwidth is less than 15. Then the larger is the center bandwidth, the higher is 
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the recognition rate of the CBFM+LDA and reached a stable situation since 38 
(roughly equivalent to 30% of the entire Fourier magnitude). In short, it is evident that 
the center bandwidth t has a great impact on the recognition performance. 

Table 1 lists the maximal recognition performance of each method and corre-
sponding response time. From Table 1, we can see comparative results which the 
CBFM+LDA (the proposed method) outperforms Eigenpalms, Eigenphases, Fisher-
palms and the CBFP+LDA. Specifically, when the center bandwidth t is set to 38 
(roughly equivalent to 30% of the entire Fourier magnitude), the intermediate dimen-
sionality m1 (using PCA) is set to 158 and the ultimate dimensionality m (using LDA) is 
set to 98, the performance of the CBFM+LDA were shown in the Table 1. The identi-
fication accuracy of the CBFM+LDA is up to 99.7 percent, i.e., only one sample is 
missed. In addition, the average response time is 9.60 seconds. Using the center band of 
Fourier magnitude, we found a great reduction in response time. Therefore, it shows 
that the proposed palmprint identification method is with high performance in terms of 
accuracy and efficiency on our palmprint database. All these results demonstrate in-
tuitively that the CBFM+LDA (the proposed algorithm) is also a good tool for palm-
print recognition. 

Table 1. The Table Show the Maximal Recognition Rates, the Corresponding Response Time on 
the PolyU Palmprint Database and the Corresponding Center Bandwidth 

Methods Recognition Rate Response Time 

Eigenpalms 74.7% 9.95s 

Eigenphases (t=20) 85.3% 6.65s 

Fisherpalms 95.7% 9.70s 

CBFP+LDA (t=20) 84.7% 6.75s 

CBFM+LDA ( the Proposed 
Method) (t=128) 

99.3% 34.50s 

CBFM+LDA (the Proposed 
Method) (t=38) 

99.7% 9.60s 

4   Conclusion 

In this paper, we proposed a method for palmprint recognition combining the center 
band of Fourier Transform and Linear Discriminant Analysis. The experimental results 
show that the proposed method consistently outperforms Eigenpalms, Eigenphases and 
Fisherpalms. It is clear that the advantages of our proposed method are that it does not 
require any special preprocessing or any a-priori knowledge to handle illumination 
variations during the testing phase. For Fourier representation, we only exploit the 
center band of Fourier magnitude for recognition, which can improve the recognition 
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accuracy and response time considerably. All in all, the new method that we mentioned 
in this paper is a suitable even wonderful method for palmprint recognition. 
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Abstract. In this paper, we present a framework to recognize books on
bookshelves by reading its title on book spines. The framework consists
of control and recognition module. Control module moves camera to suit-
able positions for image capturing while recognition one processes taken
images to know which books are shelved on the shelves. Firstly, images
are captured from random position. Secondly, we separate it into book
and non-book regions. Then, books in book region are segmented by
using line segment and MSAC based dominant vanishing point (DVP).
After book verification stage, adaptive Otsu’s thresholding is employed
to extract book titles and ready for recognition of next stage. In case
recognizing unsuccessfully, we feedback control information to control
module to adjust camera location and repeat the above procedure.

Keywords: Book recognition, line segment, dominant vanishing point,
MSAC, Singular Value Decomposition, OCR, RANSAC.

1 Introduction

Nowadays, regardless to extremely develop of many kinds of media, books are
indispensable information source to life. With the huge number of books keep
growing everyday, some book related works where formerly done by human be-
ings such as arranging, finding, storing books, etc., are getting more and more
exhausting. Intelligent robots can be a solution of above issues, in which, book
recognition is the core module of the robots. In order to successfully implement
this kind of module onto robots, we need to layout a framework for long term
research.

This paper considers a comprehensive view of the system, addresses every
aspects and challenges of the problems and provides a clear and effective frame-
work for recognition of books on bookshelves. The framework should be inheri-
table and consistent for future development. Consequently, we design a pattern
of framework which covers all essential steps for recognition of books on book-
shelves including: extracting regions of book on bookshelves, segment books
from book regions, extract book titles, recognize characters of title and syntac-
tic verification. With feedback information from the verification block, a control

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 386–395, 2009.
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module can adjust camera position to take photos from better view in case the
recognition module cannot find a reasonable solution. Therefore, our approach
can recognize the books when boundaries among books are unclear or characters
are almost invisible. Currently, we concentrate on solving the core problems of
segmentation including books and characters segmentation as well as propose
the algorithm for extracting characters in book titles.

In most of earlier related works, authors focused on a specific part of the sys-
tem and many assumptions were made to boost the final outcomes. In [1], the
authors proposed a method for characters recognition of books on bookshelves
using multiple dictionaries selection. Characters of book titles were easily ex-
tracted from books by close shot, clear image and uniform background on book
spines. Meanwhile, [2], [3] and [10] concentrated on detecting boundary of books.
Bookshelves images were taken in the fixed distance and intentionally captured
the region of books with single cell per image. Their approach could be fail in
case the non-book regions or multiple cells exist in one image. The implementa-
tion of book recognition was presented in [5], UJI Librarian robot. The control
and vision strategy were both mentioned in the papers. However, the implemen-
tation was limited in range on application because of recognizing books based
on book tags. Robot cannot handle the works where book tags don’t lie in the
right position caused by collapsing books or confused arrangement. In addition,
distance between camera and robots must be kept unchanged during operation
time. This can reduce robot’s visibility, flexibility and increase searching time.

2 The Framework for Recognition Books on Bookshelves

2.1 Summarization of Problems of Recognition Books on
Bookshelves

In general, we can classify the problems need to be solved of the system into
3 categories: bookshelf structures, book features and image quality. In the first
group, we have to deal with various kinds of bookshelves corresponding to their
location such as libraries, bookstores, offices, etc. The differences among their
shapes, background and materials can take a large effect on recognition process.

(a) Multiple cells (b) Thin books (c) Non-parallel (d) Refection (e) Non-uniform

Fig. 1. Typical problems of the system
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Moreover, arranging method also raises difficulties when books are not parallel,
collapsed or mixing non-book objects into book regions.

The second class relates to the patterns and size of books. Many algorithms
could fail in book segmentation stage in case books are thin, dissimilar height
while non-uniform spine background, uncommon fonts, color and character’s size
can cause false alarms when recognizing characters.

The last category addresses some problems of image quality due to light
source, camera types or vibration when taking pictures. As the result, the im-
ages can be blurring, glaring colors. It leads to missing information or wrong
detection. Fig.1 shows the typical challenges of designing system.

2.2 Books on Bookshelves Recognition Framework

The main idea of this paper is to design a system that can combine various
information including book profiles, recognized characters of title strings and
syntactic verification in order to minimize the risk of false detection. Our system
also emphasizes the role of control module in case recognition module can not
find a reasonable solution. The general block diagram for the system is depicted
in fig. 2a and fig. 2b is our approaching methods for each steps.

In recognition module, book regions extraction is done by frequency differ-
ence between book and non-book regions. Line segmentation, MSAC algorithm,

(a) General view

(b) Approaching methods

Fig. 2. The framework design
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vertical line detection and histogram based verification are implemented meth-
ods for book segmentation. Every single obtained character in title extract-
ing and characters splitting process is recognized by recognition stage. Finally,
we use syntactic verification to determine the book title and feedback control
information.

3 Technical Approach

3.1 Book Region Extraction Using High Frequency Filtering

The goals of this step are to extract regions of book out of the other ones and
divide multiple cells image into sub-images where only one cell exists in each sub-
image (shown in fig. 3). The method is based on the fact that regions of books
take higher frequency than remaining regions. For the reason, high pass filter
is applied to filter out low frequency areas correspond to regions of non-book.
Firstly, converted gray image is preprocessed by rescaling and Gaussian filtering
for noise suppression. then,3rdorder high pass Butterworth filter is employed
with details describe in (1, 2) Where g(x, y) is output image , I(u, v) is Fourier
transform of original image with zero-frequency component is shifted to center
of spectrum. F−1(.) is inverse Fourier transform operator, (cx, cy) is center of
image and fc, n are cut frequency and filter order respectively.

g(x, y) = F−1 (H(u, v)I(u, v)) (1)

H(u, v) = 1

1+
(

fc2

(u−cx)2+(v−cy)2

)2n (2)

Since the filter is to reject low frequency areas, the remaining high frequency
regions mostly cover regions of books and small noise areas. These areas ap-
pear due to the uneven illumination or color difference of bookshelf’s material.
They can be eliminated using opening by reconstruction [7] in combination with
connected component analysis (CCA) to get the book regions.

(a) Original image (b) filtered image (c) result

Fig. 3. Frequency difference in bookshelf image
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3.2 Books Segmentation and Verification

This step separates every single book from extracted book regions and checking
the valid books after segmented:

Line segment: Vertical lines are the most important feature to distinguish be-
tween 2 adjacent books. The first stage is computation of edges using Canny
edge detector. Then we link edge’s pixels together into lists of sequential edge
points, one list for one edge contour. The contour (edge list) starts and stops
at an ending or a junction of another contour (edge list). Simultaneously, we
discard contours less than 50 pixels. Line segments are fitted with the maxi-
mum deviation from the original edge of 2 pixels and coarsely separated into
two groups. The vertical one contains line segments which create an acute angle
20o in maximum with vertical axis.

MSAC based calculation of vertical dominant vanishing point (DVP): We
search in bookshelves image to find the vertical DVP corresponding to vertical
lines pass through.To estimate DVP, we use MSAC (m-estimator sample con-
sensus, [8]) algorithm. Suppose a line segment in image plane is described as
l = (a, b, c)T where a2 + b2 = 1 (normalization); With 2 segments li, lj, inter-
section of li, lj is computed as: v = li × lj , in which v = (v1, v2, v3)T . So v is
satisfied lTk v = 0; k = i, j .In reality, an error always occurs when detecting line
segments. Thus, the intersection v of n lines through v is described,

e =
n∑

k=1
ek =

n∑
k=1

(
lTk v

)2
� 0 (3)

We run RANSAC [4] for K trials to find the largest consensus set Ni contains Ni

segments. The best choice of intersection v among those segments is re-estimated
using all the points of the subset Ni. The number K is computed:

K =
(

log(1−p)
log(1−(1−ε)n)

)
(4)

Where, p is probability that after K trials, at least one of the random sample of
n segments is free from outliers; ε is probability that a selected data point is an
outlier. In our implementation, the cost function is calculated as C =

∑
k

ρ
(
e2

k

)
.

Where, ρ (.) is the robust error term is defined in MSAC algorithm:

ρ
(
e2
)

=
{

e2(inliers)
t2(outliers) (5)

In Equ.6, t = 1.96σ; and σ is computed by the suggestion of Rousseeuw et al [9]

σ = 1.4826
[
1 + 5

(N−n)

]√
medi (e2

i ); n = 2 (6)

Outputs of the MSAC algorithm are a set of inliers V in and vertical vanishing
point v. Fig. 4c show the vertical group V in correspond to the vertical vanishing
point v marked by yellow color.
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(a) (b) (c) (d)

Fig. 4. Book segmentation process: (a) original image; (b) line segment; (c) MSAC find
DVP; (d) book candidates

Segment book candidates: After a set of vertical lines was selected, lines with
length less than LT are rejected. Each end point of the remains is grouped
together to find the best fit bottom boundary of books by using least square
error estimation. To find the upper boundary of book, we consider pair of starting
points of two adjacent lines; the upper boundary of a book is the horizontal line
through the higher starting point. With 2 vertical lines, an upper and a bottom
line, we now found out 4 vertexes of a book and easily segment book candidates
and skew to get their straight view.

Histogram based books verification: In previous stage, we assume 2 consecutive
vertical lines form a book. This assumption is not always true. Books are distin-
guished to non-books by non-uniform of their histogram. As the result, variance of
histogram of a non-book candidate is extremely lower than that of book candidate.
We exploit such a feature to decide whether a candidate is a book.

3.3 Title Extraction and Characters Splitting

The objects of this step are to localize titles on the segmented books and split
strings contain the titles into single character.

Title extraction. Book titles are located through 4 sub-steps:

Heuristic Filtering: Canny edge map obtained previously is normalized to stan-
dard size and named as ME. ME is then clustered into number of blobs .i.e.
connected regions. We specify some heuristic criteria including centroid position,
aspect ratio, width, height and area of bounding box to discard some regions
not likely belong to region of text.

Text line location: vertical projection which pre-processed by Gaussian filter
used to detect the vertical location of title. The reasonable position of title must
appear a very steep peak in the vertical direction. The initial position of peak is
corresponding with the initial column position of title; the terminative column
position is corresponding too. According to the position, we do vertical cutting.
The distance between 2 consecutive peaks and their magnitude are also taken
into consideration to reduce the risk of false cutting.
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(a) (b) (c) (d)

Fig. 5. Title extraction and character splitting process: (a) original image; (b) Vertical
projection; (c) Words extraction; (d) Characters splitting

Word location: Morphology dilation operator of size 3x2 is performed on every
line of text. The operator links characters of words in to various connected
regions which are treated as a word. The word is then rotated 90o to get its
horizontal alignment.

Object enhancement and binarization process: the quality of text regions vary so
much indifferent capture conditions.As the result, some image enhancementmeth-
ods should be adopted to obtain better text segmentation. The accelerated,
damped Lucy-Richardson algorithm [11] is used in order to deblur regions of text.
The algorithm maximizes the likelihood that the resulting image, when convolved
with the PSF (Point Spread Function describes the shape of the image), is an in-
stance of the blurred image, assuming Poisson noise statistics. In our application,
we assign PFS with Gaussian function of size 5x5 and sigma equal to 5. Due to non
- uniform in background of text regions, using global thresholding for binarization
can cause low quality segmented characters. Therefore, Otsu’s threshold value is
computed on each word’s region to get more precise segmentation result.

Characters splitting with multi-threshold method. Due to the book’s
decoration or image quality, characters are frequently merged together. Finding
the best cutting position to split a word into single character is the goal of this
part. Normally, characters within a line have similar width. Thus, the average
width of characters in non-merged group is a reference value for verify result
of splitting process on merged group. For each merged character in the merged
group, the multi-threshold is performed depend on the idea: the area where 2
characters are merged must have the smaller gray value than others. Therefore,
we gradually increase the threshold value in the merged characters regions until
number of connected components more than 2. A connected components is ac-
cepted as a single character if it satisfies condition of width equality (compare
with reference width), height and aspect ratio. The process is repeated until the
merged group is empty. All segmented characters are normalized to standard
size of 24x42 pixels and ready for recognition stage. Fig. 5 depicts the whose
procedure of extracting characters in book titles.
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4 Experimental Results

We conducted number of experiments on a collected dataset to test the effective-
ness of proposed method of each steps in the framework. The dataset contains
more than 1000 bookshelves images taken in different distances, places and con-
ditions. We simulate movement of camera by classifying bookshelves images into
4 sequences of different distance as shown in fig. 6a (the closest image is distance
0; the further ones are distance 1, 2, 3 respectively).

Fig. 6b to fig. 6e show the typical results of proposed methods. In fig. 6c is
result of book regions extraction depend on frequency difference between book
and non-book areas. The remains in fig. 6c only cover regions of books. The
segmented books of the bottom cell of fig. 6c are shown in fig. 6d. We can see
that segmentation process is quite effective. However, some books are still stick
together due to their ambiguous boundaries. This problem can be solved by
moving camera closer to the shelf. Table 1 and 2 show more results of book ex-
traction and book segmentation process. Fig. 6e is several results of title segmen-
tation and splitting process. In the far distance, characters are almost unread-
able or extremely overlapped. It causes difficulties to find the optimal splitting

(a)

(b) (c) (d) (e)

Fig. 6. Experimental results: (a) Typical images in testing dataset; (b) original im-
age; (c) book regions extraction; (d) book segmentation; (e) title segmentation and
characters splitting.

Table 1. Book regions extraction

Number of images Extraction rate
Distance 1 66 100%
Distance 2 52 100%
Distance 3 37 97.3%
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Table 2. Book segmetation

Number of segmented books Number of good segmentations Book segmentation rate
2759 2575 93.33%

algorithm. We can overcome such a challenge by the combination among recog-
nition algorithm; syntactic verification and camera movement control.

5 Future Works

The research is getting underway with the remained stages to make the complete
assessment of the framework’s effectiveness. In order to recognize characters
with the wide range of fonts, sizes as well as geometric transformation, SVD is
exploiting with adaptive database directly built on segmented characters. Our

Fig. 7. Creating standard “A” from various segmented “A”

database can extremely reduce natural noise and adapt to the standard fonts
which regular appear in book titles. Fig. 7 is an example of creating a standard
”A” of 50 different ”A” segmented formerly. The syntactic verification is being
implemented using semantic network.

6 Conclusion

This paper has attempted to provide a comprehensive framework for recognition
books on the bookshelves. The main contributions of the paper are as follow:

Designed the system framework that promise to handle almost every addressed
challenges of recognition books on bookshelves.

Investigated the main feature difference between book and non-books regions
for filter out regions of non-books.

Exploited MSAC based Dominant Vanishing Points in separating books with
a good result.

Multi-threshold method for splitting merged characters in book title.
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Abstract. Sum of Absolute Difference (SAD) Computation is commonly used 
for motion estimation in video coding. It is usually the computationally inten-
sive part in video processing. Therefore, a method to reduce the computational 
complexity is strictly required. In this paper, the effectiveness of saturation 
arithmetic on SAD computation is presented. Our goal is to use saturation 
arithmetic to reduce the complexity of SAD computation for the encoding proc-
ess while the accuracy in finding the best matching block from the reference 
frame is still maintained. Experiment results show that the computational com-
plexity of SAD computation is reduced efficiently by saving a number of bits 
for SAD values representation while the video quality is kept.  

Keywords: H.264/AVC, SAD, saturation arithmetic, motion estimation.  

1   Introduction 

Sum of Absolute Difference (SAD) is a very commonly used technique for motion 
estimation in various video coding standards like H.26x and MPEG-1/2/4 [1]. Motion 
estimation technique is used to aid temporal prediction in video encoding. The basic 
need for motion estimation stems from the fact that the consecutive video frames have 
similarities in most cases that can be intelligently exploited to reduce the number of 
bits in the encoding process. Most of the consecutive video frames will be similar 
except for the changes that might be induced by objects moving within frames. The 
best case for motion estimation will be when the consecutive frames have no frame 
differences except for the differences caused by noise. In this case, it will be very easy 
for the encoder to efficiently predict the frame as a duplicate of the reference frame. 
Once the encoder finds that the frames are same, the only information that needs to be 
transmitted to the decoder will be the syntactic overhead necessary to reconstruct the 
picture from the original reference frame. This sounds simple since we are saying that 
the two consecutive frames are exactly similar. However, in most of the cases, the 
motion scenes differ at least by a few frames because of the objects moving across the 
frames in the video. This is when SAD calculation comes into play. It has been shown 
that this is one of the most effective techniques in motion estimation.  

The commonly used arithmetic technique in many video coding standards is the 
use of modular arithmetic, or modulo arithmetic. In modular arithmetic, the numbers 
wrap around after they reach a certain value. Suppose if we are using 8 bits for the 
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representation of a number in its binary form, if we try to add 1 to the binary number 
11111111, the actual value in decimal should have been 256. But in modular arithme-
tic, because the number 256 cannot be represented using 8 bits, it wraps around and 
this number will be represented as 0, the next number in a circular fashion after 255. 
Another technique that is gaining wide popularity nowadays is the use of saturation 
arithmetic. Saturation is the process for determining a maximum value or minimum 
value which is a correct sign as the result of the arithmetic operation when an over-
flow or an underflow occurs in an arithmetic system. Let us consider the same exam-
ple that we discussed for modular arithmetic. Now, after addition, the value becomes 
256 and hence cannot be represented using 8 bits. Instead of wrapping around, the 
value “saturates” at the highest value possible to represent using 8 bits, which will be 
255 in this example. So, even if we add any number to any number, the maximum 
possible number that can be represented using 8 bits in saturation arithmetic will be 
255. The representation of information in this case is much better than the former. 

In this paper, we present the using of saturation arithmetic to enhance the performance 
on SAD calculation, an operation frequently used by a number of algorithms for motion 
estimation. Many techniques have been proposed to speed up the computation of SAD 
[2], [3], [4]. Saturation arithmetic has become popular in the recent days because the use 
of it can reduce the computation complexity. Therefore, we can save the resources and 
the encoder process also will be improved. The rest of this paper is organized as follows: 
Section II gives some background of motion estimation and the calculation of SAD. 
Section III presents the use of saturation arithmetic on SAD. The experimental results are 
shown in section IV, and section V states the conclusion of our paper. 

2   Motion Estimation and SAD Calculation 

2.1   Motion Vector Search  

In video compression [5], [6], [7], video sequences are compressed by exploiting both 
spatial and temporal redundancy. Spatial redundancy can be seen as small differences 
between local pixels and temporal redundancy can be seen as small differences be-
tween two temporally close video frames. Motion estimation calculates motion vec-
tors by finding matching blocks in the current frame corresponding to blocks in the 
reference frame. The best match is usually established with the use of the Mean of 
Absolute Difference (MAD) and the SAD.  

The MAD is performed by: 

 
1 1

( , ) (( ) ,( ) )
0 0

1
( , , , ) | | 

N N

x i y j x r i y s j
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MAD x y r s A B
NN

− −

+ + + + + +
= =
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MAD can be also written as: 
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In these equations (x, y) is the position of current block and (r, s) denotes the motion 
vector, N x N is the block size, usually 16x16, 8x8, or 4x4. 

2.2   Computing the Sum of Absolute Difference 

The general algorithm computing the SAD of two blocks is depicted in (3). A direct 
approach in computation the SAD consists of the following steps: 

• Compute (Ai – Bi) for all N x N pixels in the two block A and B 
• Determine which (Ai – Bi )are less than zero and produce in that case (Bi – Ai) as 

the absolute value, else produce (Ai – Bi) 
• Perform the accumulate operation to all N x N absolute values 

3   Saturation Arithmetic on SAD 

Saturation arithmetic is a version of arithmetic in which all operations such as addition 
and multiplication are limited to a fixed range between a minimum and maximum 
value. If the result of an operation is greater than the maximum, it is set to the 
maximum, while if it is below the minimum it is clamped to the minimum. The name 
comes from how the value becomes "saturated" once it reaches the extreme values. 
Nowadays, saturation arithmetic becomes to gain popularity because the use of it can 
reduce computation complexity; however, this reduction in computation complexity is 
achieved only at the expense of the resultant value being “approximates”. Many 
assembly level languages like MMX started to support saturation arithmetic [8], [9],  
specifically for such signal processing applications [10]. 

The idea used in this paper is to use saturation arithmetic to reduce the complexity 
of the SAD computation and make sure that we are not losing the accuracy in finding 
the best matching block from the reference frame. Let us explain the concept by using 
an example: consider a frame with 100 blocks that can be searched to find the best 
match from a reference frame. If we don’t use saturation arithmetic, the maximum 
value of SAD can reach up to a value that will use 16 bits. However, in most of the 
cases, the SAD value will not be as high as a 16 bits value. If there is no difference 
between two successive frames, the value will be 0 (ideally). Therefore, we would use 
any bit between 0 to 16 bits to represent the SAD values. Suppose if we have a set of 
SAD values {6367, 9573, 2184, 12353}, the value with the best matching block will 
be the one with the minimum SAD value and in this case it will be the block that gave 
a SAD value of 2184. If we use saturation arithmetic with 14 bits to represent, we can 
see that some of these SAD values will saturate resulting in a new set of SAD values: 
{4095, 4095, 2184, 4095}. From this example, it can be seen that since the minimum 
SAD value is less than the maximum possible SAD value with saturation, we still 
found the best block even though the other SAD values saturated. Now, consider the 
case if we use only 11 bits with saturation. The new set of SAD values will be {2047, 
2047, 2047, 2047}. This is a difficult case because it can be seen that all the SAD 
values saturated and hence are same. In this case, finding the best matching block will 
be difficult. The encoder will pick one of these four blocks randomly and will use it 
for compression. If the selected block is not the best match, we lose a significant por-
tion of video quality. The chance that the selected block is the perfect match is low in 
this case. So, this is the problem that was addressed in this paper. 
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4   Experiment and Results 

The H.264 video coding standard used modular arithmetic for all SAD calculations. In 
our experiment, we rewrote the SAD calculation portions of the H.264 video coding 
standard by using saturation arithmetic. We varied the number of bits used to represent 
the SAD values and compared the performance of using modular arithmetic with the 
performance when saturation arithmetic was used. The H.264/AVC reference software 
used as a platform for implementation was the JM 15.0 version. When discussing the 
results, there are two important things that need to be noted, otherwise they might be 
confusing. Whenever the term “SAD value” is mentioned, it is the already found 
minimum SAD value from each of the individual matching block and is used in com-
paring the results of SAD from an entire encoding process instead of just a particular 
block. Another term is the “Individual SAD”, which essentially means the SAD  
of an individual block and not considering all the SAD values in the whole picture. 
Noting these two differences will be beneficial to understand the results better.  
In experimenting with saturation arithmetic for SAD computation, six video input  
files were used namely: foreman_part_qcif.yuv, foreman_part_qcif_422.yuv, fore-
man_part_qcif_444.yuv, hall_qcif.yuv, news_qcif.yuv, and mother_daughter_qcif.yuv. 

4.1   Snippet Code 

The following code is the snippet that was modified in file macroblock.c of the 
H.264/AVC reference software: 
{... 
  for(j=0;j<4;j++) 
 
//Absolute values are being accumulated      
 current_intra_sad_2 += iabs(M4[j][i]);  
  }  
 
// Saturated value depending on n bits 
if(current_intra_sad_2 > Saturated_value) 

  { 
   current_intra_sad_2 = Saturated_value; 
  } 
 
// Find the best SAD value 
if(current_intra_sad_2 < best_intra_sad2) 

   {      
   best_intra_sad2=current_intra_sad_2; 
    
// Update best intra mode 
   *intra_mode = k; } 
   } 
// Printing SAD values for analysis 
fprintf(pFile,"Best SAD %d\n",best_intra_sad2); 

   
  best_intra_sad2 = best_intra_sad2/2;  
  return best_intra_sad2;  
  fclose(pFile); 
} 
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4.2   Results 

The first experiment was implemented with the set of three video input files available 
from the H.264/AVC reference software. 

Table 1 shows the minimum and maximum of best SAD value for six video input 
files using the default number of bits required. 

Table 1. Minimum and Maximum of best SAD values 

Video Input File 
(.yuv) 

Minimum of best
SAD value 

Maximum of best 
SAD value 

Default number of 
bits required 

foreman_part_qcif 402 31841 16 
foreman_part_qcif_422 357 30941 16 
foreman_part_qcif_444 200 31841 16 
hall_qcif 924 33447 16 
news_qcif 538 56665 16 
mother_daughter_qcif 504 20151 16 

 
The following figure shows the distribution of SAD values using modular arithmetic.  

 

 

Fig. 1. Percentage of SAD values representation using ‘n’ bits without saturation (modular 
arithmetic) 
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These SAD values are from the whole encoding process, not for individual block 
matching. Essentially what this figure explains is that the percentage of SAD values 
that out of all the SAD found can be represented using a particular of bits. For exam-
ple, let us consider the foreman_part_qcif.yuv video input file without using satura-
tion arithmetic. It shows that for this particular input, 100% of all the minimum SAD 
values can be represented using 16 bits itself. As we reduce the number of bits that we 
use to represent, the number falls as shown. Only 80% of the minimum SAD can be 
represented using 14 bits and 37% of the minimum SAD can be represented using 13 
bits. Therefore, this figure shows us what the range of the minimum SAD values is. 

 

Fig. 2. Percentage of SAD values representation using ‘n’ bits saturation (saturation arithmetic) 

If saturation arithmetic is used, the results are shown in Fig. 2. In this figure, we 
can see that instead of using 16 bits to represent 100% of the minimum SAD values, 
we can use only 9 bits to represent 100% of the minimum SAD values. It means that 
we can save 7 bits in representation of the SAD values and the computation complex-
ity is actually reduced. The encoding process also performs faster with the smaller 
bits used while the video quality is still kept. 

It can be also understood that if the minimum of SAD values saturates, then the 
rest of the individual SAD values will also saturate. This property was also observed 
at the output files from the H.264 encoder. 

Another experiment was implemented with other set of three video input files: 
hall_qcif.yuv, news_qcif.yuv, and mother_daughter_qcif.yuv.  

The following figure shows the percentage of SAD values represented with ‘n’bits 
without using saturation arithmetic. 
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Fig. 3. Percentage of SAD values representation using modular arithmetic 

 

Fig. 4. Percentage of SAD values representation using saturation arithmetic 
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In Fig. 4, when the saturation arithmetic is used, the percentage of SAD values can 
be represented using 11 bits instead of 16 bits. It means that we can save 5 bits in 
representation of the SAD values of video sequences and the computation complexity 
in the encoding process is reduced. In this experiment, the number of saved-bits is 
only 5 bits in comparison with 9 bits of the first experiment because the video files 
used in this experiment are more complex than the ones in the first experiment. There-
fore, the number of bits we can save by using saturation arithmetic depends on the 
complexity of video sequences. 

5   Conclusions 

Saturation arithmetic has started to gain popularity nowadays because the use of it can 
reduce computation complexity. In this paper, we present the effectiveness of saturation 
arithmetic on SAD calculation and motion estimation using the H.264 video coding 
standard as a platform for implementation. Experiment results show the effectiveness of 
using saturation arithmetic in video sequences processing. The complexity of SAD 
computation in H.264/AVC for finding the best matching block can be reduced by sav-
ing several bits of SAD value representation using saturation arithmetic whilst the video 
quality is the same in comparison with using of modular arithmetic. Therefore, satura-
tion arithmetic enables efficient algorithms for many problems, particularly in digital 
signal and image processing.  

Acknowledgements 

This paper was supported by IT-SoC Academy of ETRI, IDEC, and NARC. 

References 

1. Wiegand, T., Sullivan, G., Bjontegaard, G., Luthra, A.: Overview of the H.264/AVC 
Video Coding Standard. IEEE Transactions on Circuits and System for Video Technol-
ogy 13, 560–576 (2003) 

2. Guevorkian, D., Launiainen, A., Liuha, P., Lappalainen, V.: Architectures for the Sum of 
Absolute Differences operation. In: IEEE Workshop on Signal Processing Systems – Con-
ference Proceedings, pp. 57–62 (2002) 

3. Constantinides, G., Cheung, P., Luk, W.: Synthesis of Saturation Arithmetic Architectures. 
ACM Transactions on Design Automation of Electronic Systems 8, 334–354 (2003) 

4. Yadav, N., Schulte, M., Glossner, J.: Parallel Saturating Fractional Arithmetic Units. In: 
Proceedings of Ninth Great Lakes Symposium on VLSI, pp. 241–217 (1999) 

5. Gall, D.: MPEG: A Video Compression Standard for Multimedia Applications. Communi-
cations of the ACM 34, 46–58 (1991) 

6. Mitchell, J., Pennebaker, W., Fogg, C., LeGall, D.: MPEG Video Compression Standard. 
Springer Press, Heidelberg (1997) 

7. Marpe, D., Schwarz, H., Wiegand, T.: Context-adaptive binary arithmetic coding in the 
H.264/AVC video compression standard. IEEE Transactions on Circuits and System for 
Video Technology 13, 620–636 (2003) 



404 T.H. Tran, H.-M. Cho, and S.-B. Cho 

8. Lee, B., Fiskiran, M.: PLX: A Fully Subword-Parallel Instruction Set Architecture for Fast 
Scalable Multimedia Processing. In: IEEE International Conference on Multimedia and 
Expo – Conference Proceedings, pp. 117–120 (2002) 

9. Peleq, A., Weiser, U.: MMX Technology Extension to the Intel Architecture. Micro, IEEE, 
42 – 50 (1996) 

10. Luo, Z., Lee, R.: Cost-Effective Multiplication with Enhanced Adders for Multimedia Ap-
plications. In: Proceedings of IEEE International Symposium on Circuits and Systems, 
vol. 1, pp. 651–654 (2000) 



A Parabolic Detection Algorithm Based on
Kernel Density Estimation

Xiaomin Liu, Qi Song, and Peihua Li

School of Computer Science and Technology, Hei Long Jiang University
Harbin, Hei Long Jiang Province, 150080, China

peihualj@hotmail.com

Abstract. The traditional Hough transform needs the edge detection in
advance, so the effect of edge detection influences the final fitting result.
This paper proposes a new method of detecting parabolas using the ker-
nel density estimate based on the theory of Rozenn Dahyot, and extends
this method into the eyelid detection in noisy images and other images
including parabolas. In our paper, the edge detection is not necessary.
On one hand, we not only consider the current points on the parabola,
but also ones around the parabola. Experiments demonstrate that the
proposed algorithm is robust and insensitive to the noise.

Keywords: kernel density estimate, parabolic detection, eyelid detec-
tion, Hough transform.

1 Introduction

With the development of biotechnology, iris recognition has had an increasingly
wide application in all fields, but the issue has arised in the images which are
captured in less constrained environment. Iris recognition technology involves
iris preprocess and iris recognition. Iris preprocess mainly includes iris inner and
outer boundary segmentation and removing the noise. At present, compared
with iris inner and outer boundary segmentation, the method of removing the
noise still has many problems to be solved, and particularly the eyelid affects
the segmentation and recognition of the iris.

The approaches to detect eyelid include: the integro-differential operator based
on the parabolic model [1], edge detection combined with the Hough transform
[2] and shortest path method [3]. The three methods are mainly based on edge
detection or corner point detection, so the edge points affect the final result of
eyelid fitting severely.

Responding to their problems, this paper proposes a new method to detect
eyelids with the kernel density estimate. Rozenn Dahyot used the kernel density
estimate method to detect lines and achieved good results [4]. While determining
whether the point falls into the area of a given line, we not only consider the cur-
rent points, but also consider the contribution of its neighborhood, which avoids
effects of the wrong edge points. This paper takes advantage of Rozenn Dahyot’s
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idea to fit the eyelids, which doesn’t only consider the edge points, but their gra-
dient. According to every point’s gradient and orientations, we can determine
every point’s contribution. Furthermore, the experiments are performed on the
images with lots of noises. Experiment results demonstrate that the proposed
algorithm is robust and insensitive to noisy images.

2 Our Method

First of all, we introduce the concept of the kernel density function briefly. The
kernel model of the parabola is proposed and we illustrate how to set the pa-
rameters of the model. At last the process of our method is introduced.

2.1 Introduction of Kernel Density Function

The kernel density function [5]: when we estimate one point, not only consider
the current point, but also its neighborhood. Moreover the weight of every point
in the neighborhood is different. The weight function given by a kernel function
K satisfies the condition ∫ +∞

−∞
K (x) dx = 1, (1)

where K is a symmetric probability density function, and the kernel estimator
with kernel function K is defined by

f̂ (x) =
1

Nh

N∑
i=1

K

(
x − xi

h

)
, (2)

where h is the window width, also called the smoothing parameter or bandwidth.
Generally choose Gauss function as the kernel.

2.2 Kernel Function Model of Parabola

Given the equation of parabola

f (x) : y = a(x − b)2 + c, (3)

S is the data set and the kernel density function of the parabola is:

p̂a,b,c(a, b, c|S) =
N∑

i=1

Kθ

(
θ − θi

hθi

)
Kx

(
x − xi

hxi

)
Ky

(
y − yi

hyi

)
δ (f(x)) pi, (4)

where Kθ

(
θ−θi

hθi

)
represents the kernel function of gradient, Kx

(
x−xi

hxi

)
repre-

sents the horizontal kernel function, Ky

(
y−yi

hyi

)
represents the vertical kernel

function, and δ (f(x)) represents the Dirac Function [6] of parabolic equation;
pi represents the probability of every data in data set S.
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If by integration with respect to the spatial variables (x, y), the last-written
could convert to the following formula:

p̂a,b,c(a, b, c|S) =
N∑

i=1

Kθ

(
θ − θi

hθi

)
Ri(a, b, c)pi, (5)

where Ri(a, b, c) is the Radon transform [7] of the spatial kernels:

Ri(a, b, c) =
∫ +∞

−∞

∫ +∞

−∞
δ(y − a(x − b)2 − c)Kx

(
x − xi

hxi

)
Ky

(
y − yi

hyi

)
dxdy.

(6)

2.3 Parameters Setting

Because pi is the probability of every data in data set S. Moreover for the images,
the distribution of the pixels is uniform and we have pi = 1

N . Generally speaking,
the kernel function is symmetrical, so we choose the Gauss function as the kernel:

Kθ

(
θ − θi

hθi

)
= N(θi, h

2
θi

) =
√

2πhθi exp

(
−(θ − θi)2

2h2
θi

)
, (7)

Kx

(
x − xi

hxi

)
= N(xi, h

2
xi

) =
√

2πhxi exp
(

−(x − xi)2

2h2
xi

)
, (8)

Ky

(
y − yi

hyi

)
= N(yi, h

2
yi

) =
√

2πhyi exp
(

−(y − yi)2

2h2
yi

)
. (9)

The Radon transform corresponding to the spatial kernels is:

Ri(a, b, c) =
1

2πhxihyi

∫ +∞

−∞
exp

(−(x − xi)2

2h2
xi

)
exp

(−(a(x− b)2 + c − yi)2

2h2
yi

)
dx.

(10)

Because the result of Radon transform contains the improper integral, it could
not obtain analytic expression. Thus we use Gauss-Hermite numerical method
to solve the integral.

In the Eq. (10), the kernel function’s bandwidth determines the scale of Gauss
function and reflects how many neighborhood points are considered and how
much their contributions are.

We can use the adaptive way to choose the horizontal bandwidth hxi and the
vertical bandwidth hyi without any priori conditions. In the experiments, we set
the spatial bandwidth as:

hxi = hyi = 1, ∀i. (11)

According to the gradient bandwidth hθi , we adopt the self-adaptive variable
bandwidth. According to the gradient of every point, we can choose the size of
bandwidth. If the gradient is high, we consider that this point perhaps is the
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edge point and we reduce the bandwidth, otherwise we increase the bandwidth
and accept its neighborhood’s contribution. The bandwidth is expressed as:

hθi =
σ

‖∇Ii‖
, (12)

where σ is a priori value, represents the standard deviation of the noise distri-
bution [4] and we can set it as 0, 20, 50 etc. ‖∇Ii‖ represents the amplitude of
the gradient of the point i and we can compute it as follows:

‖∇Ii‖ = ‖∇I(xi, yi)‖ =
√

I2
x(xi, yi) + I2

y (xi, yi), (13)

where Ix(x, y) and Iy(x, y) represent separately the horizontal and vertical gra-
dients of the pixel i [8].

2.4 Algorithm Flowchart

As shown in Fig. 1. First of all, we compute every pixel’s horizontal and ver-
tical gradients, and calculate each pixel’s amplitude of the gradient ‖∇Ii‖ and
orientation θi. We utilize the kernel formula, search all values of a, b, c and cal-
culate homologous probability of each different a, b, c. At last, we obtain the 3D
probability density function’s peaks, containing the parabolas which we want to
detect.

Compute gradient of each point

Compute the kernel probability 
density

Find peaks of the kernel probability 
density

Fig. 1. Flowchart of our method

3 Experiment Results and Comparisons

This algorithm uses C++ language and runs on PC which is 1.8GHz, Intel Pen-
tium 4 and 2G memory, without any code optimization. This algorithm mainly
contrasts with the traditional Hough transform and the detection effects of the
proposed algorithm are better than it.
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3.1 Upper Eyelid Detection

In the iris preprocess, the eyelid detection is very important. We propose a
eyelid detection method based on the kernel density estimate, which has better
performances than the traditional Hough transform detection.

Algorithm Implement. The proposed algorithm is performed on the sub-
image, which is extracted with the eye detection method. After the inner and
outer boundaries are located, we obtain the outer boundary center (x0, y0) and
radius R. Meanwhile, the range of the three parameters a,b,c is determined,
according to the parabolic equation f (x) : y = a(x − b)2 + c. As shown in Fig. 2,
0.0025 ≤ a ≤ 0.3/R, x0 − R/2 ≤ b ≤ x0 + R/2, y0 − R ≤ c ≤ y0 − R/3 .

Fig. 2. Ranges of a,b,c

Next, we compute every pixel’s horizontal and vertical gradients, and then
calculate every pixel’s amplitude of the gradient ‖∇Ii‖ and orientation θi.

And then we utilize the kernel formula, search all values of a, b, c and calculate
homologous probabilities of different a, b, c. Because of the heavy noise, we obtain
several parabolas, such as, the double eyes and eyelashes etc. So we obtain top 4
parabolas, which contain the maximum 3D probability density function values.
Because the changes of gray levels around the eyelid are apparent, we choose the
parabola from the top 4 parabolas, whose difference of every point’s gray level
along the vertical direction of the parabola is maximum. Fig. 3 shows an example
of our proposed algorithm, where the green parabolas are top 4 parabolas and
the red one is final detection result.

Database and Truth Value. We use the UBIRIS.v2 iris database [9] and this
database includes 500 iris images with lots of noises, where 28 iris images are
close eyes or rotate eyes. Our experiment tests on the left 472 iris images. The
size of the images is 400 ∗ 300.

The truth value is marked by hand and L2 − norm [10] is used to compare
the test value with the truth value. The formula is as follows:

Ei = ‖yt,i − yo,i‖ �
(

1
x2 − x1

∫ x2

x1

(yt,i − yo,i)
2
dx

) 1
2

, (14)
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(a) Original image (b) Sub image of the
eye detection

(c) Top 4 (green
parabolas) and final
detection result (red
parabola)

Fig. 3. The experimental results of the upper eyelid detection

where yt,i represents the truth value of image i and yo,i represents our test value
of image i. The integrating range [x1, x2] is based on the range of truth. The
average error of 472 images is calculated as follows:

E =
1
N

N∑
i=1

‖yt,i − yo,i‖, (15)

where N denotes the number of images.

Contrast Result. Our algorithm is compared with the improved Hough trans-
form. The difference between the improved Hough transform and the traditional
Hough transform is that the former parabola is chosen from the top 4 parabo-
las, whose difference of each point’s gray level along the vertical direction of the
parabola is maximum. In the Sobel operator, we choose the different percentage
of the edge points to get the following detection results.

3.2 Other Applications

From the physics point of view, parabolic-type structure has favorable compres-
sive capacity, so the parabolic-type structure is widely used in the construction

Table 1. Errors for upper eyelid localization

Method Percentage Average errors (pixels)
Our method 18.13
Sobel+Hough 0.6 20.14
Sobel+Hough 0.4 20.03
Sobel+Hough 0.2 20.47
Sobel+Hough 0.01 29.71
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. The detection results of the kernel density estimate and Hough

design. Our experiments are performed on the images of the bridge arc and the
tunnel, shown in Fig. 4,where (a), (e) are the results of the kernel density esti-
mate, (b), (f) are the results of the Hough transform with 10 percent edge points,
(c), (g) are the results of the Hough transform with 50 percent edge points and
(d), (h) are the results of the Hough transform with 90 percent edge points.

4 Conclusion

This paper proposes a new method to detect parabolas with kernel density es-
timate, and we extend it to detect eyelids in the iris images with heavy noise.
The experiment shows that this method is better than the traditional Hough
transform. In the kernel density estimate, the edge detection is not necessary, so
this method avoids the issues of coming from edge detection error or threshold
picking. What’s more, our method is general and is applied to many fields. And
we can make use of the method to detect the eyelid in the iris preprocess, and
also detect the circles, ellipses and conics. Our future work is to detect other
conics with kernel density estimate and is used in practice.
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Abstract. IEEE recently standardized 802.21-2008 Media Independent
Handover (MIH) standard. MIH is a key milestone toward the evolution
of integrated heterogeneous 4G wireless networks. MIH provides number
of link layer events in a unified way that facilitate upper layer proto-
cols in making handover decisions. One such event is Link Going Down
(LGD) trigger. LGD is a predictive event that is generated when link con-
ditions are expected to degrade in near future. Traditionally such link
quality degradations and connectivity losses are predicted on the basis
of a single parameter only i.e. received signal strength. However, in vary-
ing wireless conditions, simple predictions relying on single link layer
parameter may generate false LGD triggers. This false triggering may
initiate unnecessary handovers that rather than facilitating upper layer
mobility management protocols, may cause overhead and may degrade
the overall network performance. In this paper, we present an intelligent
model for generating MIH LGD trigger reliably. In our implementation,
we used ’Time Delay Neural Networks (TDNN)’ approach using multiple
link layer parameters for LGD predictions. We also analyzed the predic-
tion accuracy and the feasibility of using such intelligent technique for
mobile devices.

Keywords: Mobility Management, Vertical Handovers, IEEE 802.21-
2008 MIH, LGD Trigger, IEEE 802.11u, TDNN, FFNN.

1 Introduction

Multihomed mobile devices with different network interfaces have received sig-
nificant attention. To enable users to move from one access network to another
many mobility management protocols have been proposed. These protocols op-
erate at layer-3 or above of the networking protocol stack and often use link layer
information to make efficient handover decisions. IEEE 802.21-2008 Media Inde-
pendent Handover (MIH) Standard provides this link layer intelligence to upper
layer mobility management protocols in a media independent, seamless and ef-
ficient manner [1]. MIH provides the information through MIH event, command
and information services. One such event is Link Going Down (LGD) event that
helps to timely initiate the handover procedure thus reducing handover latency

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 413–422, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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and packet losses during handovers. MIH standard defines it as a predictive event
that estimates the expected link behavior on the basis of past and current link
behavior. However standard does not define any algorithm to predict this Link
Going Down event. Mobility management protocols can initiate exchange of the
handover control messages upon reception of LGD trigger. So false triggering
of LGD event can initiate unnecessary handovers thus can cause overhead. So,
there is a need to generate this LGD trigger intelligently.

Most of the research efforts regarding IEEE 802.21 MIH discuss the use of
MIH services for handover decision making. So far little work has been done
on exploring the issues and problems related to the MIH itself. Timely effective
handover mechanism using MIH primitives have been discussed in [3]. Implemen-
tation and performance study of 802.21 has been described in [4]. Prediction of
LGD event using least mean square technique has been discussed in [5]. To the
best of our knowledge, so far no work has been done regarding LGD predictions
using intelligent techniques. We used artificial neural network techniques to train
our prediction module over varying link conditions and connectivity status. Af-
ter learning the link behavior, trained neural networks are used for accurate and
timely triggering of LGD trigger. We also evaluated the prediction accuracy as
well as the feasibility of using such intelligent technique for the resource limited
mobile devices.

Rest of the paper is organized as follows: Section 2 briefly describes the MIH
standard, Link Going Down trigger, its advantages and related issues. Section
3 explains our intelligent prediction model for generating LGD trigger. Section
4 describes our experimentation setup. Section 5 evaluates the results of our
experimental implementation and the feasibility of this intelligent model for
mobile devices. In the end, section 6 concludes the paper.

2 IEEE 802.21-2008 MIH Standard and Link Going
Down Trigger

IEEE 802.21-2008 MIH (Media Independent Handover) standard defines the
mechanisms and necessary support to optimize the handover process of mobile
nodes between IEEE 802 family of networks, 3GPP and 3GPP2 cellular net-
works. In order to provide link layer intelligence to upper layer mobility man-
agement protocols, MIH defines a logical entity Media Independent Handover
Function (MIHF) in the protocol stack. MIHF receives information from link
layers and provides it to the upper layers thus, hiding link specific complexities
from the upper layers. Entity using this information is called the MIH User.
MIH User can be a Handover Decision Algorithm [6] or any Layer-3 and above
mobility management protocol, such as Mobile IP variants [7], TCP-Migrate [8],
or EMF [9].

One of the services provided by MIHF is Media Independent Event Service
that informs about changes in the local as well as remote link layer properties
in the form of link events or triggers. These triggers include i) Link Detected, ii)
Link Up, iii) Link Going Down, iv) Link Down, etc. Link Going Down (LGD) is
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a predictive event that indicates the likelihood of link connectivity failure in near
future due to degraded link conditions. Prediction of this possible disconnectivity
is based on the past and present conditions of link parameters e.g. link quality,
signal strength, etc. LGD event indicates that mobile node is moving away from
the current access network and may soon be out of the coverage area of this
network. Mobility management protocols such as mobile IP can significantly
improve their performance using timely triggering of LGD event. This make
before break can significantly reduce the handover latency, decrease packet loss
ratio during handover and hence improve the user experience while on the move.
An MIH compliant link can generate this event using some predictive algorithm
that predicts the future link conditions and infers whether link connectivity will
be maintained or not.

LGD trigger indicates the expectation that the link will go down in near fu-
ture. However, link is not down yet. Handover is a costly process that involves
exchange of multiple control messages at different layers of protocol stack. False
LGD triggers may initiate unnecessary link layer authentication and associa-
tion messages, IP address acquisition messages, mobility management control
messages, etc. and thus may cause overhead. Therefore a mechanism is required
that can generate LGD triggers intelligently thus minimizing the chances of false
LGD triggering. Our proposed intelligent prediction model takes into account
multiple link parameters, learn behavior of these parameters under varying link
conditions. Then the model infers connectivity status for upper layer applica-
tions. If applications are expected to loose link connectivity under predicted link
conditions, only then LGD trigger is generated.

MIH also defines new link layer service access points to get link specific in-
formation from the corresponding link technologies. MIH specific amendments
for IEEE 802.11 (WiFi) are being defined as IEEE 802.11u [2]. Our proposed
LGD prediction module resides in the local Station Management Entity (SME)
of 802.11u management plane as depicted in figure 1. SME monitors local link
conditions and generates MS SME-Link-Down-Prediction.indication message for
the MAC State Generic Convergence Function (MSGCF). MSGCF then gener-
ates MSGCF-ESS-Link-Going-Down.indication message that is equivalent to the
Link-Going-Down.indication message of link layer and passes it to the MIHF.
MIHF on reception of this message checks whether there is some subscription
for this event from any MIH user or not. If there is a subscription, then MIHF
generates the MIH-Link-Going-Down.indication message to the MIH users that
in turn, can take necessary handover decision.

3 Intelligent Prediction Model for LGD Trigger

Artificial Neural Networks (ANN) are information processing systems that are
developed as generalization of mathematical models of human cognition. In our
intelligent model, we used two types of neural networks i.e. Time Delay Neural
Network (TDNN) and Feed-Forward Neural Network (FFNN). Both networks
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Fig. 1. LGD Prediction Module for IEEE 802.11u

Fig. 2. Prediction Model for LGD

are first trained to learn the connectivity status under varying link conditions.
Then TDNN is used for predicting future link conditions and FFNN is used to
determine that with these predicted conditions, whether upper layer connectivity
will be maintained or not. This model is depicted in figure 2.

3.1 Using Time Delay Neural Network

A TDNN is a temporal network with its input patterns successively delayed in
time [10]. We use TDNN for the prediction of future conditions of link parameters
based on the past and current values of these parameters. First, TDNN is trained
over the training data consisting of real measurements of link parameters. The
future link values are kept as the target for this training. To test the accuracy
of trained TDNN, a window of past values of link parameters from test data set
is input to the TDNN and future values of these parameters are predicted. These
predictions can be termed as discrete in time because, we predict a certain number
of samples of link parameters that are 200 msec apart from each other in time.

Output of TDNN y(t) at time t depends upon the input values x(t) at times
(t-1), (t-2), ......, (t-n). Here n is the number of delayed samples (window size)
of link parameters.

y(t) = f(x(t − 1), x(t − 2), ...., x(t − n))
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Fig. 3. Estimating future link conditions using TDNN

Similarly for predicting next value, we take currently predicted output y(t)
as current input, coupled with (n-1) delayed samples, and predict the values of
next sample y(t+1) of link parameters.

y(t + 1) = f(y(t), x(t − 1), x(t − 2), ...., x(t − n − 1))
y(t + 2) = f(y(t + 1), y(t), x(t − 1), x(t − 2), ...., x(t − n − 2))
....
y(t+m) = f(y(t+m−1), y(t+m−2), ...., y(t), x(t−1), x(t−2), ...., x(t−n−m))

This prediction process is depicted in figure 3. Now we have m number of pre-
dicted samples of future condition of link parameters. These predicted samples
are input to the FFNN for deciding about the connectivity status.

3.2 Using Feed-Forward Neural Network

In FFNN, signals flow from input unit to output unit in forward direction. As
part of training process, a back-propagation function is used to minimize the
error [11]. For training the FFNN classifier, we have provided link parameter
samples x(t), and train FFNN to learn the connectivity status C(t) under these
link conditions. In this way, FFNN network learns that under what link condi-
tions upper layers experience the link connectivity and under what conditions
upper layers loose the connectivity. In our experiments, a link parameter sample
x(t) taken at time t is 4-tuple:

x(t) = {v1(t), v2(t), v3(t), v4(t)}

Here v1 = SignalLevel, v2 = NoiseLevel, v3 = LinkQuality & v4 = BitRate
Let upper layer connectivity status C(t) at time t is the function of these link

parameters:

C(t) = f(x(t)) = f({v1(t), v2(t), v3(t), v4(t)})
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We have used ICMP (Internet Control Message Protocol) traffic as upper layer
traffic. Reception of ICMP message means that upper layer has the connectivity
and drop of ICMP packet means that application has lost the connectivity. After
learning the link behavior, we provide the predicted link parameters from TDNN
as input to the FFNN to classify that under these predicted link conditions,
whether connectivity C(t) will be retained or not. For each predicted sample
y(t), FFNN classifies the connectivity as predicted connectivity status Cp(t).
Average of these predicted Cp(t) decides whether the LGD event should be
triggered or not.

CAvg(t) = 1
m

m∑
i=1

Cp(ti)

CAvg(t) =
{

Connectivity Lost; CAvg(t) > 0.5
Connectivity Maintained; CAvg(t) ≤ 0.5

if(CAvg(t) > 0.5), Then ′Trigger LGD Event′, Else ′Ignore′

4 Experimental Setup

Following are the steps to evaluate the proposed prediction model:

1. Capture link parameter values along with upper layer connectivity status.
2. Preprocess the captured data. Filter out irrelevant details.
3. Train neural networks to learn link behavior and connectivity status in vary-

ing link conditions.
4. Deploy trained neural networks in prediction model. Using real time captured

values, predict future values of link parameters. And predict whether under
these predicted link conditions connectivity will be maintained or lost.

In these experiments, we have used ZyXel P-320W IEEE 802.11g Wireless
Firewall Router that also acts as wireless Access Point (AP). Laptop with Fedora
Core-9 Linux is used as mobile node with Intel Celeron 2.0GHz microprocessor
and 512 MB DDR having AR 242x802.11abg WLAN Adapter with Madwifi
driver. We capture real data of IEEE 802.11 link parameters using Wireless Tools
(WT) for Linux. To associate the link parameters with upper layer connectivity,
we have modified the source code of Linux Ping command. We periodically
capture link conditions with period equal to the Ping interval. This way we have
recorded link conditions under which upper layer packets are received as well as
link conditions under which upper layer packets are dropped. We have simulated
varying link conditions by changing mobile node’s location and mobility patterns
as depicted in figure 4.

All captured data is logged for further processing and analysis. Before provid-
ing this data to train the neural networks, we filter unnecessary parameters that
either don’t change their behavior during the experiments or increase monoton-
ically such as sequence numbers and counter values. After filtering process, four
link parameters i.e. signal level, noise level, link quality and bit rate along with
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Fig. 4. Movement Pattern of MN

corresponding connectivity status of the link are chosen as input for learning
and prediction modules.

Matlab R2008a is used to implement the neural networks. Captured data is
divided into two sets; one is training data set and other is test data set. Training
data set is used to train both the TDNN and FFNN. For testing the correctness
of trained model we input test data to the TDNN. In different experiments,
a variable number of samples (window size) of live data of link parameters is
passed to the trained TDNN for predicting a certain number of future samples
of link parameters. The output of this step is the predicted samples that are
input to FFNN to decide the connectivity status.

We have used two hidden layers for each of the network with 5 neurons in layer-
1 and 3 neurons in layer-2. We have used trainlm for our network’s training func-
tion thatupdatesweightandbias valuesusingLevenberg-Marquardtoptimization.
Other functions that are used for these experiments are learngdm (Gradient De-
scent with Momentum) as learning function, tansig (Hyperbolic Tangent Sigmoid)
as transfer function at hidden layer-1 and purlin (pure linear) as transfer function
at hidden layer-2 and mse (Mean Squared Error) as performance function.

Considering the limited resources of mobile devices in terms of computation,
memory space and battery life, we have performed the training of neural net-
works offline. Then trained neural networks are ported to mobile nodes for real
time predictions. Predictions and classification using trained networks is less
computation intensive and requires little memory space to make the decisions
thus rendering this predictive model feasible for mobile nodes. Moreover we are
using statically trained neural networks that also save the periodic computation
cost of adaptive learning. Even with these statically trained neural networks we
achieved moderate to high accuracy in our experiments.

5 Performance Analysis of Proposed Model

We have conducted large number of experiments with window sizes of 10, 20, 30,
40, 50, 60, 70, 80, 90,& 100 delayed samples and predictednext 2, 4, 6, 8, 10 samples
for each of these window sizes and experimented with 5 different test data sets.
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Fig. 5. Prediction Accuracy Table

Fig. 6. Time Cost & Gain of LGD Prediction

5.1 Degree of Prediction Accuracy and Time Cost

Figure 5 depicts the summary of results of link going down prediction accuracy.
Results show the dependence of prediction accuracy upon the number of delayed
samples (window size) given as input for prediction and the number of future
samples being predicted. Results show that a 100% accuracy in predicting the
LGD trigger is achieved for window sizes of 40 & 50 samples. It means that
a moderate number of previous samples (in our experiments 40 to 50 samples
i.e. data of last 8 to 10 seconds respectively) is sufficient to predict the LGD
trigger with a high degree of accuracy. Too small number of delayed values do
not provide enough information to predict the LGD trigger correctly. Similarly
too large number of delayed values also cause to effect the correct prediction of
LGD trigger. As last 40 and 50 delayed samples both give 100% accuracy but
computation cost and memory requirements for 50 delayed samples is higher
therefore, we recommend to use the data of last 8 seconds for efficient and
effective LGD predictions.

Prediction accuracy is highest when we make the decision on the basis of next
10 predicted samples (2 seconds time interval). However with window size 40
and 50 we have 100% accuracy for both next 8 samples and for next 10 samples.
Although computation cost of making prediction for next 8 samples is less than
that of making prediction for next 10 samples however, we recommend to use
the prediction of next 10 samples. The reason for this recommendation is the
time gain that a mobile node can have for the time interval of next 10 samples.
Figure 6 shows the computation cost of parameter estimation and classification
process for the next 8 and 10 samples for the case when 40 delayed samples
(previous 8 seconds data) are used. Table shows that we can have a time gain
of up to 1350 msec, which enables a mobile node to take handover decision with
good reliability 1350 msec before the actual link down. This time is sufficient
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for establishing link layer and network layer connectivity as well as exchanging
appropriate mobility management control messages.

5.2 Runtime Memory Requirement for Prediction Process

Predictions using trained TDNN and the subsequent classification using trained
FFNN involves simply the matrix multiplications. Now we determine the mem-
ory requirement for real time predictions using trained TDNN and FFNN for
our model using following relationship:

Number of variables required = v + a × (v + 1) + b × (a + 1) + c × (b + 1)
Or · · · = v × (1 + a) + a × (1 + b) + b × (1 + c) + c

Here v is the number of input parameters, a is the number of neurons in
layer-1, b is the number of neurons in layer-2, & c is the number of outputs.

For prediction using TDNN: After experimental results, we recommend 40
delayed samples for TDNN and each sample is 4-tuple, thus v = 4 × 40 = 160
a = 5, b = 3 and c = number of parameters in predicted sample = 4
Number of variables required = 160+5(161)+3(6)+4(4) = 999×4 = 3996 bytes

For classification using FFNN: v = number of input parameters to FFNN
= numbers of output parameter of TDNN = 4
a = 5, b = 3 and c = connectivity status = 1
Number of variables required = 4 + 5(5) + 3(6) + 1(4) = 51 × 4 = 204 bytes

Hence total minimum memory required for our prediction model is 3996 +
204 = 4200 bytes. Considering the available memory in current mobile nodes
i.e. laptops and smart phones this memory requirement is not too large, hence
making our model feasible for mobile devices.

6 Conclusion

In this paper, we proposed an intelligent prediction model for generating IEEE
802.21-2008 Media Independent Handover (MIH) Link Going Down (LGD) trig-
ger. We used Time Delay Neural Network (TDNN) for estimating the future
values of link parameters and Feed-Forward Neural Network (FFNN) to identify
whether link connectivity will be maintained or lost in near future. We performed
experiments by capturing link parameters data from IEEE 802.11 interface along
with the upper layer connectivity status. Then we trained neural networks on
training data set. After training, we validated the performance of link parameter
estimation and LGD prediction using test data set. Using the link parameters
data of previous 8 to 10 seconds and then predicting for the next 2 second’s
link conditions, we have been able to predict the LGD event with high accuracy.
We also analyzed the computation cost and memory requirement cost for the
implementation of our intelligent prediction model in mobile devices.
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Abstract. The ideas of using geographically distributed resources in a secure
way (Network-Internet/Grid computing), providing self-management capabilities
(Autonomic computing), quantifying and billing computing costs (Utility comput-
ing), in order to perform specific modular applications (web services), have been
grouped altogether into the concept of Cloud computing.

Only commercial Cloud solutions have been implemented so far, offering
computing resources and (web) services for renting. Some interesting projects,
such as Nimbus, OpenNEbula, Reservoir, work on Cloud. One of their aims is to
provide a Cloud infrastructure able to provide and share resources and services
for scientific purposes. The encouraging results of Volunteer computing projects
such as SETI@home and FOLDING@home and the great flexibility and power
of the emergent Cloud technology, suggested us to address our research efforts
towards a combined new computing paradigm we named Cloud@Home, merg-
ing the benefits and overcoming the weaknesses of both the original computing
paradigms.

In this paper we present the Cloud@Home paradigm, describing its contribu-
tion to the actual state of the art on the topic of distributed and Cloud
computing. We thus detail the functional architecture and the core structure im-
plementing such a new paradigm, demonstrating how it is really possible to build
up a Cloud@Home infrastructure.

1 Introduction and Motivation

Cloud computing is derived from the service-centric perspective that is quickly and
widely spreading on the IT world. From this perspective, all capabilities and resources
of a Cloud (usually geographically distributed) are provided to users as a service, to
be accessed through the Internet without any specific knowledge of, expertise with, or
control over the underlying technology infrastructure that supports them.

Cloud computing is strictly related to service oriented science [1], service comput-
ing [2] and IT as a service (ITAAS) [3], a generic term that includes: platform AAS,
software AAS, infrastructure AAS, data AAS , security AAS, business process man-
agement AAS and so on.

It offers a user-centric interface that acts as a unique, user friendly, point of access for
users’ needs and requirements. Moreover, Cloud computing provides on-demand ser-
vice provision, QoS guaranteed offer, and autonomous system for managing hardware,
software and data transparently to users [4].

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 423–432, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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In order to achieve such goals it is necessary to implement a level of abstraction
of physical resources, uniforming their interfaces and providing means for their man-
agement, adaptively to user requirements. This is done through virtualizations, service
mashups (Web 2.0) and service oriented architectures (SOA). The development and the
success of Cloud computing is due to the maturity reached by such technologies. These
factors made realistic the L. Kleinrock outlook of computing as the 5th utility [5], like
gas, water, electricity and telephone.

Virtualization allows to execute a software version of a hardware machine into a host
system, in an isolated way. It “homogenizes” resources: problems of compatibility are
overcome by providing heterogeneous hosts of a distributed computing environment
(the Cloud) with the same virtual machine.

The Web 2.0 [6] provides an interesting way to interface Cloud services, implementing
service mashup. It is mainly based on an evolution of JavaScript with improved language
constructs (late binding, clousers, lambda functions, etc) and AJAX interactions.

The Service Oriented Architecture (SOA) is a paradigm that defines standard
interfaces and protocols that allow developers to encapsulate information tools as ser-
vices that clients can access without knowledge of, or control over, their internal
workings [1].

A great interest on Cloud computing has been manifested from both academic and
private research centers, and numerous projects from industry and academia have been
proposed. In commercial contexts, among the others we highlight: Amazon Elastic
Compute Cloud, IBMs Blue Cloud, Sun Microsystems Network.com, Microsoft Azure
Services Platform, Dell Cloud computing solutions. There are also several scientific
activities, such as: Reservoir [7], Nimbus-Stratus-Wispy-Kupa [8] and OpenNEbula
[9]. All of them support and provide an on-demand computing paradigm, in the sense
that a user submits his/her requests to the Cloud that remotely, in a distributed fash-
ion, processes them and gives back the results. This client-server model well fits aims
and scopes of commercial Clouds: the business. But, on the other hand, it represents a
restriction for scientific Clouds, that have a view closer to Volunteer computing.

Volunteer computing (also called Peer-to-Peer computing, Global computing or Pub-
lic computing) uses computers volunteered by their owners, as a source of comput-
ing power and storage to provide distributed scientific computing [10]. It is behind the
“@home” philosophy of sharing network connected resources for supporting
distributed computing.

We believe the Cloud computing paradigm is applicable also at lower scales, from
the single contributing user, that shares his/her desktop, to research groups, public ad-
ministrations, social communities, small and medium enterprises, which make available
their distributed computing resources to the Cloud. Both free sharing and pay-per-use
models can be easily adopted in such scenarios.

From the utility point of view, the rise of the “techno-utility complex” and the corre-
sponding increase of computing resources demand, in some cases growing dramatically
faster than Moore’s Law as predicted by the Sun CTO Greg Papadopoulos in the red
shift theory for IT [11], could bring, in a close future, towards an oligarchy, a lobby
or a trust of few big companies controlling the whole computing resources market. To
avoid such pessimistic but achievable scenario, we suggest to address the problem in a
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different way: instead of building costly private data centers, that the Google CEO Eric
Schmidt likes to compare to the prohibitively expensive cyclotrons [12], we propose
a more “democratic” form of Cloud computing, in which the computing resources of
single users accessing the Cloud can be shared with the others, in order to contribute to
the elaboration of complex problems.

Since this paradigm is very similar to the Volunteer computing one, it can be named
Cloud@Home. Both hardware and software compatibility limitations and restrictions
of Volunteer computing can be solved in Cloud computing environments, allowing to
share both hardware and software resources or services.

The Cloud@Home paradigm could be also applied to commercial Clouds, establish-
ing an open computing-utility market where users can both buy and sell their services.
Since the computing power can be described by a “long-tailed” distribution, in which a
high-amplitude population (Cloud providers and commercial data centers) is followed
by a low-amplitude population (small data centers and private users) which gradually
“tails off” asymptotically, Cloud@Home can catch the Long Tail effect [13], providing
similar or higher computing capabilities than commercial providers’ data centers, by
grouping small computing resources from many single contributors.

In the following we demonstrate how it is possible to make real all these aims through
the Cloud@Home paradigm. Thus, in section 2 we describe the functional architecture
of the Cloud@Home infrastructure, and in section 3 we characterize the blocks im-
plementing the functions previously identified into the Cloud@Home core structure.
With section 4 we conclude the paper recapitulating our work and discussing about
challenges and future work.

2 Cloud@Home Overview

A possible Cloud@Home architecture is shown in Fig. 1, identifying three hierarchical
layers: frontend, virtual and physical. A user can interact with the Cloud through the
consumer host after authenticating him/herself into the system. The main enhancement
of Cloud@Home is that a host can be at the same time both contributing and consumer
host, establishing a symbiotic mutual interaction with the Cloud.

Physical Layer

Frontend Layer

Contributing HostContributing HostContributing Host

Virtual Layer

VM VM 

Hypervisor

VM VM 

Hypervisor

VM VM 

Hypervisor

Frontend Layer

C@H FSC@H FS C@H FSTorrent Torrent

Cloud@Home Storage

Secure Channel

Web 2.0
Frontend 

Client
Low level 

Web REST/
SOAP

PKI

Consumer Host

C@H
Remote 

Disk

C@H  
VM 

Fig. 1. Basic architecture of Cloud@Home
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2.1 Frontend Layer

The Cloud@Home frontend layer is responsible for the resources and services manage-
ment (enrolling, discovery, allocation, coordination, monitoring, scheduling, etc) from
the global Cloud system’s perspective. The frontend layer provides tools for translat-
ing end-user requirements into physical resources’ demand, also considering QoS/SLA
constraints, if specified by the user. Moreover, in commercial Clouds, it must be able to
negotiate the QoS policy to be applied (SLA), therefore monitoring for its fulfillment
and, in case of unsatisfactory results, adapting the computing workflow to such QoS
requirements.

If the available Cloud’s resources and services can not satisfy the requirements, the
frontend layer provides mechanisms for requesting further resources and services to
other Clouds, both open and/or commercial. In other words, the Cloud@Home fron-
tend layer implements the interoperability among Clouds, also checking for services’
reliability and availability. In order to improve reliability and availability of services and
resources, especially if QoS policies and constraints have been specified, it is necessary
introduce redundancy.

The frontend layer is split into two parts, as shown in Fig. 1: the server side, imple-
menting the resources management and related problems, and the light client side, only
providing mechanisms and tools for authenticating, accessing and interacting with the
Cloud.

In a widely distributed system, globally spread around the world, the knowledge of
resources’ accesses and uses assumes great importance. To access and use the Cloud
services a user first authenticates him/herself and then specifies whether he/she wants
to make available his/her resources and services for sharing, or he/she only uses the
Cloud resources for computing. The frontend layer provides means, tools and policies
for managing users. The best mechanism to achieve secure authentications is the Public
Keys Infrastructure (PKI) [14], better if combined with smartcard devices that, through
a trusted certification authority, ensure the user identification.

Referring to Fig. 1, three alternative solutions can be offered by the frontend layer
for accessing a Cloud: a) Cloud@Home frontend client, b) Web 2.0 user interface and
c) low level Web interface (directly specifying REST or SOAP queries). These also
provide mechanisms for customizing user applications by composing services (service
mashup and SOA) and submitting own services.

2.2 Virtual Layer

The virtualization of physical resources offers end-users a homogeneous view of
Cloud’s services and resources. Two basic services are provided by the virtual layer
to the frontend layer and, consequently, to the end-user: execution and storage services.
The execution service is the tool provided by the virtual layer for creating and manag-
ing virtual machines. A user, sharing his/her resources within a Cloud@Home, allows
the other users of the Cloud to execute and manage virtual machines locally at his/her
node, according to policies and constraints negotiated and monitored at the frontend
layer. In this way, a Cloud of virtual machine’s executors is established, where virtual
machines can migrate or can be replicated in order to achieve reliability, availability and
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QoS targets. As shown in Fig. 1, from the end-user point of view an execution Cloud
is seen as a set of virtual machines available and ready-to-use. The virtual machines’
isolation implements protection and therefore security. This security is ensured by the
hypervisor that runs the virtual machine’s code in an isolated scope, similarly to a sand-
box, without affecting the local host environment. The storage service implements a
storage system distributed across the storage hardware resources composing the Cloud,
highly independent of them since data and files are replicated according to QoS poli-
cies and requirements to be satisfied. From the end-user point of view, a storage Cloud
appears as a locally mounted remote disk, similarly to a Network File System or a Net-
work Storage. The tools, libraries and API for interfacing end-user and storage Clouds
are provided to user by the frontend client, but are implemented at virtual and physical
layers.

2.3 Physical Layer

The physical layer is composed of a “cloud” of generic nodes and/or devices geo-
graphically distributed across the Internet. They provide to the upper virtual layer both
physical resources for implementing execution and storage services and mechanisms
and tools for locally managing such resources. Cloud@Home negotiates with users that
want to join a Cloud about his/her contribution. This mechanism involves the physi-
cal layer that provides tools for reserving physical execution and/or storage resources
for the Cloud, and monitors these resources, such that constraints, requirements and
policies thus specified are not violated. This ensures reliability and availability of phys-
ical resources, avoiding to overload the local system and therefore reducing the risk of
crashes.

To implement the execution service in a generic device or to enroll it into an exe-
cution Cloud, the device must have a hypervisor ready to allocate and run virtual ma-
chines, as shown in Fig. 1. If a storage service is installed into the device, a portion of
the local storage system must be dedicated for hosting the Cloud data. In such cases,
the Cloud@Home file system has to be installed into the devices’ shared storage space.

At physical layer it is necessary to implement data security (integrity and confiden-
tiality) also ensuring that stored data cannot be accessed by who physically hosts them.
We propose to combine the inviolability of the asymmetric cryptography and the per-
formance of the symmetric one: data are firstly encrypted by the symmetric key, and
then stored into the selected host with the symmetric key encrypted by the user private
key. Since the data stored in a Cloud@Home storage are encrypted, a higher perfor-
mance protocol, such as BitTorrent [15] can be used for transferring data. A secure
channel such as SSH, TLS, IPSEC and the like is required for sending and receiving
non-encrypted messages and data to/from remote hosts.

3 Cloud@Home Core Architecture

Once the functional architecture of Cloud@Home has been introduced, in Fig. 2 we
characterize the blocks implementing the functions thus identified, the core structure of
the overall system implementing the Cloud@Home server-side, subdivided into man-
agement and resource subsystems.
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3.1 Management Subsystem

In order to enroll and manage the distributed resources and services of a Cloud, provid-
ing a unique point of access them, it is necessary to adopt a centralized approach that
is implemented by the management subsystem. It is composed of four parts: the user
frontend (UF), the Cloud broker, the resource engine and the policy manager.

The user frontend provides tools for Cloud@Home-User interactions. Incoming re-
quests are transferred to the blocks composing the underlying layer (resource engine,
Cloud broker and policy manager) for processing. An important task carried out by the
user frontend is the Clouds interoperability, implemented by point-to-point connect-
ing the user frontend of the Clouds wishing to interoperate. In case one of the Clouds
does not have the Cloud@Home core structure of Fig. 2, it is necessary to translate
the requests between Cloud@Home and foreign Clouds formats, task delegated by the
user frontend to the Cloud broker. The Cloud broker collects and manages information
about the available Clouds and the services they provide (both functional and non-
functional parameters, such as QoS, costs, reliability, request formats’ specifications
for Cloud@Home-foreign Clouds translations, etc).

The policy manager provides and implements the Cloud’s access facilities. This task
falls into the security scope of identification, authentication, identity and permission
management. To achieve this target, the policy manager uses an infrastructure based on
PKI, smartcard devices and Certification Authority. The policy manager also manages
the information about users’ QoS policies and requirements.

The resource engine is the hearth of Cloud@Home. It is responsible for the re-
sources’ management, the equivalent of a Grid resource broker in a broader Cloud
environment. To meet this goal, the resource engine applies a hierarchical policy. It
operates at higher level, in a centralized way, indexing all the resources of the Cloud.
Incoming requests are delegated to VM schedulers or storage masters that, in a dis-
tributed fashion, manage the computing or storage resources respectively, coordinated
by the resource engine.



Cloud@Home: Bridging the Gap between Volunteer and Cloud Computing 429

Cloud@Home

End-User

Policy 
Manager

5b. Inter-Clouds 
Resource Discovery

5a. SLA

4. QoS ReqsC@H UF
1. User Authentication

3. Reqs/SLA

End-User 
Host

2. Authenticate
User

Cloud
Broker

Resource
Engine

5a. SLA

5. SLA
VM Scheduler / 
Storage Master

VM Scheduler / 
Storage Master

VM/Chunk
Provider

VM/Chunk
Provider

VM/Chunk
Provider

5b. Resource Discovery

Fig. 3. Cloud@Home End-User Negotiation

Cloud@Home

Contributing
User

Policy 
Manager

5. Find/Create 
VM Scheduler/
Storage Master

4a. Resource Registration
C@H UF

1. User Authentication

VM Scheduler / 
Storage Master

3. Registration
Request

2. Authenticate
User

8. Associate Resource

Resource
Engine

Contributing 
User Host 7. Ack

4b. Resource 
Contribution

Policies

6. Resource 
Policies 

Fig. 4. Cloud@Home Resource Setup

In order to manage QoS policies and to perform the resources discovery, the resource
engine collaborates with both Cloud broker and policy manager, as depicted in Fig. 3
showing the step-by-step interactions among such blocks. After authenticating into the
system (steps 1 and 2), an end-user specifies his/her requirements (step 3), saved by
the policy manager (step 4). Then, a negotiation between the two parties is triggered
(step 5), iteratively interacting with the end-user till an agreement is met (SLA). This
task is split into two parallel subtasks: the former (step 5a), performed by the policy
manager under the supervision of the resource engine, estimates and evaluates the QoS
requirements of the request; the latter (step 5b), performed by the resource engine,
discovers resources and services to be used. Both subtasks can require the collaboration
of the Cloud broker, that looks for other Clouds able to provide resources and services
to satisfy SLA/QoS requirements.

Fig. 4 shows the interaction between a contributing user, that wants to provide his/her
resources to a Cloud, and the Cloud@Home management system. A user, authenticated
by the Cloud’s policy manager (steps 1 and 2), sends a request for registering resources
and services to the user frontend (step 3), also specifying policies for using them. It
sorts the request at the resource engine (step 4a), and constraints and policies at the pol-
icy manager (step 4b). After that, the resource engine searches for a VM scheduler or
a storage master to which such resources/services have to be assigned (step 5), collab-
orating with the policy manager. It can also create a new VM scheduler/storage master
if the search results obtained do not satisfy the requirements.
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Once the scheduler/master is identified the policy manager contacts it for exchang-
ing policies and specifications of the resources. Then the resource engine sends the
acknowledgement and the scheduler/master reference to the contributing host (step 7),
that signals its availability and actual status (step 8).

3.2 Resource Subsystem

The resource subsystem contains all the blocks implementing the local and distributed
management functionalities of Cloud@Home. This subsystem can be logically split
into two parts according to the service offered: the execution Cloud and the storage
Cloud. The management subsystem merges them providing a unique Cloud that can
offer both execution and/or storage services. The execution Cloud provides tools for
managing virtual machines according to users’ requests and requirements coming from
the management subsystem. It is composed of four blocks: VM scheduler, VM provider,
resource monitor and hypervisor.

The VM Scheduler is a peripheral resource broker of the Cloud@Home infrastruc-
ture, to which the resource engine delegates the management of computing/execution
resources and services of the Cloud. It establishes what, where, when and how allocate
a VM, moreover it is responsible for moving and managing VM services. From the end-
user point of view a VM is allocated somewhere on the Cloud, therefore its migration
is transparent for the end-user that is not aware of any VM migration mechanism. The
association between resources and scheduler is made locally, as shown in Fig. 4. Since
a scheduler can become a bottleneck if the system grows, to avoid the congestion fur-
ther decentralized and distributed scheduling algorithms (hierarchical, with replication,
autonomic, etc) can be implemented.

The VM provider, the resource monitor and the hypervisor are responsible for man-
aging a VM locally to a physical resource. A VM provider exports functions for al-
locating, managing, migrating and destroying a virtual machine on the corresponding
host. The resource monitor allows to take under control the local computing resources,
according to requirements and constraints negotiated in the setup phase with the con-
tributing user. If during a virtual machine execution local resources crashes or becomes
insufficient to keep running the virtual machine, the resource monitor asks the scheduler
to migrate the VM elsewhere.
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Fig. 5 depicts the process of requesting and allocating computing resources in
Cloud@Home environments. The overall process is coordinated by the resource en-
gine that estimates requests and requirements submitted by the end-user (steps 0,1 and
2), and therefore evaluates and selects proper schedulers (step 3). Each of such sched-
ulers, in its turn, allocates the physical resources that will host the VM (step 4). The
access points of such resources are then fed back to the end-user (steps 5 and 6), and
consequently the two parties get connected and can directly interact (step 7).

In order to implement the storage Cloud, we specify the Cloud@Home file system
(FS) splitting data and files into chunks of fixed or variable size, depending on the stor-
age resource available. The architecture of such file system is hierarchical: data chunks
are physically stored on chunk providers and corresponding storage masters index the
chunks through specific file indexes (FI). The storage master directly interfaces with the
resource engine to discover the resources storing data. To improve the storage Cloud
reliability, storage masters have to be replicated. Moreover, a chunk provider can be as-
sociated to more than one storage master. In order to avoid a storage master becoming a
bottleneck, once the chunk providers have been located, data transfers are implemented
by directly connecting end-users and chunk providers.

Chunk providers physically store the data, that, as introduced above, are encrypted
in order to achieve the confidentiality goal. Data reliability can be improved by replicat-
ing data chunks and chunk providers, consequently updating the corresponding storage
masters. In this way, a corrupted data chunk can be automatically recovered and restored
through the storage masters, without involving the end-user. Similarly to the execution
Cloud, the storage Cloud can be implemented as shown in Fig. 6: an end-user data I/O
request to the Cloud (steps 0 and 1) is delivered to the resource engine (step 2), that lo-
cates the storage masters managing the chunk providers where data are stored or will be
stored (step 3), and feeds back the list of chunk providers and data indexes to the end-
user (step 4, 5 and 6). In this way the end user can directly interact with the assigned
chunk providers storing his/her data (step 7).

4 Conclusions

In this paper we proposed an innovative computing paradigm merging volunteer con-
tributing and Cloud approaches into Cloud@Home. This proposal represents a solution
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for building Clouds, starting from heterogeneous and independent nodes, not specifi-
cally conceived for this purpose.

In this way Cloud@Home opens the Cloud computing world to scientific and aca-
demic research centers, as well as to communities or single users: anyone can voluntar-
ily support projects by sharing his/her resources. On the other hand, it opens the utility
computing market to the single user that wants to sell his/her computing resources. To
realize this broader vision, several issues must be adequately taken into account: reli-
ability, security, portability of resources and services, interoperability among Clouds,
QoS/SLA and business models and policies.
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Abstract. Ring signcryption, a cryptographic primitive to protect secu-
rity and privacy, is an encryption and authentication scheme in a single
logical step which allows a user to anonymously signcrypt a plaintext
on behalf of a group of users that decrypter cannot know who is the
actual signcrypter, which can be used to protect nodes or participants
privacy in ubiquitous environments such RFID, WSN, Ad hoc etc. In
2009, Zhang, Gao, Chen and Geng proposed a novel anonymous sign-
cryption scheme(denoted as the ZGCG scheme) which is more efficient
in computational cost and ciphertext length than the related schemes. In
this paper, however, we show that the ZGCG scheme has not anonymity
secure for the receiver, and then we propose an improved anonymous
signcryption scheme that remedies the weakness of the ZGCG scheme.
Our proposed scheme satisfies the semantic security, unforgeability, sign-
crypter identity’s ambiguity, and public authenticity. We also give the
formal security proof in the random oracle model.

Keywords: anonymous signcryption, bilinear pairings, unforgeability,
anonymity.

1 Introduction

The concept of signcryption was first proposed by Zheng [1] that is a cryp-
tographic primitive to perform signature and encryption simultaneously, at a
lower computational costs and communication overheads than the traditional
the signature-then-encryption approach, which can be used to protect nodes or
participants privacy in lighter-weight ubiquitous environment requirements such
RFID, WSN, and Ad hoc etc.

Followed by the first constructions given in [1], a number of new schemes and
improvements have been proposed [3, 2, 4, 5]. Recently, a formal security proof
model for signcryption scheme is formalized in [6]. To achieve simple and safe
non-repudiation procedure, Bao and Deng [2] introduced a signcryption scheme
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that can be verified by a sender’s public key. A distinguishing property of ID-
based cryptography is that a user’s public key can be any binary string that can
identify the user’s identity, while private keys can be generated by the trusted
Private Key Generator(PKG). Several ID-based signcryption schemes have been
proposed [8, 11, 9,7, 10].

Ring signcryption [15,13,12] is an important method to realize the signcrypter
identities’ ambiguity that motivated by ring signature [14]. The receiver only
knows that the message is produced by one member of a designated group,
but he cannot know more information about actual signcrypter’s identity. To
obtain that the signcrypter can authenticate the ciphertext was produced by
himself, an authenticable anonymous signcryption was proposed in [15] which
extend an authentication algorithm to let sender prove that the ciphertext is
produced by himslef. In [16], Zhang et. al proposed a novel anonymous sign-
cryption scheme(we called ZGCG scheme) that is more efficient. In this paper,
however, we show that the ZGCG scheme is not anonymous for the decrypter
nor public authenticable or verifiable for the third party. Furthermore, we pro-
pose an improved scheme that remedies the weakness of the ZGCG scheme. The
improved scheme has the security notions such as confidentiality, unforgeability,
signcrypter identities ambiguity, and public authenticity.

RoadMap. The rest of this paper is organized as follows: Section 2 gives a
formal ID-based anonymous signcryption scheme and its security notions. The
ZGCG scheme and its security analysis is described in 3. An improved scheme is
proposed in section 4 and its security is given in section 5. At last the conclusion
is drawn in section 6.

2 Formal Model of ID-Based Anonymous Signcryption
Scheme

In this section, we will describe the outline and the security requirements of ID-
based anonymous signcryption scheme. An ID-based anonymous signcryption
scheme consists of four algorithms: Setup, KeyExtract, AnonySigncrypt,
and Unsigncrypt.

– Setup: Take an input 1k, where k is a security parameter, the algorithm
generates a master key s and the system’s public parameters params, which
include a description of a finite message space together with a description of
a ciphtertext space.

– KeyExtract: Given an identity string ID ∈ {0, 1}∗, and system master
key s, this algorithm outputs the private key associated with the ID, denoted
by DID.

– AnonySigncrypt: If a user A identified by IDA wishes to send a message
m to B identified by IDB ,this algorithm selects a group of n users’ identities
by �L =

⋃
IDi(1 ≤ i ≤ n) including the actual signcrypter IDA , and outputs

the ciphertext C.
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– Unsigncrypt: When user B receives the cipertext C, this algorithm takes
the ciphertext C, �L, and B’s private key DB as input, and outputs plaintext
m when unsigncryption is successful, otherwise it outputs ⊥.

The algorithms must satisfy the standard consistency constraint of ID-based
signcryption scheme as following

C = AnonySigncrypt(m, �L, DA, IDB) ⇒ Unsigncrypt(C, �L, DB) = m

2.1 Security Notions

The security of ID-based signcryption scheme was first defined by Malone-Lee
[4, 10] that satisfies indistinguishable against adaptive chosen ciphertext attacks
and unforgeability against adaptive chosen message attacks. The anonymous sign-
cryption scheme extends the security about ciphertext anonymity against adap-
tive chosen ciphertext attacks, and public authenticity and public verifiability.

Definition 1. (Confidentiality) An ID-based anonymous signcryption scheme is
indistinguishabe against adaptive chosen ciphertext attacks (IND-IDAS-CCA2) if
no polynomially bounded adversary has a non-negligible advantage in IDAS game.
We define the IDAS game played by a challenger C and an adversary A as
following:
– Inital: The challenger B runs Setup algorithm with security parameter k,

keeps master key s and gives the params to the adversary.
– Phasei-I: The adversary A performs a series of following queries in an adap-

tive fashion:
KeyExtract queries: A produces an identity ID, C computes the private

key DID = KeyExtract(ID) to respond to A.
AnonySigncrypt queries: A generates a group of n identities �L = {IDi}

(i=1,...,n), a plaintext m and a designated receiver IDB. B randomly
chooses a user Ui ∈ {IDi}, computes Di = KeyExtract(IDi) and
generates ciphertext C = AnonySigncrypt(m, �L, Di, IDB) and sends
C to A.

Unsigncrypt queries: A chooses a group of identities �L = {IDi} (i=1,..,n),
a receiver identity IDr and a ciphertext C. B first generates the privacy
key Dr = KeyExtract(IDr), computes Unsigncrypt({IDi}, C, Dr),
then returns the result to A. This result may be the ⊥ if C is an invalid
ciphertext for IDr.

– Challenge: A chooses two plaintexts m0, m1 ∈ M, a group of identities �L∗ =
ID∗

i (i=1,...,n), and a designated receiver ID∗
B on which he wishes to be

challenged. The challenger B picks a random b ∈ {0, 1} and computes C∗ =
AnonySigncrypt(mb, �L∗, ID∗

B) and sends C∗ to A.
– Phase-II: A can ask a series number of queries adaptively again as in the first

stage with the restriction that he cannot make the KeyExtract query on
group �L∗ member nor ID∗

B, and he cannot make the Unsigncrypt query
on ciphertext C∗.

– Output: Finally, A outputs a bit b′ and wins the game if b′ = b.

The adversary A’s advantage is defined as Adv(A) =
∣∣2Pr[b′ = b] − 1|.
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Definition 2. (Anonymity) An ID-based anonymous signcryption scheme is un-
conditional anonymous if for any group of n members with identities �L =⋃

IDi(1 ≤ i ≤ n), any adversary cannot identify the actual signcrypter with
probability better than random guess’s.

That is, A outputs the identity of actual signcrypter with probability 1/n if he
is not the member of �L, and with probability 1/(n− 1) if he is the member of �L.

Definition 3. (Unforgeability) An ID-based anonymous signcryption scheme is
existentially unforgeable against adaptive chosen-message attacks and adaptive
chosen-identity attacks(EUF-IDAS-CMIA) if no polynomially bounded adversary
has a non-negligible advantage in the following game:

– The challenger C runs the Setup algorithm with a security parameter k and
gives the public parameters to adversary A.

– A performs a polynomially bounded phase-I queries in IDAS game.
– Finally, A outputs a cipertext C∗ and wins the game if: (1)The C∗ is a valid

ciphertext under the group users �L and receiver ID∗ such that the result
of the Unsigncrypt(C∗, �L∗, ID∗) is not the ⊥ symbol; (2)C∗ was not pro-
duced by AnonySigncrypt oracle; (3)Group �L identities were not performed
KeyExtract queries.

Definition 4. (Public verifiability) An ID-based anonymous signcryption scheme
is publicly verifiable if given a plaintext m and ciphertext C, and possibly some
additional information provided by the receiver, anyone can verify that C is a
valid message of the sender without knowing the receiver’s private key.

Definition 5. (Public authenticity) An ID-based anonymous signcryption
scheme is publicly authenticable if anyone can verify that the validity and the
origin of the ciphertext without knowing the content of the message and getting
any help from the receiver.

3 Analysis of the ZGCG Scheme

In this section, we review the ZGCG scheme [16], and demonstrate that the
ZGCG scheme is neither anonymous in sender identity for the decrypter nor
public authenticable or verifiable for a third party.

3.1 Review of the ZGCG Scheme

The ZGXCG scheme is described as follow four algorithms.

1. Setup Given a security k, the PKG chooses bilinear map groups (G1, G2)
of order q > 2k, bilinear map e : G1 × G1 → G2. Let P be a generator of G1.
It randomly chooses a master key s ∈ Z∗

q and computes Ppub = sP as the
corresponding public key. Next, PKG chooses cryptography hash functions:
H1 : {0, 1}∗ → G∗

1, H2 : G2 → {0, 1}n, H3 : {0, 1}n × G2 → Zq, H4 :
{0, 1}∗ × G1 × {0, 1}∗ → G1. The system public parameters are

params = {G1, G2, e, P, Ppub, H1, H2, H3, H4}.
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2. KeyExtract Given an identity ID, PKG computes user public key QID =
H1(ID) and corresponding secret key DID = sQID.

3. AnonySigncrypt Let �L =
⋃

{Ui} (i=1,...,n) be a set of users including the
actual signcrypter IDS(S ∈ [1, n]). To signcrypt a message m on behalf of
the group �L to receiver IDB, the signcrypter IDS executes as follows:
– For i = 1, ..., n(i �= s), randomly picks xi ∈R Z∗

q to computes Ri = xiP ;
– Randomly chooses xs ∈R Z∗

q to compute ω = e(Ppub,
∑n

i=1 xiQB), and
sets Rs = xsP −

∑n
i=1,i	=s(H3(Ri, ω)Qi + Ri);

– Computes c = H2(ω) ⊕ m, and U =
∑n

i=1 xiP ;
– Computes S =

∑n
i=1 xiH4(L, U, m) + xsPpub + H3(Rs, ω)Ds;

– Finally, outputs the ciphertext of message m as C = (c, S, U, R1, ..., Rn).
4. Unsigncrypt Upon receiving the cipertext C = (c, S, U, R1, ..., Rn), IDB

uses his secret key DB to recover and verify the massage as follows:
– Computes ω = e(U, DB), and m = c ⊕ ω;
– Accepts the message iff the following equation holds:

e(S, P ) = e(U, H4(L, U, m))e(Ppub,
∑n

i=1(Ri + H3(Ri, ω)Qi))

3.2 Security and Anonymity Analysis

We now show the ZGCG scheme is neither anonymous for the ciphertext un-
signcrypter nor publicly authenticable or verifiable for a third party.

1.Anonymity analysis. Only S and Rs contain signcrypter IDS and group L
users identity information in ciphertext C = (c, S, U, R1, ..., Rn). We show that
S =

∑n
i=1 xiH4(L, U, m) + xsPpub + H3(Rs, ω)Ds leaks the actual signcrypter

identity IDS. We have
e(S, P ) = e(

∑n
i=1 xiH4(L, U, m) + xsPpub + H3(Rs, ω)Ds, P )

= e(
∑n

i=1 xiH4(L, U, m), P )e(xsPpub + H3(Rs, ω)Ds, P )
= e(U, H4(L, U, m))e(xsP + H3(Rs, ω)Qs, Ppub)

The designcrypter IDB can get the value ω by e(U, DB), and check whether the
user Uj(1 ≤ j ≤ n) is the actual signcrypter by checking the following equation:

e(xjP + H3(Rj , ω)Qj , Ppub) = e(S, P )e(U, H4(L, U, m))−1

It is only the actual signcrypter IDS who can pass through the above
checking equation because it has the generated equation Rs = xsP −∑n

i=1,i	=s(H3(Ri, ω)Qi + Ri) in AnonySigncrypt algorithm. The other user in
�L cannot pass through the checking equation because his xi is randomly picked
from Z∗

q , and Ri = xiP is uniformly distributed in G1.

2. Public verifiability and authenticity analysis. We show that the ZGCG
scheme is neither public verifiable nor public authenticable. The verification
equation e(S, P ) = e(U, H4(L, U, m))e(Ppub,

∑n
i=1(Ri + H3(Ri, ω)Qi)) needs re-

ceiver’s decrypting agreeing key ω. If a third party want to check the equation,
he must obtain the ω. It cannot provide public verifiability. If the decrypting
receiver sends ω to a third party, it cannot provide the confidentiality in this
scheme because the third party can decrypt the plaintext by m = c ⊕ ω. So the
decrypting receiver cannot leak ω to any third party so that the scheme is not
public authenticable.
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4 Improved Anonymous Signcryption Scheme

To overcome the weakness of the ZGCG scheme, we improve the anonymous
signcryption in this section.

1. Setup Given a security k, the PKG chooses groups G1 and G2 of prime
order q > 2k (with G1 additive and G2 multiplicative), bilinear map e : G1 ×
G1 → G2, a generator P of G1. It randomly picks a master key s ∈ Z∗

q and
computes Ppub = sP . Next, PKG chooses hash functions: H1 : {0, 1}∗ → G∗

1,
H2 : G2 → {0, 1}n, H3 : {0, 1}l × G1 → Z∗

q , where n and l is plaintext
and ciphertext length. The PKG keeps the master key s and public system
parameters

params = {G1, G2, e, P, Ppub, H1, H2, H3, H4}.
2. KeyExtract Given an identity ID, PKG computes user public key QID =

H1(ID) and corresponding secret key DID = sQID.
3. AnonySigncrypt Let �L =

⋃
{Ui} (i=1,...,n) be a set of users including the

actual signcrypter IDS . To signcrypt a message m on behalf of the group �L
to receiver IDB, IDS executes as follows:
– For i = 1, ..., n(i �= s), randomly picks xi ∈ Z∗

q to computes Ri = xiP ;
– Randomly picks xs ∈ Z∗

q to compute ω = e(Ppub,
∑n

i=1 xiQB), and sets
c = H2(ω) ⊕ m;

– Computes Rs = xsQs −
∑n

i=1,i	=s(H3(c, Ri)Qi + Ri), and U =
∑

xiP ;
– Computes S = (xs + H3(c, Rs))Ds;
– Finally, outputs the ciphertext C = (c, S, U, R1, ..., Rn).

4. Unsigncrypt Upon receiving the cipertext C = (c, S, U, R1, ..., Rn), IDB

uses his secret key DB to recover and verify the massage as follows:
– Checks whether e(S, P ) = e(Ppub,

∑n
i=1(Ri + H3(c, Ri)Qi)). If the

equation holds, computes ω′ = e(U, DB), then recovers plaintext
m = c ⊕ H2(ω′); otherwise outputs ⊥ as failure.

5 Correctness and Security Analyzes

5.1 Correctness

If the ciphertext C is generated in the way described as above algorithm, it has
ω′ = e(U, DB) = e(

∑n
i=1 xiP, DB) = e(sP,

∑n
i=1 xiQB) = ω

Furthermore,
e(S, P ) = e((xs + H3(c, Ri))Ds, P ) = e((xsQs + H3(c, Ri)Qs, Ppub)

= e(
∑n

i=1,i	=s(H3(c, Ri)Qi + Ri) + Rs + H3(c, Ri)Qs, Ppub)
= e(

∑n
i=1(H3(c, Ri)Qi + Ri), Ppub)

5.2 Security

Theorem 1. (Confidentiality) In the random oracle model, if there is an IND-
IDAS-CCA2 adversary A who can distinguish ciphertexts from the users set
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⋃
{Ui} with an advantage ε when running in at most qHi queries to Hi(1 ≤ i ≤ 3)

hashes, at most qE key extract queries, qS signcryption queries, qU unsigncryp-
tion queries. Then, there exists another algorithm B that can solve a random
instance of the DBDH problem with an advantage Adv(B) ≥ (ε − qU

2k )/q2
H0

.

Proof. Let the distinguisher B receives a random instance (P, aP, bP, cP, h) of the
DBDH problem whose goal is to decide whether h = e(P, P )abc or not. In order
to solve this problem, B runs A as a subroutine and act as A’s challenger in the
IDAS game. We assume that: (1)A will ask for H1(ID) before ID is used in any
other queries; (2)A never makes an Unsigncrypt query on a ciphertext obtained
from the AnonySigncrypt oracle, and he can only make Unsigncrypt queries
for or guessed ciphertext.

Setup: At first, B sets Ppub = cP as system public key and sends params to A
after running the Setup algorithm with parameter k. The value c is unknown
to B and is used as the role of the PKG’s master key.

Queries-I: For the key extraction and the signcryption/unsigncryption on the
message m, B simulates the hash oracles(H1, H2, H3), KeyExtract oracle,
AnonySigncrypt oracle, and Unsigncrypt oracle. A can perform its queries
adaptively in which every query may depend on the answers according to the
previous ones.

H1 queries. To response these queries, B maintains the list L1 of tuples (ID, b).
When A queries the oracle H1, B chooses a random number j ∈ {1, ..., qH1}. At
the jth H1 query, B answers by H1(IDj) = bP , otherwise for queries H1(IDe)
with e �= j, B chooses be ∈R Z∗

q , answers H1(IDe) = beP and accords the pair
(IDe, be) in list L1.

H2, H3 queries. When A asks queries on these hash values, B checks the corre-
sponding lists. If an entry for the query is found, the same answer will be given
to A; otherwise, a randomly generated value will be used as an answer to A, the
query and the answer will then be recorded in the lists.

KeyExtract queries. When A asks a query KeyExtract(IDi), B first
searches the corresponding tuple (IDi, bi) in L1. If IDi = IDj, B fails and
stops. Otherwise, B computes the secret key Di = biPpub = cbiP and returns Di

to A.
AnonySigncrypt queries. A can perform a AnonySigncrypt queriy for a

plaintext m, a user group L =
⋃

{Ui} and a designated receiver with identity
IDB.

– B randomly chooses a user UA ∈ L whose identity is IDA(IDA �= IDj). B
can compute UA’s secret key DA = bAPpub where bA is in the corresponding
tuple (IDA, bA) in L1;

– B runs AnonySigncrypt (m, L, DA, IDB) to signcrypt a message m on
behalf the group L using UA’s private key DA;

– At last, B returns the result C to A.

Unsigncrypt queries. At any time, A can perform an Unsigncrypt query
for a ciphertext C = (c, S, U, R1, ..., Rn) between the group L and the receiver
IDB.
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– If IDB = IDj , B always returns A that the ciphertext is invalid, because B
does not know IDj’s secret key in KeyExtract oracle. If this ciphertext is
a valid one, the probability that A will find is no more than 2−k;

– If IDB �= IDj , the equation e(S, P ) = e(Ppub,
∑n

i=1(Ui + hiQi)) holds, B
computes ω = e(U, DB), m′ = c⊕H2(ω) and returns m′. Otherwise B notifies
A that the ciphertext is invalid with symbol ⊥;
For all qU Unsigncrypt queries, the probability to reject a valid ciphertext
does not exceed qU/2k.

Challenge: After performing a series number of queries-I, A chooses two message
m∗

0, m
∗
1 ∈ M, n users �L∗ = {ID∗

1 , ..., ID∗
n} and a receiver ID∗

B. If ID∗
B �= IDj ,

B fails and stops. B chooses b ∈R {0, 1} and let U∗ = aP, ω = h(h is B
candidate for the DBDH problem). Then B signcrypts the message m∗

b as
described in the AnonySigncrypt request and sends the ciphertext C∗ =
(c∗, S∗, U∗, R∗

1, ..., R
∗
n) to A.

A performs a second series of queries just like in queries-I. In this stage,
he can query neither the secret key of any user in the group �L∗ nor ID∗

B,
and he cannot make the Unsigncrypt oracle to the ciphertext C∗. At the
end of the simulation, he produces a bit b′ for which he believes the relation
C∗=AnonySigncrypt (m∗

b , �L
∗, IDj) holds and sends b′ to B. At this moment,

if b′ = b, B answers 1 as a result of DBDH problem because his selection h
satisfying h = e(U∗, Dj) = e(ap, cbP ) = e(P, P )abc. If b′ �= b, B answers 0.

Success probability: Now we analyze B’s success probability. The probability
that B does not fail during the key extraction queries is greater than 1/qH0 .
Furthermore, with a probability 1/qH0 , A chooses to be challenge on the IDj to
solve DBDH problem if A wins the IND-IDAS-CCA2 game. we have
p1 = Pr[b′ = b]AnonySigncrypt(m∗

b , D
∗
A, IDj)] = ε + 1

2 − qU

2k

p2 = Pr[b′ = i|h ∈R G2] = 1/2 (i=0,1)
Adv(B) = p1−p2

q2
H0

= (ε − qU

2k )/q2
H0

Theorem 2. (Anonymity) The improved anonymous signcryption scheme is full
anonymous.

Proof. Given a ciphertext C = (c, S, U, R1, ..., Rn), we know that c, U, Ri(i �= s)
cannot leak any identity information about group identity L. It remains to
consider whether Rs and S leaks information about the actual signcrypter.
It has
e(S, P ) = e((xs + H3(c, Ri))Ds, P )) = e((xs + H3(c, Ri))Qs, Ppub)

= e(xsQs, Ppub)e(H3(c, Rs)Qs, Ppub)
= e(Rs +

∑n
i=1,i	=s(Ri + H3(c, Ri)Qi), Ppub)e(H3(c, Rs), Ppub))

= e(
∑n

i=1,i	=s(Ri + H3(c, Ri)Qi), Ppub)e(H3(c, Rs) + Rs, Ppub))

It seems that it can check whether IDi is the actual signcrypter by
e(S, P ) = e(

∑n
i=1,i	=j(Ri + H3(c, Ri)Qi), Ppub)e(H3(c, Rj) + Rj , Ppub))

However, it is no use in leaking signcrypter information because the above equal-
ity not only holds when i = j, but also ∀ ∈ {1, ..., n}\{j}.
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e(Ri +
∑n

j=1,j 	=i(Rj + H3(c, Rj)Qj), Ppub)e(H3(c, Ri)Qi, Ppub)
= e(Ri +

∑n
j=1,j 	=i(Rj + H3(c, Rj)Qj) + H3(c, Ri)Qi, Ppub)

= e(
∑n

j=1(Rj + H3(c, Rj)Qj), Ppub) = e(
∑n

j=1(xj + H3(c, Rj)Dj), P )
= e(S, P )

Theorem 3. (Unforgeability) The improved anonymous signcryption scheme is
existentially unforgeable against adaptive chosen-message and adaptive chosen-
identity attacks (EUF-IDAS-CMIA).

Proof. The improved scheme is unforgeable against adaptive chosen-message and
chosen-identity attacks that can be derived directly from the security of Chow’s
ID-based ring signature scheme under the CDH assumption. If an adversary can
forge a valid message of the proposed scheme, then he must be able to forge a
valid Chow’s ring signature. That is if A can forge a valid ciphertext on message
m, say C = (c, S, U, R1, ..., Rn) of a user group �L and a designated receiver IDB,
then σ∗ = (S, R1, ..., Rn) can be viewed as the Chow’s ID-based ring signature
on message m = c of the ring �L.

Theorem 4. (Public authenticity The improved anonymous signcryption scheme
is public authenticable.

Proof. When obtains the ciphertext C = (c, S, U, R1, ..., Rn), anyone can check
the ciphertext C’s origin group without knowing the content of the message
and getting any help of the receiver by the following equation:

e(S, P ) = e(Ppub,
∑n

i=1(Ri + H3(c, Ri)Qi))

6 Conclusion

We have showed that the ZGCG scheme proposed in 2008 cannot provide nei-
ther anonymity for unsigncrypter nor public variability or public authencity for
a third party. We also proposed an improved anonymous signcryption scheme
that satisfying confidentiality, unforgeability, signcrypter anonymity and public
authenticity in the random oracle model.

Acknowledgment

The authors grateful thank the anonymous reviewers for their helpful com-
ments. This work was supported by the National Natural Science Foundation
of China under Grant 60773175 and 60673077, the Foundation of National Lab-
oratory for Modern Communications under Grant 9140C1108020906, and the
Innovation Fund for Technology Based Firms of Guangzhou/China under Grant
2007V41C0311 and 08C26214411225.



442 M. Zhang et al.

References

1. Zheng, Y.L.: Digital signcryption or how to achieve cost (Signature & encryption)
<< cost(Signature) + cost(Encryption). In: Kaliski Jr., B.S. (ed.) CRYPTO 1997.
LNCS, vol. 1294, pp. 165–179. Springer, Heidelberg (1997)

2. Bao, F., Deng, R.H.: A signcryption scheme with signature directly verifiable by
public key. In: Imai, H., Zheng, Y. (eds.) PKC 1998. LNCS, vol. 1431, pp. 55–59.
Springer, Heidelberg (1998)

3. Yum, D.H., Lee, P.J.: New signcryption schemes based on KCDSA. In: Kim, K.-c.
(ed.) ICISC 2001. LNCS, vol. 2288, pp. 533–547. Springer, Heidelberg (2002)

4. Malone-Lee, J., Mao, W.: Two birds one stone: Signcryption using RSA. In: Joye,
M. (ed.) CT-RSA 2003. LNCS, vol. 2612, pp. 211–226. Springer, Heidelberg (2003)

5. Chung, K.L., Yang, G.M., Wong, D.S., Deng, X.T., Chow, S.S.M.: An efficient
signcryption scheme with key privacy. In: López, J., Samarati, P., Ferrer, J.L.
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Abstract. In this paper, we propose some distributed algorithms for quantized 
consensus. These algorithms are used to study the distributed averaging prob-
lem on arbitrary connected graphs and arbitrary connected weighted graphs, 
with the additional constraint that the weight value at each node is an integer. 
These algorithms can guarantee the system achieve consensus with some mod-
erate assumptions and can use to solve several application problems, such as 
averaging in a network with finite capacity channels and load balancing in a 
processor network, which can be modeled as distributed averaging problem. 

Keywords: Quantization, Distributed detection, Consensus.  

1   Introduction 

Consensus problems have a long history in computer science and form the foundation 
of the field of distributed computing. In the last few years, the consensus problem of 
multi-agent systems has received major attention within the control community. This 
is partly due to broad applications of multi-agent systems in many areas including 
cooperative control of unmanned air vehicles, flocking of birds, schooling for under-
water vehicles, distributed sensor networks, attitude alignment for cluster of satellites, 
and congestion control in communication networks [1]. 

A distributed averaging algorithm is a procedure using which the agents can ex-
change messages and update their values iteratively, so that eventually, each agent is 
able to compute the average of all initial values. The computation of the average is 
important in many different contexts, such as information fusion in sensor networks 
[3], load balancing in processor networks [9], and multi-agent coordination and flock-
ing [1]. Averaging with integer constraints has been studied extensively in the load 
balancing literature. Load balancing algorithms can be classified into dimension-
exchange algorithms and diffusion algorithms, depending on whether a processor is 
allowed to exchange load with only one or all, respectively, of its neighbors. Con-
straints on communication resources are a key factor in the design of a distributed 
averaging algorithm. Each agent may be able to communicate with only a small sub-
set of all agents. The communication links between agents may not be reliable and 
                                                           
* This work was supported by National Nature Science Foundation of China under Grant 

60674071. 
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may fail over the time-scale of the computation. It is therefore of interest to design 
distributed averaging algorithms in which each agent needs to communicate only with 
its immediate neighbors, and does not need to know any further information about the 
global structure of the network.  

Several such algorithms have been studied in [4, 6, 7, 8]. Especially in [6] study a 
discrete version of the distributed averaging problem that models such quantization. 
The paper design of a class of simple distributed algorithm, which they call quantized 
gossip algorithm, that converge to the set of quantized consensus distributions for an 
arbitrary initial vector (0)x and arbitrary connected graph G . In this paper, we propose 
some algorithms for quantized consensus. In particular, some algorithms are used to 
solve the distributed averaging problem arbitrary connected weighted graphs with the 
additional constraint that the value at each node is an integer. So these algorithms 
have more practicality and also have applications to load balancing in processor  
networks. 

The paper is organized as follows. In Section II, we give a formulation of the prob-
lem with the help of graph theory.  Then in Section III, the main results of the quan-
tized consensus and weighted quantized consensus are obtained, while in section IV, 
some examples are presented. Finally, the concluding remarks are given in Section V. 

2    Preliminary and Problem Setup 

We consider a network of N nodes, the connections between which are specified by an 
undirected connected graph ( , )G V E= , where ( ) { : 1, 2, ......, }iV G v i N= =  the set of 

nodes, ( ) { ( , ) : , ( )}ij i j i jE G e v v v v V G⊂ = ∈  is the set of edges. The set of neighbors of 

node iv is denoted by { : ( , ) }i j i jN v v v v E= ∈ ∈ . A sub-graph SG of G is a graph such 

that the vertex set ( ) ( )sV G V G⊂ , and the edge set ( ) ( )sE G E G⊂ . If ( ) ( )sV G V G= , 

we call SG a spanning sub-graph of G . A path in graph G is a finite se-

quence
1
, ....,

ji iV V of vertices such that
1

( )
k ki ie E G

+
∈ for 1, ..., 1k j= − . The digraph G is 

said to be connected if any two distinct nodes of the graph can be connected via a path. 
There is an integer value associated with each node. Time is assumed to be discrete. We 
denote the value at node i  at time t by ( )ix t , and the vector of values in the network 

by 1( ) [ ( ), , ( )]Nx t x t x t= . Let (0)ii
S x=∑ , where (0)x is the vector of initial values.  

We describe algorithms in which all nodes update their values using the values  
of their neighbors in G  in such a way that eventually, the value of each node con-
verges to an integer approximation of the average of the initial values, 

1
(1/ ) (0)

N
N x∑ , under the further constraints  (see [6]) that:  

(1) The value at each node is always an integer.  
(2) The sum of values in the network does not change with time: ( )

i i
x t S=∑ , for 

all time t .  

Let S  be written as NL R+ , where L and R are integers with 0 R N≤ < . We accept 
both L and 1L + as integer approximations of the true average /S N .  Thus, the quan-
tized consensus can be denoted as follows. 
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Definition 1 (Quantized consensus [6]). We  say  that  a  vector x has a quantized 
consensus distribution  if x ψ∈ where 

                               
1

{ | { , 1}, 1,... , }
N

i ix x L L i N x Sψ = ∈ + = =∑                             (1) 

Similarly, we say that the network has reached quantized consensus when the vector 
of values ( )x t lies in the setψ . 

For example, in a three node network, in which initial values 1 2(0) [ (0), (0),x x x=  

3 (0)] [2,3,5]x = the vectors which have reach quantized consensus distributions are 

given by[3, 3, 4] , [3, 4,3]  and [4, 3,3] , for 1 2 3(0)=[ (0), (0), (0)]x x x x =[2,3,1] , the only 

such vector is [2, 2,2] .  

There is a lot of weighted network, such as a computer networks, the ability of 
each computer to deal with information is different, so different computer should be 
given different weight when we use them to deal with information. Therefore, we 
need to consider the consensus problems of a weighted network. 

Definition 2 (Weighted quantized consensus). We say that a vector x has a quantized 
consensus distribution if wx ψ∈  where 

                      
1

( )( )
{ | 1, , 1, ... , }

N
ji

w i
i j

x tx t
x i j N x S

a a
ψ = − ≤ = =∑                      (2) 

Similarly, we say that the weighted network has reached quantized consensus when 
the vector of values ( )x t lies in the set wψ . 

For example, in a three node network with the weight 1 2 3[ , , ] [1, 2, 3]a a a = , and in 

which initial values 1 2 3(0) [ (0), (0), (0)] [2, 3, 2]x x x x= =  the vectors which have reach 

weighted quantized consensus distributions are given by [1, 2, 4] , [1, 3, 3]  and 

[2, 2,3] , when initial values are 1 2 3(0)=[ (0), (0), (0)] [2, 3,1]x x x x = , the only such vec-

tor is [1, 2, 3] . 

Obviously, definition of weighted quantized consensus is compatible with quan-
tized consensus definition 1. From the definition 2, it is easy to know that we can get 
the quantized consensus as the definition 1 when every agent with weight 1.  

Lemma 1 [6]. Consider a distributed algorithm in which, for any graph G , in addition 
to the integer-values and constant-sum constrain, the following conditions are met: 

A1. For any given initial condition (0)x , at any time during the execution of the algo-

rithm, the value of ( )x t lies in some finite set Ω , which may depend on (0)x . 

A2. For any state ( )x t x= , there exists a finite time xt such 

that Pr[ ( ) | ( ) ] 0xx t t x t xψ+ ∈ = > , where we recall from (1) that ψ  is the set of all 

vectors which have the quantized consensus distribution. 

A3. If [ ]x t ψ∈ , then ( )x t ψ′ ∈ , for any t t′ ≥ . 
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Such an algorithm converges to quantized consensus for any graph and any initial 
condition (0)x . 

3    Propose Algorithms and Main Results 

In this section, we will consider the quantized consensus problem in two cases: net-
works with general topology and networks with weighted topology. We give a  
node random quantized algorithm for the networks with general topology and two al-
gorithms for the networks with weighted topology, which achieve consensus in the 
presence of discrete networks.  

3.1    Node Random Quantized Algorithm 

Consider a class of distributed average algorithms, which we call node random quantized 
algorithm. In a node random quantized algorithm, at each time, one node is selected at 
random, independent from earlier instants, from the set V of nodes of G , and the values of 
this node and its neighbors are updated. Node random quantized algorithm is completely 
described by the method of updating values on the selected node and its neighbors, and the 
probability distribution over V  according to which nodes are selected. We require that the 
method used to update the values satisfies the following properties. 

Node random quantized algorithm: Say node iv is selected at time t , then 

let
( )

( ) ( )
[ ]

{ | ( )} 1
i

i jj N t

i
i

x t x t
D t

j j N t

∈
⎢ ⎥+
⎢ ⎥=

∈ +⎢ ⎥⎣ ⎦

∑
, where ⋅⎢ ⎥⎣ ⎦ is down integral, such as 3.5 3=⎢ ⎥⎣ ⎦  

and 3.2 3=⎢ ⎥⎣ ⎦ . Let ( )
( )

( ) ( ) ( ) { | ( )} 1 [ ]
i

i i j i i
j N t

d t x t x t j j N t D t
∈

= + − ∈ +∑ , where 

{ | ( )}ij j N t∈  is the neighbors’ number of the node iv . Then, if [ ] 0id t = , then the 

values of the nodes unchanged, i.e. ( 1) [ ]i ix t D t+ = and ( 1) [ ]j ix t D t+ = , 

where ( )ij N t∈ .  If [ ] 0id t ≠ , we require that   

(P1)
( ) ( )

( 1) ( 1) ( ) ( )
i i

i j i jj N t j N t
x t x t x t x t

∈ ∈
+ + + = +∑ ∑ ; 

(P2) [ ]( 1) [ ], [ ] 1 ( )j i i ix t D t D t j N t+ ∈ + ∀ ∈ ; 

(P3) ( 1) [ ] 1i ix t D t+ = + . 

To achieve consensus, we require that the probability distribution used to select 
nodes be such that it assigns a positive probability to all nodes.  The graph ( )G t can 

be switched at any time. When a node is selected, all edges connected with this node 
in ( )G t are also selected. Then, we assume that any edge is selected with probability. 

To achieve consensus, we always assume that the graph, which has node set V  and 
all its edges with positive probability, is connected.  It is easy to see that the connec-
tion condition is necessary. Then, we can get following result. 
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Theorem 1. For any given initial vector (0)x , if the values ( )x t are updated using node 

random quantized algorithm, then lim Pr[ ( ) ] 1
t

x t ψ
→∞

∈ = , whereψ is denoted by (1).  

Proof. From the lemma 1, if the algorithm satisfies conditions A1, A2, A3then we 
have lim Pr[ ( ) ] 1

t
x t ψ

→∞
∈ = , so we just need to prove a node random quantized algorithm 

satisfies the conditions A1, A2, A3.  
Let [ ] min ( )i

i
m t x t=  and [ ] max ( )i

i
M t x t= , it is easy to see that [ ]m t  is non-

decreasing and [ ]M t  is non- increasing, at the same time, from 

     
( )

( ) ( )
[ ]

{ | ( )} 1
i

i jj N t

i
i

x t x t
D t

j j N t

∈
⎢ ⎥+
⎢ ⎥=

∈ +⎢ ⎥⎣ ⎦

∑
, and min{ [ ], [ ]} [ ] max{ [ ], [ ]}i j i i jx t x t D t x t x t≤ ≤  

where ( )ij N t∈ , we get [ ] [ ] [ ]im t D t M t≤ ≤ . 

Therefore, we have [ ]( 1), ( 1) [ ], [ ] 1i j i ix t x t D t D t+ + ∈ + , which implies that 

[ ] [ 1] [ ] 1im t x t M t≤ + ≤ + . Therefore, the values of nodes  [ ]( ) [0], [0] 1ix t m M∈ +  for  

(1, 2, , )i n∀ ∈  at any time t , that is, there can be at most [0] [0] 1M m− +  different 

values in the network at any time. As a result, a trivial upper bound on the size of Ω in 
this case is ( [ ] [ ] 1)NM t m t− + < ∞ . Also, it is easy to see that in a node random quan-

tized algorithm, if ( )x t ψ∈ , then ( )x t ψ′ ∈ for any t t′ ≥ . A node random quantized 

algorithm satisfies conditions A1 and A3. 
Let max [ ] { | ( ) [ ]}iN t i x t M t= = , min [ ] { | ( ) [ ]}iN t i x t m t= = be the number of nodes 

with the maximum value and the minimum value in the network at time t . For any 
time t , if [ ] [ ] 1M t m t− = , then that [ ]x t ψ∈ ; If [ ] [ ] 1M t m t− > , then there are at least a 

node’s value is [ ]M t and a node’s value is [ ]m t . Let ( )u t  be the set of nodes which 

have value [ ]M t and ( )w t be the set of nodes which have value [ ]m t , it is easy to see 

that  ( )u t  and ( )w t  are non-empty at time t. Select a pair of nodes from ( )w t  and 

( )u t  respectively, such that a path between them is a shortest path between 

( )w t and ( )u t . Let this path be 1 2P V V V= − − − , where 1 2, , , px x x are their values 

and let 1 ( ) [ ]x t M t= , ( ) [ ]px t m t= . Then, we have others nodes on the path P have 

value between [ ] 1m t + and [ ] 1M t − . Further each node on the path has a positive 

probability of being selected at any time sequentially, starting with the node 2V . From 

(P2) in a node random quantized algorithm, we can see that the value of the selected 
node is lager or equal to the value of its neighbors, then we 
have 2 ( 1) [ ] 1x t M t+ = − , 1 ( 1) [ ] 1x t M t+ ≤ − , in this case, max max[ ] 1 [ 1]N t N t− ≥ + ; or 

the value 2 ( 1) [ ]x t M t+ = , 1 ( 1) [ ] 1x t M t+ ≤ − . As this, at the next time 2t + , the 

node 3V have positive probability be selected, and it have same two case as the 2V , un-

til the node 1pV − is selected at time 1t p+ − , we have 1 ( 1) [ ] 1px t p M t− + − = − and 

max max max[ 1] [ 2] 1 [ ] 1N t p N t p N t+ − ≤ + − − ≤ ≤ −  ; or the value 1( 1) [ ]px t p M t− + − = , 
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at this case, the node’s value satisfy ( 1) [ ] 1 [ ]px t p M t m t+ − = − >  and the minimum 

value satisfy min min[ ] [ 1]N t N t p> + − . Therefore, we have proved that 

min max min max[ ] [ ] [ 1] [ 1]N t N t N t p N t p+ > + − + + −  

with a positive probability.  
If min max[ ] [ ] 1N t N t′ ′+ = , then, the reasoning exactly as above, we see that there is a 

positive probability that [ ] [ ] [ ] [ ]M t m t M t m t′ ′− > − , therefore we have proved the 

[ ] [ ]M t m t−  is strictly decrease when [ ] [ ] 1M t m t− > .  

Using the above claim, it is easy to see that [ ] [ ] 1x xM t t m t t+ − + =  with a positive 

probability, that is ( )xx t t ψ+ ∈ , a node random quantized algorithm satisfies condi-

tions A2, thus completes the proof of Theorem 1. 
The convergence time is a random variable defined for each initialization of the 

network as 
( ) inf{ | ( ) }conT x t x t ψ= ∈ , given that (0)x x= . 

 
Remark 1. The convergence time of a node random quantized algorithm is smaller than 
the given random quantized algorithm in [6], especially when the graph of network has 
more well connection. Such as, for a fully connected of N nodes, the values ( )x t are 

updated using a node random quantized algorithm, then ( ) 1conT x = , but the val-

ues ( )x t are updated using random quantized algorithm given in [6], the ( )conT x ≥  

( 1)

2

n n −
(see lemma 6 [6]) 

3.2   Weighted Network Quantized Algorithms 

Consider quantized consensus in the weighted network. There is a lot of weighted 
network, such as a computer networks, the ability of each computer to deal with in-
formation is different, so different computer should be given different weight when 
we use them to deal with information. Then we will introduce weighted network 
quantized consensus algorithm, we give two weighted algorithms as following:  

 
Algorithm 1 (select an edge at random): Say edge { , }i j  is selected at time t , and 

let
( )( )

[ ]
ji

ij
i j

x tx t
D t

a a
= − . Then, if [ ] 1ijD t < , we leave the values of nodes unchanged; 

if [ ] 1ijD t ≥ , we require that 

1. ( 1) ( 1) ( ) ( )i j i jx t x t x t x t+ + + = + ; 

2. If [ ] 1ijD t > ，then [ 1] [ ]ij ijD t D t+ < ; 

3. If [ ] 1ijD t = , then if
( )( ) ji

i j

x tx t

a a
> , 
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( ( ) ( ))
( 1)

( ( ) ( ))
( 1)

j i j

j
i j

i i j

i
i j

a x t x t
x t

a a

a x t x t
x t

a a

⎧ ⎡ ⎤+
+ =⎪ ⎢ ⎥

+⎪ ⎢ ⎥⎢ ⎥
⎨

⎢ ⎥+⎪ + = ⎢ ⎥⎪ +⎢ ⎥⎣ ⎦⎩

 or else 

( ( ) ( ))
( 1)

( ( ) ( ))
( 1)

j i j

j
i j

i i j

i
i j

a x t x t
x t

a a

a x t x t
x t

a a

⎧ ⎢ ⎥+
+ =⎪ ⎢ ⎥

+⎪ ⎢ ⎥⎣ ⎦
⎨

⎡ ⎤+⎪ + = ⎢ ⎥⎪ +⎢ ⎥⎢ ⎥⎩

. 

where ⋅⎡ ⎤⎢ ⎥ is up integral, such as 3.5 4=⎡ ⎤⎢ ⎥  and 2.1 3=⎡ ⎤⎢ ⎥ . 

We require the probability distribution used to select edges be such that it assigns a 
positive probability to all edges on some spanning sub-graph of G. (However, since 
we prove convergence for arbitrary graphs G, there is no loss of generality in assum-
ing that all edges of G have a positive probability of being selected, and we assume 
this in the remainder of this section). 

 
Remark 2. In this weighted network quantized consensus algorithm, we assume that 
every node has integer weight , {1, 2, , }ia i n∀ ∈ , when the weight 1, ,i ja a i j= = ∀  

{1, 2, , }n∈ at this case, this weighted network quantized consensus algorithm is 

equivalent to the given quantized algorithm in [6].   
 

Remark 3. At fact, the node with the weight ia can be seen as ia nodes which are fully 

connected. As this, the weight network can be seen as a special general network.   
 

Theorem 2. For any given initial vector (0)x , if the values ( )x t of a weighted net-

work are updated using weighted Algorithm 1, then  

[ ]lim Pr ( ) 1w
t

x t ψ
→∞

∈ = , 

where wψ  is denoted by (2).  

Proof. Through the remark 2, 3 and the proof of theorem 1 in [6], theorem 2 can be 
proved similarly. Thus, the proof is omitted.  

 

Algorithm 2 (select a node at random): Say node iV is selected at time t , and let 

( )

( )

( ) ( )
[ ] i

i

i i j jj N t

i
i jj N t

a x t a x t
D t

a a
∈

∈

⎢ ⎥+
⎢ ⎥=

+⎢ ⎥⎣ ⎦

∑
∑

 and 
( )

( )

( ) ( )
[ ] [ ]i

i

i i j jj N t

i i

i jj N t

a x t a x t
d t D t

a a

∈

∈

+
= −

+
∑
∑

， 

If [ ] 0id t =  then leave ( 1) [ ]i i ix t a D t+ = ; ( 1) [ ]j j ix t a D t+ =  , where ( )ij N t∈ . 

If [ ] 0id t ≠ then we require that  

1.
( ) ( )

( 1) ( 1) ( ) ( )
i i

i j i jj N t j N t
x t x t x t x t

∈ ∈
+ + + = +∑ ∑ ; 

2. ( 1) [ ], [ ] ( )j j i j i j ix t a D t a D t a j N t⎡ ⎤+ ∈ + ∀ ∈⎣ ⎦ ; 

3. ( 1) [ ] [ ]i i i ix t D t a d t+ = + ⎡ ⎤⎢ ⎥ . 

 
Remark 4. We require the probability distribution used to select nodes be such that it 
assigns a positive probability, and this weighted network quantized consensus algo-
rithm, we also assume that every node has integer weigh 1,ia =  {1, 2, , }i n∀ ∈ , 
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when 1, , {1, 2, , }i ja a i j n= = ∀ ∈ , this weighted network quantized consensus algo-

rithm equal to the node random quantized consensus algorithm and have the values of 
nodes 

( 1) [ ] [ ] [ ] 1i i i i ix t D t a d t D t+ = + = +⎡ ⎤⎢ ⎥  [ ]( 1) [ ], [ ] 1 ( )j i i ix t D t D t j N t+ ∈ + ∀ ∈ . 

 
Theorem 3. For any given initial vector (0)x , if the values ( )x t of a weighted network 

are updated using weighted Algorithm 2, then  

[ ]lim Pr ( ) 1w
t

x t ψ
→∞

∈ = . 

where wψ  is denoted by (2).  

Proof. In algorithm 2, condition 1 ensure that the sum of values in the network does 

not change with time, the node iV is selected at time t , through the condition 2, 3, we 

have  

( 1)( 1)
1

ji

i j

x tx t

a a

++
− ≤  

then form the equality that  

{ } { }[ ], [ ] [ ], [ ] [ ]j i j i j j i j i j ia D t a D t a a D t a D t a d t⎡ ⎤+ = + ⎢ ⎥  

we can get ( 1) ( 1)i jx t x t+ ≥ + for ( )ij N t∀ ∈ . It is easy to see that the conditions 1, 

2, 3 in algorithm 2 have same action with the condition P1, P2, P3 in the node ran-
dom quantized algorithm as above, then follow the prove of in theorem 1 we can get 
that  

( )( )
lim Pr 1 1, , {1, 2, , }

ji

t
i j

x tx t
i j n

a a→∞

⎡ ⎤
− ≤ = ∀ ∈⎢ ⎥

⎢ ⎥⎣ ⎦
. 

That is  

, {1,2, }

( )( )
lim Pr max 1 1

ji

t i j n
i j

x tx t

a a→∞ ∈

⎡ ⎤
− ≤ =⎢ ⎥

⎢ ⎥⎣ ⎦
. 

Then we have completed the proof of theorem 3. 

4   Examples 

In this section, we give some examples of quantized consensus algorithms. 
A linear network express in Fig 1, and the numbers in the circles are indices of 

nodes. 

1 2 3 N— — — —  

Fig. 1. 
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By using node random quantized algorithm, state-transition diagram of the Markov 
chain corresponding to the example linear network is expressed in Fig 2. We consider 
the network of 5 agents, each node with probability p is selected, and each directed  

edge denotes a transition in both direction with a probability that upper on it. If the 
probabilities of two sides are different, then the probability from left side to right side is 
upper on directed edge, and the probability from right side to left side is below in di-
rected edge, from the following graph, we can see that if the values of the network 

,1,1,1, 2x( t ) =( 0 ) at any time t , then the values of the network will have a positive 
probability to be (1,1,1,1,1) and will change until reach quantized consensus distribution. 
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For weighted network Algorithm 1, if edge { , }i j is selected at time t and 
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For example, consider the three node linear network1-2-3 , with ( ) (1, 2,3)x t = and 

the weighted 1 2 3( , , ) (3, 2,1)a a a a= = . If the edge {1, 2} is selected at time t , then 

( 1) (2,1, 3)x t + = .If the edge{2,3} is selected at time t , then ( 1) (1, 4,1)x t + = . If the 

edge {1, 2} is selected at time t and the edge {2,3} at time 1t + , and the edge {1, 2} is 

selected again at time 2t + , then ( 3)=(3, 2,1)x t + , the network reach weighted quan-

tized consensus. 

5   Conclusion and Future Work 

In this paper, we have proposed some distributed algorithms, which achieve consen-
sus in the presence of discretization. First, we consider a class of distributed average 
algorithms, which we call node random quantized algorithm, this algorithm may con-
vergence faster than the similar algorithm proposed in [6]. Second we consider quan-
tized consensus in the weighted network and give Algorithm 1 which select an edge at 
random and Algorithm 2 which select a node at random. Our future works involve in 
designing fast convergence quantized consensus algorithms and designing quantized 
algorithms for some detected connected graph case. 
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Abstract. Grid computing provides infrastructure for solving distributed prob-
lem by sharing, selection and aggregation of distributed resources at runtime 
depending on their availability, performance, cost and user’s quality of service 
requirements. Utilization of this powerful technology is mainly conditioned by 
tricky management of different architectures and environments and by the diffi-
culty to identify an efficient resource selection to map tasks into grid resources 
that dynamically vary their features.  Resources selection needs of intelligence 
based automatic workflow generation to predict optimal run-time jobs alloca-
tion. In this paper we propose a dynamic job run-time scheduling system based 
on Java and fuzzy technology to manage Grid resources and minimize human 
interaction in scheduling grid jobs.  

Keywords: Distributed computing, grid, fuzzy-clustering, similarity  
measurement. 

1   Introduction 

Cloud and Grid computing technologies are the dominant IT approaches to High 
performance computing (HPC).  These network based computing technologies allow 
users to have access on demand to a wide range of heterogeneous and dynamic  
resources and services geographically distributed. 

Well know examples of network computing approach are Condor [1], GridMPI [2], 
and Globus [3]. Several Java-based implementations have been also proposed and 
developed, according to Chandy's [4] and Fox's [5] infrastructures, to integrate com-
puter resources into a distributed architecture and allow parallel applications execu-
tion on different O.S. environments.  

In this paper we propose a middleware to build a Java based high-performance 
network computing infrastructure. High performances are related to the independent 
platform approach and to the fuzzy jobs run time scheduling to manage distributed 
resources and minimize human interaction to identify an efficient resources selection. 

Java overcomes the issue of maintaining different binary codes, multiple execution 
environments, and complex architectures. It offers the basic infrastructure to integrate 
computer resources connected to Internet into a distributed computational resource 
and allows parallel application execution on different O.S. environments. 
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In previous works [6-7] we presented an agent based grid data monitoring and dis-
covering system (MDS) and resources management; in this paper we discuss how 
fuzzy clustering and static/dynamic grid and jobs parameters can be used to perform 
efficient job scheduling. 

The proposed MDS collects and processes several node and network parameters 
such as Cpu load, benchmark results, free memory, upload and download network 
bandwidth. All these parameters describe an important knowledge base in a distrib-
uted and collaborative environment and they should be used to identify an efficient 
job scheduling on grid resources. 

Artificial intelligence components are necessary to improve the agent proposed 
system, aim of this research is to integrate resource management system and minimize 
human interaction in scheduling grid job. In literature several approaches have  
been proposed for grid resource selection, a large number of works evaluate fuzzy 
similarity measures by data mining technique based on clustering [6,8-11]. The most 
effective classification is obtained by dynamic fuzzy clustering [9]. 

Dynamic fuzzy clustering requires the following steps: data standardization, fuzzy 
similar matrix computation and by transitive closure, computation of the fuzzy 
equivalent matrix. 

Fuzzy clustering time depends mainly on computation of similar matrix transitive 
closure that is characterized by a complexity of O(n3) [10]. According with [9-11], in 
order to improve the computational efficiency of traditional algorithms we propose 
and evaluate a different method that make the approach suitable also for grids with a 
very large number of nodes 

Some software systems have an architecture allowing interconnections of several 
software modules but results in a too complicated system structure [12-14] and addi-
tion of new functions is difficult. 

The proposed middleware is based on multi-agent technology and on a collabora-
tive networked knowledge-based platform. The innovation of this approach is related 
onto an intelligence based automatic workflow generation that identifies an efficient 
jobs scheduling on available resources . 

This paper is structured as follows: in the next section the basic elements of the 
distributed environment and services provided by autonomous agents is described. In 
section 3 the elements necessary to create a collaborative and secure middleware is 
presented. An efficient resource selection approach, based on fuzzy similarity meas-
ures to find the appropriate resource that meets task needs is finally described and 
discussed in section 4. Conclusion and future works close the paper. 

2   An Infrastucture Based on Java Agent Technology 

The design goal is to have an architecture in which various components or agents 
cooperate with each other effectively. 

The architecture is chosen to be distributed because these components could reside 
on different systems. Moreover, interaction among components, developed by differ-
ent programmer using Java languages,  must be supported. Also the use of the archi-
tecture should be intuitive and simple. For this reason we have deployed different 
autonomous intercommunicating entities, using a common ontology and sharing the 
same communication protocol. 
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Java Agent (JA) is the basic entity of environment and is able to solve different 
simple or complex jobs, in relation with its ability and availability. 

JA is the fundamental architecture component of our distributed system, and it is 
composed in every distributed node of our architecture by a Java engine and some Java 
applications and services. These agents are autonomous and interactive components 
able to communicate each others by asynchronous messages. The agents are character-
ized by: services, deployed by users using Java class applications; a container, to store 
and communicate Java applications available in the grid node, using a local monitoring 
and discovery system (MDS); a Java-engine, to schedule and manage applications. 

Every grid user can create services that can be shared within grid community. Each 
node has an embedded container service. Planning philosophy is like common appli-
cation i.e. Tomcat [10] or JBoss [11]. The developed Java applications are stored in a 
defined directory monitored by the container service. 

Hardware resources, available Java applications, developed services and jobs 
queue define the “status” of every grid node. This great deal of information is the 
knowledge base of an agent that measures and periodically tests and updates its own 
performance, recording the results in a local MDS. This approach is necessary  
because every agent is reactive to environmental changes. 

The core of every JA is the Java-engine, that allows management and standalone ap-
plication execution. Using multi-thread approach, this engine is based on a scheduler that 
collects environment information in a local database (it organizes its knowledge), man-
ages applications execution (it manages itself) and exchange messages and information to 
identify itself inside the community of agents (it communicates in an open environment).  

Every agent implements a priority-based scheduling among local threads, creating 
different queues in relation with users priority policy and environmental condition. 
This service can manage each type of job such as I/O tasks or computational tasks, 
even if real management is demanded to the Operative System. 

3   Distributed Environment 

In the proposed multi-level architecture [18], different Java Agents are introduced in 
order to satisfy specific and well defined goals. We have specified two classes of  

 

 

Fig. 1. Architectural schema 
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agents: a low level agent class composed by “JA workers”, whose java-engine man-
ages job execution in the single node; a high level agent class composed by “JB bro-
ker” (JB) and “J-Security” (JS), that manage JA worker jobs as shown in figure 1. 

Each developed JA is characterized by the following services: 

-Info MDS (Management and Discovering Service): this service is a variable-time 
synchronous application that characterizes node resources in the grid. Each node 
collects static parameters: “Cpu number”, “Cpu frequency”, “Ram on board”, “Hd 
capacity”. Moreover other static parameters are evaluated by benchmarks, applying 
standard test such as: FFT, Gauss-Seidel relaxation, Sparse matrix-multiply, Monte 
Carlo integration, Dense LU factorization. The results are measured in Mflops 
(Number of Mega FLoating point Operations Per Second). Dynamic parameters are 
considered such as: “cpu load”, “Available ram”, “Available capability storage”, 
“Number of active jobs”, “Network bandwidth”.  The agent synchronizes local MDS 
info with global grid MDS info, sending hardware and software information to a 
global grid information system stored in a broker agent. Information updating rate 
depends on variation of the work load in the node. These information are collected in 
a database to allow JB to define resources and jobs classification in order to apply the 
best distribution policy, using different technique. In the next section we'll show the 
result applying a fuzzy approach; 

-Job Run Service: goal of this asynchronous service is to handle and execute JB 
requests, that are coded by an ontology to grant information around job, user and 
proxy. Local Job Manager can handle different queues in relation with user priority 
policy. This service can manage each type of job such as I/O tasks or computational 
tasks; 

-Job Status Service: goal of this synchronous service is to monitor status of active 
jobs, in order to obtain information about partial/complete results of every single 
application; 

-LRC (Local Replica Catalog) service: goal of this synchronous service is to mapping 
local file resources. The LRC, installed in each storage node, associates the physical 
locations name (PLN) to logical file name (LFN). Every agent of the system has the 
same structure, but in order to manage a community of agents, the proposed grid 
architecture is based on two ‘specialized’ elements. 

The JB-broker agent coordinates resources, services and requests; it is a set of ser-
vices needed to monitor and analyze available resources and to define management 
policy, using Info MDS. This agent can be also a generic node that executes jobs in 
conjunction with the other nodes of the GRID and gets information on its own status 
and available resources.  

JB-broker has the same structure of JA-worker, with other services allowing the 
management of the distributed environment.  

Services added to JB agents are: 

-Resources and Jobs Classification Service: the goal is to evaluate resource and job 
fuzzy similarity measures; 

-Job Scheduler Service: the goal of this asynchronous service is to manage job 
execution requests submitted by Resources and Jobs Classification Service; 
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-RLS (Replica Location Service): its goal is to map distributed file resources and 
manage their replicas to assure redundancy and optimize the scheduling performance.  

The Replica Location Service, used to associate Logical File Name (LFN) with 
Physical File Name (PFN), tracks in the grid platform  the location of data and  possi-
ble existing replicas. This service is based on above-mentioned Local Replica Catalog 
(LRC) and on the JB agent creation of Replica Location Index (RLI). 

JB Java-engine applies job scheduling policy to itself and also to the whole archi-
tecture, distributing and collecting works for each JA worker. JB agent-engine man-
ages local services, Network Service and Grid Service (jobs that users submit using a 
Web interface). Aim of this agent is to organize and plan the information and applica-
tion interchange among the network nodes, maximizing resource utilization, and 
minimizing job runtime.  

The J-Security agent provides the security requirements, generates valid certificates 
and verifies proxy. It includes a certification system with valid PKI/GSI certificate 
and a proxy service allowing certified users to use GRID resources.  

Users and computational resource credentials are stored in a security server grid-
node in order to assure a high security level. Its principal services are: 

-Security Service: an asynchronous service allowing access to users by means of a 
public key infrastructure; this approach allows association between grid node MAC 
address (public key) and the user private key; 

-CA Service (Certification Authority Service): the goal of this asynchronous service is 
to verify user access using a proxy time. After proxy authentication, user can work in 
the grid environment. 

Three main levels of user are managed to access into Grid Environment: root (web 
services administrator), user (generic customer that can submit applications, use 
available grid jobs or demo applications), guest (generic customer that can only exe-
cute demo applications). 

4   Resources and Efficient Jobs Scheduling by Fuzzy Classification 

The goal of JB-broker is to associate grid processing resources to applications. An 
accurate and effective resource selection requires evaluation of several parameters: 
application preferences and static and dynamic grid resource features.  

A preference-based fuzzy clustering method to improve grid resource selection 
performance is proposed. It applies fuzzy clustering according to application prefer-
ence W to create resource clusters, then the mean cluster performances are evaluated 
to find the appropriate resources that match job needs. 

Since resources are classified by different application preferences, this method can 
also avoid excessive work loads concentration on only few resources so as to improve 
load balance in grid environment. The JB-broker fuzzy module service analyzes col-
lected local MDS information. 

Typically, Grid resources are geographically distributed and  heterogeneous; they 
are owned by different individuals or organizations, resources are also characterized 
by  dynamically varying load and availability. These features changing dynamically,  
make grid resources selection very difficulty.  
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Different grid applications have different preferences too.  Fuzzy clustering evalua-
tion is performed wherever there is a job request avoiding excessive work loads con-
centration on only few resources. 

The performance of the proposed preference-based fuzzy clustering method for 
grid resource selection, has been evaluated considering the number of grid nodes. To 
explain the evaluation method, in the following example we have considered ten grid 
nodes and seven parameters among those described above: “Cpu frequency”, “Ram 
on board”, “Storage capacity”, “Cpu load”, “Available ram”, “Available storage  
capacity” and “Network Bandwidth”. 

Resource selection is made in two steps: a selection of grid nodes meeting the job 
needs is identified by dynamic fuzzy clustering; the workflow evaluation on selected 
nodes allows job run time scheduling. 

In the dynamic clustering step, a limited numbers of static and dynamic parameters 
are considered, in order to reduce the computational complexity O(n3). The workflow 
evaluation is  carried out on a limited numbers of resources, on the cluster identified 
by the first step. In this way the approach is suitable also for grid characterized by a 
very large numbers of nodes. 

In the first step, according to the difference in application preferences, suitable 
logical resource clusters are selected separately by using the λ matrix method [17]. 
For example, a computational-intensive application needs high power processors and 
therefore nodes with high Cpu frequency. Figure 2 shows how grid nodes are clus-
tered in relation with a computational intensive job, using a threshold value λ=0,75.  

 

Fig. 2. Example of clustering for computational-intensive applications 

Fuzzy clustering results identify three main clusters. The first cluster has a high 
performance average value, the second cluster has a sufficient value and the third has 
a very low performance value. 

Fuzzy clustering results are different under different preferences, even if the λ val-
ues are the same. By changing the value of λ, different clusters can be estimated in 
order to satisfy the requirements of high performance computing applications. 

In our test we have set threshold λ =0,75; an example of resources clustering ac-
cording to a job characterized by Cpu and Ram preferences is shown in figure 3. In 
this case only two grid nodes are able to solve computationally intensive applications. 
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Fig. 3. Example of clustering for computational-intensive application 

 

Fig. 4. Example of clustering according to high network bandwidth preference job 

 

Fig. 5. Example of fuzzy node selection from cluster identified in figure 2 

Figure 4 shows resources clustering according to a high network bandwidth prefer-
ence job, for example a job for the visualization of a large amount of data stored in 
one or more different nodes. In this case the amount of clusters decreases, while  
the resource amount in some clusters increases. In the second step, after available 
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resources fuzzy clustering, an automatic workflow generation  is used to predict run-
time the best resources selection. Workflow generation uses the following parameters: 
data transfer time; application transfer time; statistic job execution time; number of 
jobs queue; available cpu and ram. 

Dynamic selection is performed on this new set of parameters and cluster nodes to 
identify the more effective job scheduling. 

Figure 5 shows the results of this second step related to the example reported in 
figure 2. In the following tables this two steps approach is compared to the single step 
approach. Table 1 reports clustering time versus number of nodes for the single step 
approach.  

Table 2 reports clustering time versus number of nodes for the first step of the two 
steps approach. Table 3 reports workflow generation time versus number of nodes for 
the second step (workflow prediction) of the two steps approach. Tables shows how 
the two steps approach improves the clustering efficiency  compared to the single step 
clustering. 

Table 1. Clustering time versus number of nodes for the single step approach 

Grid nodes Parameters Time [ms] 

10 7 16 

20 7 22 

50 7 108 

100 7 1215 

150 7 5825 

200 7 18425 

500 7 Memory Overflow 

1000 7 Memory Overflow 

Table 2. Clustering time versus number of nodes for the first step of the two steps approach 

Grid nodes Parameters Time [ms] 

10 4 12 

20 4 15 

50 4 90 

100 4 973 

150 4 4659 

200 4 15247 

500 4 1004693 

1000 4 Memory Overflow 
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Table 3. Step two, workflow generation time versus number of nodes for the two steps approach. 

Cluster dimension Workflow parameters Time [ms] 

10 3 4 

20 3 6 

50 3 15 

100 3 231 

150 3 1122 

200 3 3066 

 

Fig. 6. Diagrams of clustering with two approaches 

 

Fig. 7. Histogram of resource selection time using two approaches 
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These tests were performed  using JVM v1.6 standard configuration with 64 MB 
ram allocated and Intel Centrino Duo 1.6 GHz CPU. Figure 6 shows resource selec-
tion time of the two approaches versus number of grid nodes. For larger number  
of grid nodes, default parameters setting of Java memory allocation, must be be  
increased to avoid memory overflow. 

5   Conclusion and Future Work 

In this paper a two step fuzzy dynamic clustering approach for an effective grid re-
source selection especially suitable for grid with a very large number of nodes is pre-
sented. Several static and dynamic parameters are evaluated in order to obtain an 
accurate and effective resource selection. Results show that the dynamic clustering of 
these parameters allows accurate resources selection and also avoids excessive work 
loads concentration on only few resources so as to improve load balancing in grid 
environment. The proposed two steps clustering approach allows effective workflow 
prediction on a reduced set of nodes, only on nodes that meet the job preferences. 
Identification of the most effective available resource features and job preferences and 
definition of the most efficient rules  for job scheduling in grid environment remain 
open questions that will be dealt, for specific applications, i.e. image processing, in 
future works. 
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Abstract. In passive RFID environment, this paper presents a pseudorandom 
tag arrangement for improved performance of RFID based mobile robot local-
ization. It is assumed that a mobile robot travels along a series of linear seg-
ments, each at a constant velocity, and the number of tags sensed at one time is 
at most one. First, using spatial and temporal information during tag traversing, 
a simple but effective mobile robot localization method is developed. Second, 
four repetitive tag arrangements, including square, parallelogram, tilted square, 
and equilateral triangle, are examined. For each tag arrangement, the difficulty 
in tag installation and the problem of tag invisibility are discussed and  
compared. Third, inspired from the Sudoku puzzle, a pseudorandom tag ar-
rangement is proposed, which is superior to conventional deterministic tag  
arrangement in terms of tag invisibility and tag installation. 

Keywords: Mobile robot, localization, RFID, tag arrangement, pseudorandom. 

1   Introduction 

Recently, the RFID system has been used for mobile robot localization, which con-
sists of tags, antenna, and reader. There have been two different research groups of 
RFID based mobile robot localization, where a set of tags storing the absolute posi-
tional information are deployed throughout a navigation environment. In one group, 
either active or passive tags are installed along the wall and they are used as beacons 
or landmarks to guide the navigation of a mobile robot [1]-[8]. However, in the other 
group, passive tags are installed on the floor and they are used to indicate the current 
position of a mobile robot [9]-[11]. This paper belongs to the latter group. 

When an antenna senses a tag on the floor, there involves the positional uncertainty 
within the sensing range, which degrades the performance of RFID based mobile 
robot localization. One simple way of alleviating such a limitation may be to increase 
the tag distribution density on the floor. If more than one tag is sensed by an antenna 
at one instant, the current position of a mobile robot can be estimated more accurately 
by utilizing multiple tag readings [11]. However, the increased tag distribution density 
may be accompanied by the economical problem of high tag installation cost and the 
technical problem of incorrect tag readings. 

For a given tag distribution density, the performance of RFID based mobile robot 
localization is affected by how a set of tags are arranged over the floor. There have 
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been a variety of tag arrangements considered so far, which can be categorized into 
three repetitive arrangements, including square, parallelogram, and tilted square. De-
pending on the localization method, the tag arrangement can be optimized for im-
proved localization performance. It is claimed that the triangular pattern is optimal in 
[11], and the tilted pattern is optimal in [10], for example. 

In this paper, we present a pseudorandom RFID tag arrangement for improved mo-
bile robot localization. This paper is organized as follows. Section 2 describes a  
mobile robot localization method using spatial and temporal information. Section 3 
examines four repetitive tag arrangements, including square, parallelogram, tilted 
square and equilateral triangle, in terms of tag installation and tag invisibility. In-
spired from the Sudoku puzzle, Section 4 proposes the pseudorandom tag arrange-
ment for reduced tag invisibility without increased installation difficulty. Finally, the 
conclusion is made in Section 5. 

2   Mobile Robot Localization 

In RFID based mobile robot localization, a mobile robot equipped with an antenna at 
the bottom navigates over the floor covered with a set of tags. As a mobile robot 
moves around, an antenna often senses tags that are located within the sensing range. 
In this paper, we make the following assumptions. First, a mobile robot travel along a 
trajectory consisting of a series of linear segments, each line segment at a constant 
velocity. Second, the number of tags sensed by an antenna at one instant is at most 
one. Third, the sensing range of an antenna is circular and the shape of a tag is a point. 
For explanation, it is convenient to think that a point form antenna passes through the 
circular tag sensing range. This is illustrated in Fig. 1. 

 

 

Fig. 1. Mobile robot trajectory over the floor covered with tags 
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2.1   Velocity Estimation 

Fig. 2 depicts the situation where a mobile robot initially standing at a priori known 
position moves straight across the sensing range of a tag at a constant speed. Suppose 
that a pair of temporal information on the traverse of a mobile robot across the sens-
ing range are given, including the elapsed time from starting to entering and the 
elapsed time from entering and exiting. Given these two timing information, the ve-
locity of a mobile robot, that is, the steering angle and the forwarding speed, can be 
determined. Note that there are two constraints for two unknowns. 

For convenience, the local coordinate system is introduced, in such a way that the 

tag position is defined as the coordinate origin, t] 0 0 [O = , and the starting position is 

defined at tl ] 0 - [A = , as shown in Fig. 2. Let r be the radius of the circular sensing 
range centered at a tag. Let t1 be the elapse time during which a mobile robot starts to 
move and then reaches the sensing range. Let t2 be the elapse time during which a 
mobile robot enters into the sensing range and then exits out of it. Let OAB)( ∠=θ  be 

the steering angle of a mobile robot, and υ be the forwarding speed along the linear 

segment. Let us denote ,OA l= ,OCOB r== ,OF c= ),(AB 1ta υ== and  

)(BC 2tb υ== . 

 

Fig. 2. Mobile robot traversing across the tag sensing range 

First, from OAFΔ  and OBFΔ , using Pythagoras' theorem, 
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respectively. From (1) and (2), we can have 

22)( rlbaa −=+ , (3) 

so that the forwarding speed, υ, of a mobile robot can be obtained by 

121

22
2

)( ttt

rl

+
−=υ , (4) 

where 1ta υ=  and 2tb υ=  are used. 

Once υ is known using (4), applying the law of cosines to OABΔ , the steering an-
gle, θ, of a mobile robot can be determined: 

lt

rlt

)(2
)(

cos
1

222
1

υ
υθ −+= , (5) 

which leads to 

)cos,cos1(2atan 2 θθθ −±= . (6) 

Seen from (6), there are two solutions of θ, however, only one of them can be physi-
cally true as the velocity of a mobile robot. This solution duplicity should be resolved 
to uniquely determine the velocity of a mobile robot. One way of resolving the solu-
tion duplicity is to utilize the information from the encoders that are readily available. 
For instance, the estimated steering angle using the encoder readings can be used as 
the reference to choose the true solution out of two possible solutions. 

2.2   Position Estimation 

At each sampling instant, the current position of a mobile robot will be updated using 
the velocity information obtained at the previous sampling instant. Unfortunately, this 
implies that the RFID based mobile robot localization proposed in this paper suffers 
from the positional error accumulation, like conventional encoder based localizations. 
However, in the case of RFID based localization, the positional error does not keep 
increasing over time but is bounded within the sensing range at each tag traversing. 
Under a normal floor condition, RFID based localization will work better than en-
coder based localization in term of positional uncertainty, while the reverse is true in 
terms of positional accuracy. 

3   Repetitive Tag Arrangements 

The performance of RFID based mobile robot localization is heavily dependent on 
how densely tags are distributed over the floor and how they are arranged over the 
floor. As the tag distribution density increases, more tag readings can be used for 
mobile robot localization, leading to better accuracy of localization. However, the 
increased tag distribution density may cause the economical problem of excessive tag 
installation cost as well as the technical problem of duplicated tag readings. 
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For a given tag distribution density, the tag arrangement over the floor affects the per-
formance of RFID based mobile robot localization. Several tag arrangements have been 
considered so far, however, they can be categorized into four repetitive arrangements, 
including square, parallelogram, tilted square and equilateral triangle. For a given tag 
distribution density, it is claimed that the tag arrangement can be optimized for improved 
mobile robot localization, which depends on the localization method used [10],[11]. 

3.1   Tag Installation 

One important consideration in determining the tag arrangement should be how easily 
a set of tags can be installed over the floor. Practically, it is very difficult or almost 
impossible to precisely attach many tags right on their respective locations one by one. 
To alleviate the difficulty in tag installation, two-step procedure can be suggested. 
First, attach each group of tags on a square or rectangular tile in a designated pattern. 
Then, place the resulting square tiles on the floor in a certain repetitive manner. 

First, consider the case in which a group of four tags are placed on a square tile of 
side length of )4(2 rs ≥ , where r is the radius of the circular tag sensing range, under 
the restriction that all four sensing ranges lie within a square tiles without overlapping 
among them. Note that the maximum number of tags sensed at one instant is assumed 
to be one in this paper. Fig. 3 shows three square tag patterns, including square, paral-
lelogram, and tilted square. Fig. 3a) shows the square pattern, where four tags are 
located at the centers of four quadrants of a square tile.  

Fig. 3b) shows the parallelogram pattern, which can be obtained from the square 
pattern shown in Fig. 3a) by shifting upper two tags to the right and lower two tags to 
the left, respectively. The degree of slanting, denoted by h, is the design parameter of 
 

 

Fig. 3. Four tag patterns: a) square, b) parallelogram, c) tilted square and d) line 
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the parallelogram pattern. In the case of 
4

s
h = , the parallelogram pattern becomes an 

isosceles triangular pattern [11]. And, in the case of 0=h , the parallelogram pattern 
reduces to the square pattern. 

Fig. 3c) shows the tilted square pattern [10], which can be obtained by rotating the 
square pattern shown in Fig. 3a). The angle of rotation, denoted by φ, is the design 
parameter of the tilted square pattern. Note that the tilted square pattern returns to the 

square pattern in the case of 
2

,0
πϕ = .  

Next, consider the case in which a group of three tags are placed in a line on a rec-
tangular tile of two side lengths of )6(2 rp ≥  and )2(2 rq ≥ , under the same restriction 

imposed on three square tag patterns above. Fig. 3d) shows the line tag pattern. For 
later use in equilateral triangular pattern generation, we set 

eqep
2

3
2,32 == , (7) 

where e denotes the tag spacing, that is, the distance between two adjacent tags. For 
the line pattern to have the same tag distribution density as three square patterns, 

3:44:4 2 =pqs . (8) 

 

 

Fig. 4. Four repetitive tag arrangements: a) square, b) parallelogram, c) tilted square and d) 
equilateral triangle 
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From (7) and (8), it can be obtained that 

22

3

2
se = . (9) 

Fig. 4 shows four different tag arrangements, each of which results from placing 
the corresponding tag pattern in a certain repetitive manner. 

3.2   Tag Invisibility 

In RFID based mobile robot localization, it may happen that an antenna cannot have a 
chance to sense any tag during navigation, referred here to as the tag invisibility. If 
the tag invisibility persists for a long time, it may lead a mobile robot astray, resulting 
in the failure of RFID based localization. The tag invisibility should be one critical 
factor that needs to be taken into account in determining the tag arrangement. For a 
given tag distribution density, it will be desirable to make the tag visibility, which is 
the reverse of tag invisibility, evenly for all directions rather than being biased in 
some directions. 

In the case of square arrangement, shown in Fig. 4a), tags cannot be sensed at all 
while a mobile robot moves along either horizontal or vertical directions. The smaller 
sensing radius compared to the tag spacing, the more serious the problem of tag in-
visibility. In the case of parallelogram arrangement, shown in Fig. 4b), the problem of 
tag invisibility is somewhat alleviated along the vertical direction, while the tag in-
visibility along the horizontal direction remains the same. One the other hand, in the 
case of tilted square tag arrangement, shown in Fig. 4c), the situation gets better along 
both horizontal and vertical directions. Finally, in the case of equilateral triangular  
tag arrangement, shown in Fig. 4d), the problem of tag invisibility occurs along  
three equiangular directions, however, the range of tag invisibility becomes smaller 
compared to the cases of both square and the parallelogram arrangements. 

4   Pseudorandom Tag Arrangement 

To significantly reduce the tag invisibility in all directions, the random tag arrange-
ment seems to be best. Due to highly expected installation difficulty, however, it is 
hard to select the random tag arrangement in practice. 

Taking into account both tag invisibility and installation difficulty, a pseudoran-
dom tag arrangement is proposed using a set of different tilted squares that have  
different angles of rotation, shown in Fig. 3c). It is expected that the proposed pseudo-
random tag arrangement exhibit randomness to some extent without increasing the 
difficulty in installation.  

First, let us define a set of nine different tilted square tag patterns as follows. Since 
the rotation by 90° makes the resulting tilted pattern back to the original one, we  
propose to use the set of discrete angles of rotation, given by 

9,,1,
18

)1(
9

1

2
)1( =−=−= KKKK

ππφ , (10) 
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where K=1 corresponds to the square pattern shown in Fig. 3a). Fig. 5 shows the set 
of nine different tilted square patterns, given by (10). After making nine copies of 
each set of nine different tilted square tag patterns, we place them on the floor side by 
side, according to the number placement in the Sudoku puzzle. In the Sudoku puzzle, 
the numbers '1' through '9' should be placed in a 99×  array without any duplication 
along horizontal & vertical directions and also within 33×  sub array. 
 

 

Fig. 5. The set of nine different tilted square patterns 

 

Fig. 6. Pseudorandom tag arrangement: a) one solution to the Sudoku puzzle and b) the corre-
sponding tag arrangement 

Fig. 6 shows one solution to the Sudoku puzzle and the corresponding tag ar-
rangement. Compared to conventional deterministic tag arrangements shown in  
Fig. 4, it can be observed that the tag arrangement shown in Fig. 6b) exhibits random-
ness successively, which is called the pseudorandom tag arrangement. 
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5   Conclusion 

This paper presented a pseudorandom RFID tag arrangement for improved perform-
ance of mobile robot localization. First, using temporal as well as spatial information 
across tag traversing, we developed a simple but effective mobile robot localization 
method. Second, we examined four repetitive tag arrangements, including square, 
parallelogram, tilted square, and equilateral triangle, in terms of tag installation  
and tag (in)visibility. Third, we proposed a pseudorandom tag arrangement inspired 
from the Sudoku puzzle, which results in satisfactory tag visibility without increased 
difficulty in tag installation.  
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Abstract. In this paper, a novel Forward Dynamic MIMO Neural NARX model 
is used for simultaneously modeling and identifying both joints of the 2-axes 
PAM robot arm’s forward dynamic model. The contact force variation and 
highly nonlinear cross effect of both links of the 2-axes PAM robot arm are 
modeled thoroughly through a Forward Neural MIMO NARX Model-based 
identification process using experiment input-output training data. The results 
show that the novel Forward Dynamic Neural MIMO NARX Model trained by 
Back Propagation learning algorithm yields outstanding performance and per-
fect accuracy. 

Keywords: Pneumatic artificial muscle (PAM), 2-axes PAM robot arm, For-
ward Dynamic Neural MIMO NARX model, Modeling and identification. 

1   Introduction 

The nonlinear n-DOF robot arm used in rehabilitation robot is belonged to highly 
nonlinear systems where perfect knowledge of their parameters is unattainable by 
conventional modeling techniques because of the time-varying inertia, external force 
variation and cross-effect between the. To guarantee a good force/position tracking 
performance, lots of researches have been carried on. Jatta et al. in [1] applied hybrid 
force/velocity control of industrial manipulator considering friction compensation. In 
[2], Khayati et al. realized a Multistage Position/Force Control for constrained robotic 
system using multi-objective observer. Katsura et al. in [3] installed an adaptive 
model used as a disturbance observer for force control of robotic manipulator and so 
on. Unfortunately, all such results seem still lack of robust and accuracy to be applied 
in force/position control of rehabilitation robot. 

Thanks to their universal approximation capabilities, neural networks provide a 
promising implementation tool for modeling the complex input-output relations of the 
multiple n-DOF robot arm dynamics being able to solve problems like variable-
coupling complexity and external force variation. During the last decade several neu-
ral network models and learning schemes have been applied to offline and online 
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learning of manipulator dynamics [4],[5]. Ahn and Anh in [6],[7] have successfully 
optimized a NARX fuzzy model of the PAM robot arm using genetic algorithm and in 
[8] have identified the PAM manipulator based on recurrent neural networks. The 
drawback of all these results is considered the n-DOF robot arm as n independent 
decoupling joints and the external force variation like negligible effect. Consequently, 
all intrinsic cross-effect features of the n-DOF robot arm have not represented in its 
recurrent neural model.  

To overcome these disadvantages, in this paper, a new approach of intelligent dy-
namic model, namely Forward Dynamic Neural MIMO NARX model, firstly utilized 
in simultaneously modeling and identification both joints of the 2-axes pneumatic 
artificial muscle (PAM) robot arm system used as 2-axes PAM-based wrist and elbow 
rehabilitation robot. The results show that the novel Forward Dynamic Neural MIMO 
NARX Model trained by Back Propagation learning algorithm yields outstanding 
performance and perfect accuracy. 

2   Back Propagation (BP) Learning Algorithm in Forward MIMO 
NARX Model Identification 

A fully connected 3-layer feed-forward MLP-network with n inputs, q hidden units 
(also called “nodes” or “neurons”), and m outputs units is shown in Fig. 1. 

 

Fig. 1. Structure of feed-forward MLPNN 

In Fig.1, w10,.., wq0 and W10,..,Wm0 are weighting values of Bias neurons of Input 
Layer and Hidden Layer respectively. 

The class of MLPNN-networks considered in this paper is furthermore confined to 
those having only one hidden layer and using sigmoid activation function: 
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The objective of training is then to determine a mapping from the set of training data 

to the set of possible weights: θ̂→NZ  so that the network will produce  
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predictions )(ˆ ty , which in some sense are “closest” to the true joint angle outputs y(t) 

of PAM robot arm. 
Concretely, the weights Wij and wjl of weighting vector of neural NARX are then 

updated as: 
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with iδ  is search direction value of ith neuron of output layer (i=[1 →  m]); Oj is the 

output value of jth neuron of hidden layer (j=[1 →  q]); yi and iŷ are truly real output 

and predicted output of ith neuron of output layer (i=[1 →  m]). 

3   Experiment Configuration of the 2-Axes PAM Robot Arm 

A general configuration and the schematic diagram of the 2-axes PAM robot arm and 
the photograph of the experimental apparatus are shown in Fig.2. 

The hardware includes an IBM compatible PC (Pentium 1.7 GHz) which sends the 
voltage signals u1(t) and u2(t) to control the two proportional valves (FESTO, MPYE-
5-1/8HF-710B), through a D/A board (ADVANTECH, PCI 1720 card) which changes 
digital signals from PC to analog voltage u1(t) and u2(t) respectively. Consequently, 
the both of joints of the 2-axes PAM robot arm will be rotated to follow the desired  
 

 
Fig. 2. Block diagram for working principle of 2-axes PAM robot arm 
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joint angle references (YREF1(k) and YREF2(k)) respectively. The joint angles, θ1[deg] 
and θ2[deg], are detected by two rotary encoders (METRONIX, H40-8-3600ZO) and 
fed back to the computer through a 32-bit counter board (COMPUTING MEAS-
UREMENT, PCI QUAD-4 card) which changes digital pulse signals to joint angle 
values y1(t) and y2(t). Simultaneously, through an A/D board (ADVANTECH, PCI 
1711 card) which will send to PC the external force value which is detected by a force 
sensor CBFS-10. The pneumatic line is conducted under the pressure of 5[bar] and the 
software control algorithm of the closed-loop system is coded in C-mex program code 
run in Real-Time Windows Target of MATLAB-SIMULINK environment. 

4   Results of Forward Neural MIMO NARX Model Identification 

The procedure which must be executed when attempting to identify a dynamical sys-
tem consists of four basic steps: Step 1 (Getting Training Data); Step 2 (Select Model 
Structure); Step 3 (Estimate Model) and Step 4 (Validate Model). 

To realize Step 1, Fig.3 presents the PRBS input applied simultaneously to the 2 
joints of the tested 2-axes PAM robot arm and the responding joint angle and feed-
back force outputs. This experimental PRBS input-output data is used for training and 
validating the Forward neural MIMO NARX model (see Fig.1) of the whole dynamic 
2-joint structure of the 2-axes PAM robot arm. 
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Fig. 3. Forward Neural MIMO NARX Model Training data 

The 2nd step relates to select model structure. A nonlinear neural NARX model 
structure is attempted. The full connected Multi-Layer Perceptron (MLPNN) network 
architecture composes 3 layers with 5 neurons in hidden layer is selected (results de-
rived from Ahn et al., 2007 [12]). The final structure of proposed Forward neural 
MIMO NARX11 used in proposed neural MIMO NARX FNN-PID hybrid 
force/position control scheme is shown in Fig.4. 
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2-AXES PAM ROBOT ARM NEURAL MIMO FORWARD NARX MODEL
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Fig. 4. Structure of Forward neural MIMO NARX11 models of 2-axes PAM robot arm 

 

Fig. 5. Block diagram of Forward Neural MIMO NARX model identification 
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Fig. 6. Fitness convergence of Forward neural MIMO NARX Model 
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Fig.5 represents the block diagram for identifying Forward neural MIMO NARX11 
model of the 2-axes PAM robot arm. The weighting values of proposed Forward neu-
ral MIMO NARX models will be trained and optimized with the maximum 100 itera-
tions. The Back Propagation BP learning method is chosen as training algorithm. 
Consequently, the resulting Forward neural MIMO NARX models will be designed as 
to learn as precise as possible all dynamic and nonlinear features of the 2-axes PAM 
robot arm with varied external force. 

The 3rd step estimates trained Forward neural MIMO NARX11 model. A good 
minimized convergence is shown in Fig.6 with the minimized Mean Sum of Scaled 
Error (MSSE) value is equal to 0.003659 after number of training 200 iterations with 
the proposed forward neural MIMO NARX model.  
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Fig. 7. Validation of proposed Forward neural MIMO NARX Model 

The last step relates to validate resulting nonlinear neural Forward MIMO NARX 
models. Applying the same experimental diagram in Fig.5, an excellent validating 
result, which proves the performance of resulted Forward Neural MIMO NARX 
model, is shown in Fig.7. A good minimized convergence is shown in Fig.7 with the 
minimized Mean Sum of Scaled Error (MSSE) value is equal to 0.005577 after a 
number of training equal 200 iterations. 

5   Conclusions 

In this paper, a new approach of Forward Dynamic Neural MIMO NARX model 
firstly utilized in modeling and identification of the prototype 2-axes pneumatic artifi-
cial muscle (PAM) robot arm which has overcome successfully the cross-effect,  
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contact force variation and nonlinear characteristic of the 2-axes PAM robot arm and 
resulting neural Forward Dynamic MIMO NARX model surely improve the control 
performance of the 2-axes PAM robot arm. This resulting proposed intelligent model 
is quite suitable to be applied for the modeling, identification and control of various 
MIMO plants, including linear and nonlinear MIMO process without regard greatly 
change of external environments. 
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Abstract. In this paper, a human-robot speech interface for mobile
technology is described which consists of intelligent mechanisms of hu-
man identification, speech recognition, word and command recognition,
command meaning and effect analysis, command safety assessment, pro-
cess supervision as well as human reaction assessment. A review of se-
lected issues is carried out with regards to recognition and evaluation of
speech commands in natural language using hybrid neural networks. The
paper presents experimental results of automatic recognition and evalu-
ation of spoken commands of a manufacturing robot model simulating
the execution of laser processing tasks in a virtual production process.

Keywords: Human-robot interaction, Voice communication, Speech in-
terface, Artificial intelligence, Hybrid neural networks, Mobile technology.

1 Introduction

The advantages of intelligent human-robot speech communication for mobile
technology in a production process include the following:

– More robustness against human’s errors and more efficient supervising of the
process with the chosen level of supervision automation [1].

– Improvement of the co-operation between a human and a robot in respect
to the richness of communication [2].

– Achievement of a higher level of organization of a technological process that
is equipped with an intelligent two-way speech communication system, which
is relevant for its efficiency and production humanization.

– Technological decision and optimization systems can be remote elements
with regard to a technological process. There is no need of a human to be
present at the work station of the manufacturing robot.

Commands produced in continuous speech are processed to text with a Tablet
PC after identification and authentication of the human by the mobile system
shown in abbreviated form on Fig. 1. The recognized text is analyzed by the
meaning analysis subsystem performing word and command recognition. This

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 480–489, 2009.
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is sent to the effect analysis subsystem which analyses the status corresponding
to the hypothetical command execution, and consecutively estimates technical
safety and the process state. The command is also sent to the safety assess-
ment subsystem which assigns the command to the correct category and makes
corrections. The command execution subsystem assesses the reactions of the
human, and defines new parameters for the process. The manufacturing robot
subsystem is composed of a laser processing robot, as well as modules for tech-
nological process supervision and signaling process state and causes of inaccu-
racy. The subsystem for speech communication produces voice messages to the
human.

2 Automatic Command Recognition

In the automatic recognition process of commands in natural language, the
speech signal is processed to text and numeric values with the module for pro-
cessing voice commands to text on a Tablet PC.

move the laser processing head of
the machine in a horizontal

direction along a line by a position

mov laser proces-sing head
horizont-al along lin by position

move laser processing head
horizontally along linear by position

ALONG
BY

HORIZONTALLY

LASER
LINEAR

MOVE

PROCESSING
POSITION

Hamming distance = 2
to the class representing

command:
‘move laser processing
tool horizontally along
linear path by position’

DH Hamming distance = 11
to the class representing

command:
‘move laser processing tool

forward to next position’

DH

FORWARD

TO

LASER

NEXT
MOVE

PROCESSING

TOOL

POSITION

WORD RECOGNITION
MODULE

COMMAND RECOGNITION
MODULE

COMMAND SYNTAX
ANALYSIS MODULEcommand

recognition
cycle

COMMAND SEGMENT
ANALYSIS MODULE

HEAD

[...]

TOOL

ALONG
BY

HORIZONTALLY

LASER
LINEAR

MOVE

PROCESSING
POSITION

HEAD

[...]

TOOL

[...]

[...]

[...]

[...]

[...]

[...]

[...]

[...]

[...]

[...]

PATH

HEAD

[...]

[...]

[...]

[...]

[...]

[...]

[...]

PATH

z: seg.1, seg.2, seg.3, seg4., seg.5

w :i move laser processing tool horizontally along linear path by position
z : move laser processing head horizontally along linear by position

WORD ANALYSIS
MODULE

LETTER STRING
ANALYSIS MODULE

Fig. 2. Illustration of a command recognition cycle



Natural Language Human-Robot Interface 483

1
2
3
4
5
6
7
8
9

10
11
12
13
14

ABCDEFGH I J KLMNOPQRSTUVWXYZ

ABCDEFGH I J KLMNOPQRSTUVWXYZ

H
O
R
I
Z
O
N
T
A
L
L
Y

a

1
2
3
4
5
6
7
8
9

10
11
12
13
14

ABCDEFGH I J KLMNOPQRSTUVWXYZ

ABCDEFGH I J KLMNOPQRSTUVWXYZ

H
O
R
I
Z
O
N
T
A
L

a

p=number of
patterns

Output: binary image of
the recognized command

Classification to command classes
(Set of possible meaningful command patterns)

1 1

x1

b1

Input of the net: n=a*b

x={-1,+1}i

Binary
distance

layer

Recursive
layer

MAXNET

Output
layer

x2 x3 x4 x5 x6 xn

b2 b3 bp

a1 a2 a3 ap

N31 N32 N33 N3p

C1 C2 C3 Cp

Binary image of
a command

a

b

Chromosome
z=input
pattern

Evolvable
architecture

of ANN

Evolutionary
optimization: z, W

Evolvable learning
of ANN

Minimum Hamming distance
fitness function
F(G)=D (z,w)Hmin i

Chromosome
W=weights

Fuzzy
connectionist

structure

N2p

1

N23

1

N22N21

N11 N12 N13 N1p

N01 N02 N03 N04 N05 N06 N0n

Chromosome
z=input
pattern

Evolvable
architecture

of ANN

1 1 1

x={-1,+1}i

Classification to word classes
(Set of word patterns as command components)

Binary images as isolated components of the text created by
the word analysis module

C1 C2 Cp

N31 N3p

a1 a2 ap

b1 b2 bp

Binary image of letter string ‘HORIZONTAL’

Output: images of the recognized words

Image of recognized word ‘HORIZONTALLY’

Input of the net: n=26*a

p=number of patterns

x1 x2 xn

Evolutionary
optimization of

parameters: z, W

Evolvable
learning of

ANN

Fitness function
F(G)=D (z,w)Hmin i

Chromosome
W=weights

Fuzzy
connectionist structure

N2pN22N21

N1pN12N11

Command syntax
analysis

using command
segment patterns

W
O

R
D

1
W

O
R

D
2

W
O

R
D

3

W
O

R
D

b

b

4
3
2
1

a

Words into a command

a WORD 4
WORD 3
WORD 2
WORD 1

WORD a

W
O

R
D

1
W

O
R

D
2

W
O

R
D

3

W
O

R
D

b

N32

Bit = { 0 (for ANN: -1) , 1 }

a

b

Wpn

Mpp

Wpn

Mpp

Genotype
G={Ch , Ch }z W

Genotype G={Ch , Ch }z W

ALONG
BY

HORIZONTALLY

LASER
LINEAR

MOVE

PROCESSING
POSITION

HEAD

[...]

TOOL

[...]

[...]

[...]

[...]

[...]

PATH

ALONG
BY

HORIZONTALLY

LASER
LINEAR

MOVE

PROCESSING
POSITION

HEAD

[...]

TOOL

[...]

[...]

[...]

[...]

[...]

PATH

Represented
word class

Fig. 3. Evolvable fuzzy neural networks for word and command recognition



484 W. Kacalak and M. Majewski

S
I
O
N

5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

E
M
I
S

1
2
3
4

ABCDEFGH I J KLMNOPQRSTUVWXYZ

T
I
N
G

5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

E
M
I
T

1
2
3
4

ABCDEFGH I J KLMNOPQRSTUVWXYZ

1
2
3
4
5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

1
2
3
4
5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

E
M
I
T
T
I
N
G

1
2
3
4
5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

INITIALIZATION (implementation of evolutionary ANN weights) and CLASSIFICATION PHASES

LETTER STRING ANALYSIS MODULE using word segment patterns

WORD ANALYSIS MODULE using Hamming neural networks

WORD RECOGNITION MODULE using evolvable fuzzy neural networks

Binary coding as
input pattern:

Speech recognition output:

z
seg.1

z
seg.2

Word pattern z:

Word patterns W:

[ 00000000000000000000]111111

[ 00000000000000000000]111111

Evolutionary algorithm
indication of a binary
image row to remove

Minimum Hamming distance fitness function:

F(ch ) = D (z,w) =z Hmin i
1

D (z,w)H i

chz
chwi

Genotype G={Ch , }z ChW

Chromosome chz = individual
representing presence of
the same letters in a word

Learning patterns: letters: 26, word segments: 104, words as command components: 70

Evolutionary
strategies and

fuzzy connectionist
structure

Coding of existence of
rows in a pattern

1
2
3
4
5

a

ABCDE Z

E
M
I
T
T
I
N
G

1
2
3
4
5
6
7
8

ABCDEFGH I J KLMNOPQRSTUVWXYZ

Output of letter string recognition
and segment division:

wi

seg.1

wi

seg.2

E
M
I
S
S
I
O
N

Chz
Chwi

start emitting beam...

E
M
I
S
S
I
O
N

emi ingemitting

Chromosome ch = [ 00000000000000000000]z 111111

Ch = [z 11111111000000000000000000]

FOR analysis IF (z=0 AND w =1) THEN z=1j ij j

Fig. 4. Selected strategies for evolution of the neural network for word recognition

The speech recognition engine is a continuous density mixture Gaussian Hid-
den Markov Model system. The speech signal is transmitted from a PDA to
the Tablet PC and after a successful utterance recognition, a text command
in natural language is sent to the PDA. Individual words treated here as iso-
lated components of the text are processed with the letter string analysis module.
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The letters grouped in segments are then processed by the word analysis module.
The analyzed word segments are inputs of the evolvable fuzzy neural network
for recognizing words. The network uses a training file containing also words
and is trained to recognize words as command components, with words repre-
sented by output neurons. In the next stage, the recognized words are trans-
ferred to the command syntax analysis module which uses command segment
patterns. It analyses and divides commands into segments with regards to mean-
ing, and codes commands as vectors. They are sent to the command segment
analysis module using Hamming neural networks equipped with command seg-
ment patterns. The commands become inputs of the command recognition mod-
ule. The module uses a 3-layer evolvable fuzzy Hamming neural network either
to recognize the command and find its meaning or else it fails to recognize it
(fig. 2). The neural network of this module uses a training file containing pat-
terns of possible meaningful commands. The word and command recognition
modules contain Hamming neural networks (fig. 3) which feature evolvable ar-
chitectures and learning. Selected strategies for evolution of the matrix of the
neural network weights ’W’ and the input pattern ’z’ as shown in abbreviated
form on Fig. 4 and 5, increase the computational effectiveness of the recognition
problems.

3 Command Effect Analysis and Safety Assessment

The effect analysis and safety assessment subsystems (fig. 6) make analysis of the
recognized human command. The technical safety of the manufacturing robot is
checked by analyzing the state of execution of the commands required to have
been done as well as the commands to execute in subsequent decisions. The pro-
cess parameters to be modified by executing the command are checked and the
allowable changes of the parameter values are determined. They are both the
input signals of the neural network of the technical safety and process state esti-
mation modules. The neural network classifiers, which are trained with a model
of the manufacturing robot work, model of the technological process, model of
process diagnostics, allow for estimation of the level of safety of the recognized
command as well as analysis of the status corresponding to hypothetical com-
mand execution. New values of the process parameters are the input signals of
the neural networks.

An algorithm was created for assessing the technological safety of commands.
The lines represent power dependence on the laser processing parameters for
particular types of material. Based on the specified criteria, the laser processing
power limit is determined for each type of material. Based on the laser process-
ing power limit, the laser processing speed limit is assigned. According to the
human’s command, if the increase in speed makes the speed of the laser process-
ing smaller than the smallest speed determined with the power limit, then the
command is safe to be executed.
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A)

B)

Fig. 7. Implementation of the intelligent human-robot speech interface for mobile tech-
nology: A) designed 3D manufacturing robot model executing tasks, B) written appli-
cations for a PDA and Tablet PC in C++ programming language
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4 Experimental Results

The experimental dataset consisted of the learning files containing 70 training
words and 108 meaningful training commands. The developed system (fig. 7) was
executed on Windows MobileTM on a PDA (Pocket PC) and Tablet PC using
Windows. The first test measured the performance of the speaker independent
speech recognition with the implemented module on a PC. As shown in Fig.
8A, the speech recognition module recognizes 85-90% of the speaker’s words
correctly. As more training of the module is done, accuracy rises to around 95%.

For the research on command recognition at different noise power, the mi-
crophone used by the speaker was the PDA internal microphone. As shown in
Fig. 8B, the recognition performance is sensitive to background noise. The recog-
nition rate is about 86% at 70 dB and 71% at 80 dB. Therefore, background
noise must be limited while giving the commands.

5 Conclusions and Perspectives

Application of evolvable fuzzy neural networks allows for recognition of commands
in natural language with similar meanings but different lexico-grammatical pat-
terns, which will undoubtedly be the most important way of communication be-
tween humans and robots. The developed flexible method can be easily extended
for applications. The experimental results of the presented method of commands
recognition show its excellent and promising performance, and can be used for fur-
ther development and experiments.

The condition of the effectiveness of the presented system is to equip it with
mechanisms of command meaning and effect analysis, as well as safety assess-
ment. In the automated processes of production, the condition for safe commu-
nication between humans and robots is analyzing the state of the manufacturing
robot and the process before the command is given and using artificial intelli-
gence for technological effect analysis and safety assessment of the command.
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Abstract. The paper introduces a robot visual/inertial servoing algorithm when 
the robot needs to track an object with inertial sensors inside. In this situation, 
first, inertial Jacobian is newly defined to show the relationship between an  
angle set velocity vector and angular velocity vector of the robot tip. That is 
combined with the conventional image Jacobian for the proposed robot ser-
voing algorithm. While four landmarks have been used in the conventional vis-
ual servoing algorithm, the proposed algorithm requires only two landmarks 
with help of the IMU to track a moving object. Simulation and Implementation 
have been done to verify the feasibility of the proposed methodology. 

Keywords: Visual Servoing, Visual/Inertial combined Jacobian, Attitude  
Estimation. 

1   Introduction 

Visual and inertial perception is an important combination in nature. Many tasks of 
human such as orientation, equilibrium, body posture control, tools control … need 
the combination of the two sensory systems. Some researches try to closely imitate 
that integration in which the inertial sensors are attached with vision sensors 
[1],[10],[11]. Inertial sensors were used to detect the vertical line in images captured 
by cameras [1] and to help reconstruct the clear images from the blur due to  
motion [11]. 

While most common researches focused on the configuration that IMU was at-
tached to vision sensors, this paper describes a different configuration of inertial sens-
ing: the Inertial Measurement Unit is put inside the object. A robot manipulator with 
stereo camera in its hand is set to track the moving object with help of the IMU in-
formation of the object.  This configuration might be used to the possible application 
in the future such as a very quick object tracking which the vision can not follow, 
platform stabilization, HMD tracking … . 

                                                           
∗ Corresponding author. 
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For IMU information of the object, the attitude estimation method developed in our 
previous papers [8],[9] is used in this paper. However, the external acceleration is 
assumed to be negligible in this paper. We will takes into account the effect of exter-
nal acceleration in the future work. 

In this paper, inertial Jacobian is newly defined to show the relationship between 
an angle set velocity vector and angular velocity vector of the robot tip. The reason 
why we call it the inertial Jacobian is that the angle set for the robot tip will be com-
pared with the attitude from the IMU to generate the attitude error. Then, the inertial 
Jacobian is combined with the conventional visual Jacobian to generate the required 
Cartesian velocity command to the robot. 

In the field of visual servoing, conventional number of landmarks must be equal or 
more than fours due to the sufficient condition that is described in [13]. So, four 
landmarks have been widely used in the conventional visual servoing algorithm. But, 
the proposed algorithm requires only two landmarks with help of the IMU to track an 
moving object.  Four landmark condition might not be easy to satisfy in natural world.  
It might be more comfortable if only two landmarks can be used like two rear lamps 
of an automobile, two eyes of an animal. 

About control method for Visual Servoing, there are various ways such as an opti-
mal control[6], LQG and pole assignment, robust control and general predictive con-
trol. Among them, one of the most effective control approach is the task function 
approach by Chaummette [2],[3],[4]. In this paper, we develop a robot visual/inertial 
servoing algorithm under the prescribed robot configuration, based on the task  
function approach. Simulation and real implementation have been done to verify the 
feasibility of the proposed methodology. 

2   Nomenclatures 

The key notations are listed below for convenience: 
TI I Iu v⎡ ⎤≡ ⎣ ⎦f : is the feature point in image frame 

2 6k
v

×∈J : Visual Jacobian, is the interaction matrix between the moving veloc-
ity of camera with respect to object and the velocity of the feature points 

2 6( )I
×∈J q : Inertial Jacobian, connects from Cartesian velocity to Euler angle 

given by inertial information. 
c
bR : Rotation matrix from camera frame to body fixed frame [7] 
b
0bw : Gyro indicated value (Angular velocity of body fixed coordinate {b} with 

respect to base coordinate, considering in body fixed coordinate) 
b
0bw⎡ ⎤×⎣ ⎦ : Screw matrix of b 0bw components. 

3   Visual – Inertial Jacobian 

In this section, inertial Jacobian is newly defined to show the relationship between an 
angle set velocity vector and angular velocity vector of the robot tip. The reason why 
we call it the inertial Jacobian is that the angle set for the robot tip will be compared 
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with the attitude from the IMU to generate the attitude error. Then, the inertial Jaco-
bian is combined with the conventional visual Jacobian to generate the required Car-
tesian velocity command to the robot. This process will be explained as follows. 

First, we assume that the considered object is fixed and the robot moves to match 

( )I It → *f f  in the image plane. The error in the image plane is defined as 

( ) ( )I I
V t t= *e f - f . (1) 

The interaction between velocity of image features and Catersian velocity of camera 
is given as following: 

( )
c
c

c
V V V cc

c

v
t

ω

⎡ ⎤
⎢ ⎥= =⎢ ⎥
⎢ ⎥⎣ ⎦

J J ve . (2) 

In Eq. (2), VJ  is well known stereo image visual Jacobian defined by Hiroshi Kase 

et. [5] 
Here, the conventional exponential controller satisfying that V Vλ= −e e  leads to 

generate the input to the robot controller. Its pseudo-inversed solution is given by 

ˆc
c V Vλ += −v J e . (3) 

For six degree of freedom visual tracking, at least four landmarks are necessary for 
avoiding local minimum problem [13]. We’d like to develop the 6 dof visual-inertial 
servoing system which uses only two landmarks and the IMU information.  

 

Fig. 1. Coordinate assignment of the considered system. {b} and {c} is body fixed object coor-
dinate and camera coordinate frame, respectively. Intermediate camera coordinate frame {c’} is 
defined that it has same origin as {c}, but its initial orientation is the same as robot base coordi-
nate {0}, instantly. {cL},{cR} is left and right camera coordinate, respectively. 
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In order to show the process, we start with attitude angle set velocity which has  
the relationship with the angular velocity of the camera with respect to the {c}. It is 
derived from Euler representation [8] such as 

1 sin tan cos tan

0 cos sin

c
x

y

z c

ω
φ φ θ φ θ

ω
θ θθ

ω

⎡ ⎤
⎡ ⎤ ⎡ ⎤ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥−⎣ ⎦⎣ ⎦ ⎢ ⎥⎣ ⎦

. (4) 

Whereφ and θ are the Euler angles which follow rotation order about yy’ and then xx’ 

to reach the camera frame {c’} from base frame. It is not for {c} frame. 

The measured attitude angles( *φ and *θ ) of the target object from the IMU would 

be set for the desired orientation of the manipulator. The current attitude angles is 
computed from manipulator forward kinematics.  The difference of them gives 

*

*I
φ φ
θ θ
⎡ ⎤−

= ⎢ ⎥
−⎣ ⎦

e . (5) 

Here, the prescribed inertial Jacobian is defined as 

c
I I c

φ
θ
⎡ ⎤

= =⎢ ⎥
⎣ ⎦

e J v . (6) 

Where the inertial Jacobian matrix is obtained from Eq. (6) as 

[ ]2 3
cos tan sin tan 1

0
sin cos 0

I
φ θ φ θ

θ θ×
⎡ ⎡ ⎤ ⎤= ⎢ ⎢ ⎥ ⎥−⎣ ⎣ ⎦ ⎦

J . (7) 

The required computation for those angles are as follows 

0 0 6
' 6 '

c
c c cR R R R= , (8) 

( )1 0
' 3,1sin c Rθ −= , (9) 

0
' 3,21

0
' 3,3

tan c

c

R

R
φ − ⎛ ⎞

= ⎜ ⎟
⎝ ⎠

. (10) 

IJ is a 2x6 matrix. When only two landmarks is used, VJ is 8x6 matrix but it doesn’t 
contain enough information for the orientation of the object or ( ) 6Vrank <J .  In 

order to supply enough information for the movement of the object, the combined 
Jacobian with IJ and VJ is set up like 

V
VI

I

⎡ ⎤= ⎢ ⎥⎣ ⎦

J
J

J
. (11) 
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Following the exponential control method, the required control command is expressed as 

ˆ Vc
c VI

I

λ + ⎡ ⎤= − ⎢ ⎥⎣ ⎦

e
v J

e
. (12) 

The stability of the exponential control with the proposed combined Jacobian in Eq. 
(11) could be directly proved by Lyapunov Method as follows. the Lyapunov function 
is defined by the squared error norm: 

21
( )

2
L t= e , (13) 

0TL = <e e , (14) 

T T c
VI c=e e e J v  (15) 

ˆT
VI VIλ += − e J J e . (16) 

The Lyapunov condition for asymptotically stable system is satisfied if  
ˆ 0VI VI

+J J . 

4   Attitude Estimation in IMU 

Attitude computation in the IMU will be briefly explained in this section. It might be 
helpful to refer to our previous work[9] for the details. 

DCM is written in term of rotation matrix that describes the orientation of coordi-
nates frames “b” with respect to navigation frame “n”.  Rotation order is about zz’, 
yy’ and then xx’ corresponding to Euler angles: yaw( )ψ , pitch( )θ , roll( )φ . Rotation 

matrix nbC  can be expressed as [9]: 

c c c s s s c s s c s c

c s c c s s s s c c s s

s s c c c

n
b

θ ψ φ ψ φ θ ψ φ ψ φ θ ψ

θ ψ φ ψ φ θ ψ φ ψ φ θ ψ

θ φ θ φ θ

− + +

= + − +

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

C , (17) 

The notation “s” refers to sine and “c” refers to cosine. The transformation matrix 
n
bC can be obtained with the following integration [9]: 

[ ]n n b
nbb b ω= ×C C , (18) 

[

0

] 0

0

b b
z y

b b b
z xnb

b b
y x

ω ω

ω ω ω

ω ω

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎣ ⎦

−

×= −

−

. (19) 
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Normally, the whole DCM could be updated. However, only 3 components of DCM 
will be selected and updated as below:  

31 33 32

32 33 31

32 3133

0

0

0

n bn n
b xb b

n n n b
b b b y

n n bn
b b zb

C C C

C C C

C CC

ω

ω

ω

−

−

−

⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

. (20) 

Where, , ,b b b
x y zω ω ω are approximated angular rates that measured by gyrometers 

when earth rotation velocity is neglected. Measurements model using accelerometers 
is constructed as: 

0

0
31 32 33 0

0

0

0

b
x

b
y

b
z

x

c
y

z

f

f

gf

a

C C C R a

a

α=

⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎡ ⎤ ⎢ ⎥+⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦

. 
(21) 

In this equation, b xf , b yf , b zf are measured by accelerometers, g is the gravitational 

acceleration. Parameter α is adjusted 1α ≤  in general, 1α = when the tracking 
error is small enough. Normal Kalman filter or simply, the complement filter is used 
for the attitude estimation problem.  

The Kalman filter with Eq. (20) of process model and Eq. (21) of measurement 

model estimates the attitude angles( *φ and *θ ) of the target object. 

5   Simulation Results 

Simulation on Matlab Simulink has been performed to verify the validity of the  
algorithm and compare with conventional visual servoing algorithm before real im-
plementation. 

5.1   Object is Fixed 

In this simulation, object is fixed with initial Euler angles are set at / 4 /10π π⎡ ⎤
⎢ ⎥⎣ ⎦

 

while destination angle are 0 0⎡ ⎤
⎢ ⎥⎣ ⎦

 and center of destination object is put at 

0 0.7 0.4m m⎡ ⎤
⎢ ⎥⎣ ⎦ away from the initial point.  Four landmarks are set up in the same 

plane. Fig 2.  and Fig. 3 show the resultant trajectories of 4 landmarks in the image 
plane for both cases of visual inertial servoing and the conventional visual servoing. 
The visual inertial servoing used upper 2 landmarks and attitude information from 
IMU, while the visusal servoing used the 4 landmarks. In Fig. 2, the bigger landmarks 
are the used 2 upper landmaks, while smaller landmark trajectories are also shown for 
figuring out the overall trajectories of the object.  
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Fig. 2. Resultant trajectories of landmarks in visual inertial servoing simulation  
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Fig. 3. Trajectories of 4 landmarks in the convetional visual servoing simulation 

In visual inertial servoing, the command velocity for robot moving is not only opti-
mized the visual error but also the Euler angle errors. Converging speed of each kind 
of optimized is different so that the trajectory on the image plan is less straight com-
pared with visual servoing. This phenomenon is similar to partitioned approach to 
image-based visual servo control [12]. Investigate the error in detail are described in 
Fig. 4 and Fig.5 

The Fig. 4 shows a good converging shape of Roll and Pitch angle error. It helps 
prove the control quality of visual inertial servoing algorithm. And visual errors are 
converged in the similar way of visual servoing: 
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Fig. 4. Convergence of Euler angle errors in visual inertial servoing 
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Fig. 5. Convergence of visual feature errors in visual inertial servoing 

5.2   Object Rotates 

The phenomenon happens in similar way, except the tracking errors is observed if the 
rotate speed is changed. 



498 H.Q.P. Nguyen et al. 

6   Real Implementation 

Fig. 6 shows the configuration for experiment. This experiment illustrates the feed-
back visual inertial servoing. Control loop responses with frequency of about 15Hz. 
Robot used here is Samsung Fara AT2 which is controlled by MMC card and realtime 
API library on Window. Velocity control method is used in which robot executes 
certain velocity command while the computer is still processing the visual, inertial 
data and generate next robot command. For vision sensing, BumbleBee stereo camera 
of PGR is used. And Micro Infinitive AHRS system is used as inertial measurement 
unit. 

 
Fig. 6.  Real-time experiment system configuration. Inside the object’s box with landmarks on 
its face is the IMU. Object can move freely on four hanging threads. 

Similar to simulation configuration, object is fixed with initial Euler angles are set 

at /10 0π⎡ ⎤
⎢ ⎥⎣ ⎦  while destination angle are 0 0⎡ ⎤

⎢ ⎥⎣ ⎦  and center of destination object is 

put at about 0 5 2cm cm⎡ ⎤
⎢ ⎥⎣ ⎦ far from the initial point. Let’s investigate the trajectory 

of visual inertial servoing system in Fig. 7 and Fig.8 
Result in Fig. 7 shows that visual inertial servoing control robot to reach the desti-

nation points in smooth curve shapes. Both real points and virtual point reach to its 
destination. The details features error is shown in Fig. 8. The implement results fol-
low the curves that more complicate than what addressed by simulation because of 
many practical reasons such as the real disturbance and process speed. The shape of 
these curves change over different running times. But errors are always converged to 
zero. 
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Fig. 7. Trajectory of landmarks in visual inertial servoing. The big line-end’s mark face belong 
to real points. The small ones belong to the pseudo one(not real). 
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Fig. 8. Convergence of visual feature errors in visual inertial servoing 

7   Conclusion 

The paper proposes a new method of integration between vision and inertial in field of 
robot control, Visual Inertial Servoing. The most important advantage of the system is that 
its need only two landmarks for vision task. This simplicity made application of vision to 
industrial and human everyday world becomes more practical and reasonable. Many ap-
plications could be developed using the given algorithm namely automobile tracking, 
submarine and underwater vehicle tracking, virtual reality, cinematography and others. 



500 H.Q.P. Nguyen et al. 

Furthermore, inside the visual/inertial servoing system, the cooperation between the 
two sensors could be very close, they compensate the weakness of each others to in-
crease the reliability of the sensors system. While vision sensors are easy to lose their 
information due to fast moving of object or robot, inertial sensors are still performing 
well. So, visual/inertial servoing system could be better in case of tracking rapidly rotat-
ing objects or shaking. On the other hand, inertial sensors have unwillingly bias which 
should to be calibrated over time. Vision sensors are long time stable, therefore, it could 
be use as calibration measurement. For this reason, an visual/inertial servoing could be 
an self calibrated system from the view of inertial application. 
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Abstract. This paper presents a service framework of a humanoid robot for the 
coordinated task execution. To execute given tasks, various sub-systems of  
the robot need to be coordinated effectively. The goal of our paper is to develop 
the service framework which makes it possible to execute various tasks in daily 
life environments. A script is used as a tool for describing tasks to easily  
regulate actions of the sub-systems while the robot is performing the task. The  
performance of the presented framework is experimentally demonstrated as fol-
lows: A humanoid robot, as the platform of the task execution, recognizes the 
designated object. The object pose is calculated by performing model-based  
object tracking using a particle filter with back projection-based sampling. An 
approach proposed by Kim et al. [1] is used to solve a human-like arm inverse 
kinematics and then the control system generates smooth trajectories for each 
joint of the humanoid robot. The results of our implementation show the robot 
can execute the task efficiently in human workspaces, such as an office or 
home. 

Keywords: Task execution, Particle filter, Visual servoing, Human-like motion. 

1   Introduction 

Recently, there has been a great deal of interest in the Humanoid Robot. Human  
Robot Interaction (HRI) is the main study of the Intelligence Service Robot. To coex-
ist with human beings, the robots have to adapt to more intelligent and varied  
environments [2, 3]. 

This paper deals with a service framework for the coordinated task execution by a 
humanoid robot. The humanoid robot consists of the following sub-systems: a percep-
tion system, a mobile platform, and a robotic manipulator mounted on the mobile 
platform [4]. The goal of our research is to develop a coordinated robot system that 
can execute various tasks in daily life environments. To execute diverse tasks in an 
indoor environment, cooperation between sub-systems is necessary. Sub-systems also 
need to be scheduled well according to the task sequence. In order to perform the 
whole task by the systematic arrangement of various modules, the service framework 
for scheduling, coordinating, and executing organically is required. Coordination 
among multiple sub-systems is necessary to achieve efficiency in humanoid robot task 
execution. 
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The task planner schedules the actions for the diverse sub-systems of the robot ac-
cording to a script. We use an Extensible Markup Language (XML) script [5] for 
describing tasks. It makes task planning easier and has good extensibility. A user can 
easily arrange the tasks and actions. The task planner supplies the robot with informa-
tion such as object position, path movement toward the goal, and other parameters for 
executing the task. 

To perform the visual servoing in real time, the robots must recognize the selected 
object. For the recognition of the object, on the basis of the object information which 
is set forth, we extract the information of the object pose from the input image using 
particle filtering with back projection-based sampling. A back projection-based sam-
pling reduces the search space using a depth map which can run in real time. The 
acquired information of the object pose is sent to the control system. The control 
system solves a human-like arm inverse kinematics using the method of Kim et al. 
[1]. The human-like arm posture is important when the robot grasps objects of various 
shapes without failure. The control system then generates smooth trajectories for each 
joint of the humanoid robot. The smooth trajectories are more stable and familiar to 
the person. 

The remainder of this paper is organized as follows: the framework for a humanoid 
robot is introduced in Section 2; the task description method to execute given tasks  
is explained in Section 3; we describe 3D object pose estimation in Section 4.1; Sec-
tion 4.2 describes human-like motion for the interaction between a human and the 
robot; and, in Section 5, we present the experiment of coordinated task execution. 

2   Framework for a Humanoid Robot 

The block diagram of the coordinated task execution framework is shown in Fig. 1. 
From the user interface, the information, such as a target object and a designated 
person, is obtained for the purpose of the task execution. Using a task script, we can 
schedule scenarios for the following parts: a perception system, a mobile platform, 
and a robotic manipulator. Each system can be controlled by a task coordinator which 
is essential to arrange and manage the system effectively in various situations. With 
our framework, diverse tasks are performed, such as moving to the object, picking up 
the object or handing the object, by controlling the diverse sub-systems. In the task 
execution process, the robot sub-system is commanded to perform autonomously and 
sends feedback to the task coordinator. 
 

•  
The task planning step describes a task for the various sub-systems of the robot. 
A task could be derived from the task script autonomously or interactively by a 
human operator and it contains the entire information necessary to achieve the 
given task goal. We will describe the task planning and description method in 
Section 3. 

• 
The task coordination step generates sequential actions for the execution step in 
order to achieve the given task goal. The task is provided by the task planning 
step. It is also possible to get feedback from the robot to interact with its envi-
ronment. The task coordinator gets the real-time position of an object or a person, 
so it informs the robot the manner in which to move and how to manipulate. 
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Fig. 1. Framework for coordinated task execution 

• 
The task execution step is characterized by a control method to execute specified 
commands. We constructed specific modules such as object pose estimation, and 
a human-like motion generation module, which will be introduced in the follow-
ing sections. 
 

3   Task Description Method 

The execution of a coordinated task requests a technique for an arrangement of the 
robot actions. To make this possible in various environments and situations, we used 
an XML script to describe and plan the tasks efficiently. The unit task makes up the 
operation, and the task script enables this task to be performed with a simple descrip-
tion. There are advantages to this task scrip. It makes it possible to construct the ac-
tions of the desired task for the users and it is changed by a simple description. The 
information obtained by the robot, not a static value, is applied in real time. More-
over, the execution sequence is obviously determined by using the condition of each 
task. The main elements of the task script are task, action, and condition, which are 
defined as follows: 
 

Task Task is a unit to execute a purpose. Unit tasks make up the entire task, 
which makes it possible for the robot to perform flexibly in various. 
Each task involves Action and Condition. 

Action Action is the work that is performed when the task is run. Action type is 
divided into manipulation, mobility, and perception depending on the 
use of each sub-system. Action is executed according to the parameter, 
which is described for each sub-system. 
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Condition After the unit task is executed, the task to be performed next is decided 
according to the condition. This plays the role of deciding the direction 
of flow. For example, the condition decides which task is executed 
when the former task has succeeded or, when it has failed, it decides 
whether to terminate the whole task or to execute the same task  
repeatedly. 

 
The finite-state machine for the task, “Classify Cups and Cans” is illustrated in Fig. 

2. It shows the flow of the task. According to the result of each task, the robot can 
carry out the operation repeatedly, can carry out the next operation, or can terminate 
the operation according to the condition. If the robot failed to detect the pose of the 
cup, the robot can execute the next task, “Pose estimation of the can”. 

Start
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PE of Left 

Can
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Middle Cup
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Middle Can 
PE of Right 

Cup
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SuccessSuccess Success Success Success

Success Success Success Success Success

Fail Fail Fail Fail Fail

Fail
Fail Fail Fail Fail Fail

Fail
Fail

 
Fig. 2. Finite-State Machine for the task, “Classify Cups and Cans” 

4   Main Task Units 

In this section, we introduce the main task units which are the object pose estimation, 
human-like motion for human-robot interaction. 

4.1   Pose Estimation for Handling the Object 

Detection and tracking of three dimensional objects are important to intelligent service 
robots in that many of intelligent services are related to dealing with 3D objects. Particle 
filter has been used successfully for detection and tracking of two dimensional objects 
[6-9]. In the case that it is applied to 3D objects, the problem of high dimensional search 
space should be solved. In huge space, search procedure is tedious and it takes a long 
computational time to find the solution. So, we use a back projection-based sampling 
where parameters to be estimated are not directly sampled from a parameter distribu-
tion, but image points with depth information are sampled first and back-projected to 
the parameter space. This approach significantly reduces the search space. 
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The effect of back projection-based sampling is shown in Fig. 3. If the particles are 
generated directly into the 3D space, the search space forms a hexahedron; but using 
the back projection-based sampling, it forms surface patches. Various types of objects 
in daily life can be detected and tracked successfully using the back projection-based 
sampling (Fig. 4). The result of tracking concerning a cup is shown in Fig. 5. 

 

Fig. 3. Reduced Search Space The search space is reduced from the available 3D space to the 
surface patch by the back projection 

 
    (a)                                    (b)                                                       (c) 

Fig. 4. Various Objects Tracking (a) can, (b) pack, and (c) kettle 

4.2   Object Grasping 

Our system consists of two systems: perception and control. The perception system 
recognizes an object, estimates the pose of the object and decides a hand position and 
palm direction angle to grasp the object; grasping information is then sent to the con-
trol system. The control system first solves human-like inverse kinematics problem to 
generate a grasping posture for a humanoid robot and then generates a smooth arm 
trajectory from current arm posture to the grasping posture. The smooth motion of the 
robot can make a human feel familiar and comfortable. 
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Fig. 5. Tracking of a cup In finding the initial pose, tracking using back projection-based 
sampling (middle row) is faster than one using pseudo random sampling (top row). And when a 
camera is moved rapidly, the pose of object is converged to the right pose again (bottom row). 

  

  
 

(a) Dish Washer 
 

(b) Kettle 

Fig. 6. Human-like arm postures of a robot and a human’s arm posture with different types of 
objects 

Human-like Arm Posture for Grasping the Object 
 

When the robot grasps objects of diverse shapes, a human-like arm posture is essential. 
If the robot grasps each object, which has different grasping point, with the same arm 
posture, it will fail to grasp the object or be seen awkwardly. Therefore, the arm posture 
should be different from the grasping point to grasp the object adaptively. The elbow 
elevation angle (EEA) is employed to make an arm posture look like a human’s arm 
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posture, which was developed by Kim et al. [1]. This method generates a human-like 
arm posture using a mathematical representation for characterizing human arm motions 
(Fig. 6). The human arm postures are characterized by EEAs which are determined 
using the position and orientation of human hands. That representation is mathemati-
cally obtained using an approximation tool, the Response Surface Method (RSM). The 
RSM can generate human-like arm postures for a humanoid robot in real time. 
 
Smooth Motion Generation for User-Friendly Service 
 

The robot is required to generate a smooth motion for user-friendly service. Smooth 
motion makes a human feel familiar and comfortable, whereas segmented motion is 
unfamiliar to a human. To generate an arm motion from a current posture to the desti-
nation posture, a trajectory generation method is required. We used a spring-damper 
dynamical system at joint angle space in order to generate the motion.  

 
(1) 

where m, c, and k are mass, damper, and spring constant, respectively;   is the 
arm joint angles vector; and, is the destination arm joint angles vector coming 
from human-like arm inverse kinematics for a destination posture. 

To reach the destination joint angles smoothly without perturbation and overshoot-
ing, we designed the constants, the system to be a critical damped system. 

 
(2) 

where   is the natural frequency of the system. The speed to reach the destination 
joint angles is dependent on the . 

Using this human-like inverse kinematics solver and smooth motion generation 
method, we were able to generate a human-like arm motion for a humanoid robot. 

5   Experiment 

We performed a demonstration of the coordinated task using a mobile humanoid 
robot. In our system, “MAHRU-M” is used as the mobile humanoid robot (Fig. 7). 
MAHRU-M was developed by the Korea Institute of Science Technology (KIST) and 
is equipped with 6DOF for each arm, 2DOF for the neck and 4DOF for each hand. A 
bumblebee stereo camera is mounted on the robot's head to obtain the depth image. 
All experiments were performed on two different types of PCs: Windows XP, Pen-
tium(R) Core 2 Duo CPU T7700 2.4GHz, 1GB RAM for a perception system and 
Linux, Pentium(R) M CPU 1.73GHz, 1GB RAM for a control system. 

Representative examples of the task such as “Deliver the Pack”, “Pour Water from 
the Kettle” and “Classify Cups and Cans” is shown in Table 1. From among these 
tasks, we describe the specific sequence of the task, “Classify Cups and Cans”, below. 

The process of the task, “Classify Cups and Cans” is shown in Fig. 8. First of all, 
the robot detected the location and orientation of a cup on the left side (a) and the 
robot arm grasped the cup exactly in the correct position (b). The robot moved the cup  
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Perception system 

Manipulation system 

Mobile platform 

 

Fig. 7. Mahru-M a mobile manipulation platform 

Table 1. Representative examples of the task 

Task Unit Task  Brief Description 
1. Pose Estimation of Cup pose estimation of a cup 

2. Grasp Cup grasp the cup using a hand 

3. Move Cup move the cup to the distribution box 

4. Release Cup release the hand to drop the cup 

5. Pose Estimation of Can pose estimation of a can 

6. Grasp Can grasp the can using a hand 

7. Move Can move the can to the distribution box 

 
 
 
Classify 
Cups and 
Cans 

8. Release Can release the hand to drop the can 

1. Pose Estimation of Oven pose estimation of an oven far away 

2. Move to Oven move to the oven position closely 

3. Pose Estimation of Button pose estimation of the oven button 

4. Push Button push the button to open the oven door 

5. Pose Estimation of Pack pose estimation of a pack in the oven 

6. Grasp Pack grasp the pack using a hand 

7. Move to Person move to person to hand the object 

8. Measure Distance find person to measure the distance 

9. Turn Head turn the robot’s head to find the person 

10. Find Designated Person find the designated person to hand over 

11. Hand Object hand the object to the person 

 
 
 
 
 
Deliver the 
Pack 

12. Go to Original Position go to the original position 

1. Pose Estimation of Kettle pose estimation of a kettle 

2. Grasp Kettle grasp the kettle using a hand 

3. Pose Estimation of Cup pose estimation of a cup to be poured 

 
Pour Water 
from 
the Kettle 4. Lift up Kettle lift up the kettle to pour water 

 5. Pour water pour water from the kettle 
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(a) Pose Estimation of Cup (b) Grasp Cup (c) Move Cup (d) Release Cup 

(e) Pose Estimation of Cup (f) Pose Estimation of Can (g) Grasp Can (h) Pose Estimation of Can 

(i) Pose Estimation of Cup (j) Pose Estimation of Can (k) Pose Estimation of Cup (l) Pose Estimation of Can  

Fig. 8. The process of the task, “Classify Cups and Cans”. The upper images are from the exte-
rior camera and the lower images are from the interior camera. 
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to the distribution box (c) and released the hand to drop the cup (d). After detecting 
the cup, the robot tried doing it again (e), to check the possibility of the existence of 
the cup on the left side. 

Using a stereo camera mounted on the robot's head, we precisely calculated 3D in-
formation which is used for grasping the object. The grasping position had been al-
ready set when modeling, and was obtained when assuming the pose estimation of the 
object. When we moved the hand of the robot to this position, the robot grasped the 
pack. When the robot did so, it was essential to control the grasp strength. We had set 
the strength of grasp experientially according to the object type. 

If there were no cups on the left side, then the robot detected the pose of a can  
on the same side (f). In the same manner, the robot arm grasped the can exactly in the 
correct position (g) and moved the cup to the distribution box. It was also necessary  
to check the possibility of the existence of the can on the left side (h). From above 
procedure, the task for the left side was finished. 

The task planner required the accurate position of objects and humanoid robots in a 
global frame of reference. Furthermore, in order to avoid collision with other objects, 
we made a series of sub-motions to guide the robot arm on a collision-free path to-
ward the targeted object. We can see arm posture while approaching an object without 
any collision (b, g). 

All procedures were performed in the same manner for the middle and right side (i-
l) and we could confirm there was nothing else to do (l). All tasks of “Classify  
Cups and Cans” were performed successfully. These are actions which can be applied 
practically to our daily lives. 

6   Conclusion 

This paper has introduced a coordinated framework for a humanoid robot. Our hu-
manoid robot consists of three sub-systems: a perception system, a mobile platform, 
and a robotic manipulator. The sub-system should be scheduled according to the task 
sequence. The task planner scheduled the actions for the diverse sub-systems and the 
XML script had been presented for describing tasks. We estimated the pose of the 
object by using the particle filter and therefore the real-time object tracking was  
possible. The humanoid robot could perform a human-like arm motion by using the 
arm inverse kinematics solver and smooth motion generation method. In the experi-
ment, we have shown that the task execution by a humanoid robot was successfully 
performed. 

As future work, we plan to extend this description system to a new system which 
makes possible the operation of applying only the user interface function. 
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Abstract. We propose an efficient and powerful alternative for adaptation of 
human motions to humanoid robots keeping the bipedal stability. For achieving 
a stable and robust whole body motion of humanoid robots, we design a bio-
logically inspired control framework based on neural oscillators. Entrainments 
of neural oscillators play a key role to adapt the nervous system to the natural 
frequency of the interacted environments, which show superior features when 
coupled with virtual components. The coupled system allows an unstable sys-
tem to stably move according to environmental changes. Hence the feature of 
the coupled system can be exploited for sustaining the bipedal stability of hu-
manoid robots. Also based on this, a marionette-type motion conversion method 
to adapt captured motions to a humanoid robot is developed owing that there 
are the differences in capabilities of dynamics and kinematics between a robot 
and a human. Then this paper discuss on how to stably show human motions 
with a humanoid robot. We verify that a real humanoid robot can successfully 
sustain the bipedal stability exhibiting captured whole body motions from  
various simulations and experiments. 

Keywords: Humanoid robot, Neural oscillator, Biologically inspired robot  
control, Bipedal control, Human-like motion, Imitation. 

1   Introduction 

Researches on human-like motion have been paid attention to achievement of real or 
virtual human-like robots in the humanoid robot community for the last decade. Con-
siderable efforts have been mainly devoted to how to solve a highly nonlinear nature 
of robot dynamics and disturbances from an uncertain environment. In particular, 
since humanoid robots have a large number of degrees-of-freedom and should main-
tain the bipedal stability, efficient motion generation and control which the stability 
problem is considered still remain challenging.  

From a practical viewpoint, imitation for human-like motion generation of human-
oid robots is considered as a powerful means of enhancing pattern generation compe-
tence. Many researchers have studied efficient imitation models to obtain reliable 
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motion data in noisy stochastic environments [1]-[5]. Especially, Inamura et al. de-
vised the mimesis model based on HMM which can imitate the motion of others and 
abstract the time-series motion patterns as symbol representation [1]. Samejima et al. 
suggested a special framework MOSAIC, where plural dynamics and inverse dynam-
ics are implemented to predict and control motions [4]-[5]. Also, for human motion 
generation, Yamane and Nakamura computed the interacting dynamics of structure-
varying kinematic chains by incorporating an efficient collision/contact model [6]-[7]. 
Yang et al. showed stable bipedal motions of humanoid robots using the proposed 
SAA through imitation learning [8]-[10].  

Although recent progress in imitation learning for human motion generation has 
yielded notable results in many cases, a unified approach to behavior generation of 
humanoid robots remains so far largely undetermined. Particularly, only a few  
approaches have been reported concerning imitation methods that requires effect 
reproduction through close interaction with the environment. On the other hand, relat-
ing to realizing the stable bipedal locomotion, these efforts include such approaches 
as the zero moment point criterion [11]-[12], the linear inverted pendulum mode [13], 
virtual model control [14], and biologically inspired approaches [15]-[16].  

Several methods do not depend heavily on the predefined reference patterns. How-
ever, the motion data captured from humans may not be straightforwardly used owing 
that these mainly discuss some forms of pattern generation and tracking control for 
the locomotion of humanoid robots. Moreover, many existing methods require  
substantial constraints for sustaining the bipedal stability. This causes confliction 
between the stability problem and imitation motion generation of humanoid robots. 
Consequently, it is difficult to attain an appropriate human-like motion through  
imitation with humanoid robots.  

This work addresses how to exhibit human-like movements stabilizing bipedal  
motions. For achieving both of them, the authors propose a marionette-type motion 
conversion method which helps properly generate human-like motions from captured 
motion data for humanoid robots. Due to using forward dynamics and virtual force 
constraint, our motion adaptor shows superior features in mathematical computation 
and acquisition of more smoothed marker data. In addition, the neural oscillator based 
self-stabilizer allows bipedal robots to easily embody an appropriate bipedal motion 
corresponding to various desired the ZMP patterns sustaining the bipedal stability. 
Also this requires that humanoid robots should maintain the stability even in an un-
known disturbance without an additional controller owing to an entrainment property 
of the neural oscillator. It is verify through simulations and experiments that the  
proposed approach yields a robust and efficient control of human-like motions. 

2   Neural Oscillator Based Control 

Our work is motivated by studies and facts of biologically inspired locomotion  
control employing oscillators. Especially, the basic motor pattern generated by the 
Central Pattern Generator (CPG) of inner body of human or animal is usually modi-
fied by sensory signals from motor information to deal with environmental distur-
bances. Similar to the sensory system of human or animal, the neural oscillators are 
entrained with external stimuli at a sustained frequency. They show stability against  
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Fig. 1. Schematic diagram of Matsuoka’s Neural Oscillator 

perturbations through global entrainment between the neuro-musculo-skeletal systems 
and the ground [17]. Thus, neural oscillators have been applied to the CPG of human-
oid robots with rhythmic motions [18]-[19].  
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where xei and xfi indicate the inner state of the i-th neuron for i=1~n, which represents 
the firing rate. Here, the subscripts ‘e’ and ‘f’ denote the extensor and flexor neurons, 
respectively. Ve(f)i represents the degree of adaptation and b is the adaptation constant 
or self-inhibition effect of the i-th neuron. The output of each neuron ye(f)i is taken as 
the positive part of xi and the output of the oscillator is the difference in the output 
between the extensor and flexor neurons. Wij is a connecting weight from the j-th 
neuron to the i-th neuron: wij are 0 for i≠j and 1 for i=j. wijyi represents the total input 
from the neurons arranged to excite one neuron and to inhibit the other, respectively. 
Those inputs are scaled by the gain ki. Tr and Ta are the time constants of the inner 
state and the adaptation effect, respectively, and si is an external input with a constant 
rate. We(f)i is a weight of the extensor neuron or the flexor neuron and gi indicates a 
sensory input. 
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Fig. 2. Mechanical system coupled to the neural oscillator 

For implementing the neural oscillator, the oscillator should be coupled to the dy-
namic system that closely interacts with environments. This enables a robot to adapt 
to changing environment conditions. For simplicity, we employ a general 2nd order 
mechanical system connected to the neural oscillator as seen in Fig. 2. The desired 
torque signal to the joint can be given by 

( ) ,odp vτ θ θ θ= − −  (2) 

where p is the position gain, v the velocity gain, θ the actual angle, and θod the desired 
angle of the joint, respectively. Specifically, θod is the output of the neural oscillator 
that produces rhythmic commands of the joint of the mechanical system. The neural 
oscillator follows the sensory signal from the joint, thus the output of the neural oscil-
lator may change corresponding to the sensory input. This is what is called “entrain-
ment” that can be considered as the tracking of sensory feedback signals so that the 
mechanical system can exhibit adaptive behavior interacting with the environment 
[20]. The key to implementing this method is how to incorporate the input signal’s 
amplitude information as well as its phase information. 

3   The Control Model for Bipedal Stability 

It would be advantageous if humanoid robots can maintain its stability without using 
sophisticated controllers. The proposed control approach involves a new application 
of the interaction between neural oscillators and virtual components to the bipedal 
stability control of humanoids. This allows humanoid robots to adapt their motions 
through entrainment responding to unknown disturbances. Now we explain how to 
embody the stable single support or double phases of humanoid robots corresponding 
to the lower legged motion generation. In order to maintain stability, the neural oscil-
lator plays an important role by controlling the trajectory of the COM in phase with 
the ZMP input.  

Note that the single support phases bring about significant effects on the landing 
stability of swing legs that may cause an unexpected perturbation with imperfect 
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contact. To avoid this, we consider a virtual inverted pendulum model coupled to such 
a virtual mechanical component as a spring and damper and the neural oscillator, as 
seen in Fig. 7 for generating an appropriate rolling and pitching motion. The coupled 
model enables the inverted pendulum to stably move in a frontal and sagittal plane 
according to a desired ZMP trajectory sustaining the stability. For technically imple-
menting this to a humanoid robot, we simplified the bipedal walking model as a well 
known linear inverted pendulum model. 

Assuming that θ, the inclined angle between the vertical axis and the pendulum in 
Figs. 3 (a) and (b), is small enough and linearized near 0, the dynamic equations of 
the coupled inverted pendulum in the pitching and rolling direction are given by 

0
,

0
x x

y y

x u Fx G
y u Fy l

−⎡ ⎤ ⎡ ⎤⎡ ⎤
= +⎢ ⎥ ⎢ ⎥⎢ ⎥ −⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 (3) 

where x and y are the displacement of the pendulum in the pitching and rolling direc-
tion, respectively. l is the length of the pendulum, and u is the position of the massless 
cart of the pendulum. Note that the subscriptions, ‘x’ and ‘y’, indicate the pitching and 
rolling direction in the entire paper, respectively. G is the gravitational constant. Fx 
and Fy indicates the force that should be applied to the Center of Mass (COM) of the 
pendulum in the pitching and rolling direction, respectively. 

If the desired ZMP trajectory, uy, is given in Eq. (3), a stably periodic motion of the 
COM of the pendulum is generated in terms of the coupled neural oscillator with state 
feedback [16] (see Fig. 3(c)). If a mechanical system is coupled to the neural oscilla-
tor, the dynamic stability is improved [20]. Hence, a stable limit cycle behavior is 
induced and the periodic COM motion is achieved by the impedance control of the 
virtual components. Accordingly, Fx and Fy in Eq. (4) are given by        

,

,

, ,

, ,

0 0 01
2

0 0 0

0 0
           ,

0 0

x x o x x x

s
y y o y y y

p x v xd

p y v yd

F h P Dx x
k

F h P Dy yml

i ix x x

i iy y y

θ
θ

⎧ ⎛ ⎞⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤⎪= − −⎜ ⎟⎨⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎜ ⎟⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎪ ⎝ ⎠⎩
⎫−⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤⎪+ − ⎬⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎪⎣ ⎦⎣ ⎦ ⎣ ⎦ ⎭

 
(4) 

where ks is the stiffness coefficient. hx and hy are the output gains of each neural oscil-
lator in the pitching and rolling direction, respectively. P and D are the gains of state 
feedback, and ip,x, ip,y, iv,x and iv,y are the gains of the impedance controller. In the 
proposed controller, θo,x and θo,y denote the outputs of the neural oscillators coupled to 
the COM of the inverted pendulum corresponding to the individual direction as  
illustrated in Eq. (2). xd and yd denote the desired ZMP inputs.  

The current COM position and velocity of the humanoid robot are obtained again 
by Eq. (3). For a stable pitching and rolling motion corresponding to an arbitrary 
ZMP input, Fx and Fy in Eq. (4) are transformed into joint torques using the Jacobian 
that needs to be applied to each joint of both legs of humanoid robots. For example, as 
illustrated in Fig. 3 (b), the humanoid robot exhibits stable rolling motion satisfying 
the desired ZMP. Also the stable pitching motion in Fig. 3 (a) can be attained in the 
same way. 
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Fig. 3. Simulation result with respect to the stable pitching (a) and rolling (b) motion of the 
humanoid robot, (c) Plot of the COM motion of humanoid robot in the rolling direction accord-
ing to the ZMP input 

4   Implementation and Basic Tests of the Coupled Model 

This section describes how to embody the bipedal motion of a real humanoid robot 
using the proposed control scheme to guarantee the stability on the single and double 
support phases. The humanoid robot in Fig. 4, developed by KIST, is used to test and 
evaluate the proposed controller. It has 35 degrees of freedom (DOF): 6 in each arm, 
6 in each leg, 4 in each hand, 2 in neck, and 1 in waist. It’s 150cm high and weighs 
about 67kg. The robot is equipped with a stereo camera, a microphone, four 
force/torque sensors, and a pose sensor. 

We firstly performed numerical simulations to verify the proposed control method. 
In this simulation, we use the humanoid robot simulator, named Simstudio, developed 
in SimLab co. Prior to experiment on human-like whole body motion, we test a few 
motions during the double support and single support phases, since the analysis of 
those supporting phases is essential for bipedal walking or other movements. Also, we  
 

COM motion 

Sensed ZMP ZMP input 
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Fig. 4. KIST Humanoid robot 

investigate through experiments of following section whether the output of the neural 
oscillator is adapted to the dynamic motion of the humanoid robot. 

After implementing the control algorithm to the Simstudio, we acquired the simula-
tion results of the hip positions during rolling and pitching as seen in Figs. 5 and 6. 
The hip positions are generated appropriately by an arbitrarily defined ZMP input 
seen in Figs. 5 and 6. This implies that the proposed control method in section 3 
works properly. The dashed line in the figures indicates the input pattern of the de-
sired ZMP. The solid lines of Figs. 5 and 6 show the COM of the humanoid robot 
with regard to the rolling and pitching motions, respectively. Remarkably, the dotted 
line in Fig. 5 and the dash-dotted line in Fig. 6 are the outputs of the neural oscilla-
tors, when the humanoid robot periodically moves in the lateral and sagittal planes. 
The COM motion of the humanoid robot fed again is considered as the sensory signal 
of the neural oscillator. Then the outputs of neural oscillator entrain that of the  
humanoid robot and drive the humanoid robot corresponding to the sensory input 
appropriately as a torque input. From these results, it can be observed that the neural 
oscillator causes the self-adapting motion to follow the sensory input. Consequently, 
we note that this leads the adaptive motion of humanoid robots to maintain the bi-
pedal stability even under an unknown disturbance. 

There is the difficulty on how to or when to switch the double support phase and 
the single support phase under the bipedal locomotion or various humanoid behaviors. 
To solve this problem, we propose the proper switching rule based on the COM posi-
tion and the ZMP position. Basically the balancing motion is controlled considering 
the only COM position. If the projected COM position in the rolling direction moves 
within the size of the left foot, this indicates that the left leg only supports the whole 
body of the humanoid robot. On the contrary, in the right leg, the single support phase 
becomes diametrically opposed to that. In consequence, there is the double support 
phase when the projected COM position is placed at inner empty space of the size of 
both foots. Then both legs control the whole body of the humanoid robot. 
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ZMP input

COM output

Output of 
the neural oscillator

 

Fig. 5. Input ZMP profile (dashed line), the output of the COM position (solid line) and the 
output of the neural oscillator in the rolling motion (dotted line) 

ZMP input COM

Output of 
the neural oscillator

 

Fig. 6. Input ZMP profile (dashed line), the output of the COM position (solid line) and the 
output of the neural oscillator in the pitching motion (dash-dotted line) 

The lifting motion of the leg is dominated in terms of the calculated ZMP position. 
If the ZMP position exists within the ZMP criterion of a foot, the corresponding leg 
can be used as the supporting leg in order to maintain the lifting motion of another 
leg. For instance, when the calculated ZMP position is inside the ZMP criterion of the 
right leg, the lifting motion of the left leg becomes possible. However, this criterion is 
changeable according to the moving velocity of the current ZMP position between the 
ZMP criterion of a foot and that of another foot. Here we should establish the condi-
tion to evaluate the performance of the bipedal walking control based on the neural 
oscillator coupled virtual model. The motion for keeping balance of the humanoid 
robot can be yielded properly in terms of the coupled model. In the simulation seen in 
Fig. 7, we verified the smooth and natural lifting motion regardless of the double or 
single support phase. 
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Fig. 7. Simulation result on the lifting leg motion with the transition velocity of the ZMP, 
0.4cm/s 

5   Experimental Verification on Human-Like Whole Body Motion 

5.1   Human-Like Whole Body Motion Generation 

Figure 8 describes the conceptual virtual force based motion adaptor for the motion 
generation of a humanoid robot’s upper body. If there is a desired motion data corre-
sponding to each joint of the robot, the data is properly changed exploiting the mario-
nette-type motion conversion method instead of a marker position data obtained from 
a motion capture system. However, in experiment, we employed a marker position 
data extracted from our motion capture system owing that it is difficult to create  
unified motions such as human-like motions. The individual joint angles and the Car-
tesian COM position are obtained by solving the respective forward kinematics prob-
lems. And then the ZMP position is acquired by calculating the measured data in 
terms of the force plate. The self-stabilizing bipedal controller drives the humanoid 
robot at an appropriate equilibrium point corresponding to a time-varying ZMP input, 
COM input and other joint motion.  

Although recorded human motions can be a good means for teaching various 
movements to robots, they may not be applicable directly to a robot because of such 
geometrical and systemic differences between a human and a robot as length, degrees 
of freedom, and kinematics and dynamics capabilities. A marionette is a type of  
 



 Self-stabilizing Human-Like Motion Control Framework for Humanoids 521 

 

Fig. 8. Conceptual figure with respect to virtual force based motion adaptor 

puppets with strings driven by a human as seen in Fig. 9. The feature of a marionette 
is that it is a system with passive joints and is moved by the force of strings. Applying 
this principle, given a robot with all passive joints, we virtually connect the position 
of a human hand to that of the end-effector of the robot with an elastic strip. Then the 
robot follows the movement of a human arm. The movement of the robot is calculated 
by following forward dynamics equation. 

( ) ( , ) ( ) T
vM q q V q q G q J F τ+ + + =  (5) 

where q is the joint angle vector, M is the mass matrix, V is the Coriolis vector, G 
includes the gravity force, τ is the joint torque vector, and J is the Jacobian matrix. As 
the robot has only passive joints, the joint torque is zero. Fv is the virtual force caused 
in terms of the elastic strip and the external force of dynamics equation. 

 

Fig. 9. A typical marionette controlled by strings 
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An elastic strip is modeled with a virtual spring and damper between the hand posi-
tions of a human and a robot. The virtual force created by elastic strip is calculated as 
follow: 

( ) ( )v p h r d h rF k x x k x x= − + −  (6) 

where xh, ẋh, xr, and ẋr 
are the positions and velocities of the human hand and the end-

effector of a robot, respectively. They are the 6-dimensional vectors including the 
rotation information. kp is the spring stiffness and kd is the damping coefficient. We 
are able to tune the conversion phase by changing them.  

One issue of the proposed method is the effect of gravity force. When the elastic 
strip draws a robot at the upper position, the robot moves less than at the lower posi-
tion because of gravity force. So we introduce the gravity compensation term in the 
joint torque instead of zero vector as follow: 

)(ˆ qG=τ  (7) 

where Ĝ is the computed gravity force, which is ideally equal to G in Eq. (5) ideally. 
Another issue is the joint constraint to prevent the damage of the robot. Hence, the 

proposed motion conversion method includes constraint conditions with respect to the 
individual joint angles. For this, the virtual force constraint is involved as seen in Fig. 
10. If a joint has the limit qmax and qmin, the virtual force works as the joint angle go 
near its limit. The force increases exponentially when the joint angle approaches its 
limit. 

 

Fig. 10. Virtual force constraint 

5.2   Experimental Verification 

Figure 11 shows the experimental results on the motion conversion between a human 
and a robot. It can be observed from the results that four representative motions of a 
human are well converted into a robot motion. The motion conversion process is 
operated fast over 100 Hz in real time. Also the virtual force led by the virtual  
mechanical components of the elastic strip plays on roll in noise filtering of the meas-
ured marker data such as an impedance model. So the resultant motions show smooth 
human-like motions.  

The authors implemented the proposed control method to the real humanoid robot 
to verify the validities of the proposed motion adaptor with the self-stabilizing bipedal  
 



 Self-stabilizing Human-Like Motion Control Framework for Humanoids 523 

 

Fig. 11. The motion conversion procedure employing the marionette-type motion conversion 
method. The upper figures are human motion. The middle and lower figures are marker set and 
robot motion, respectively. 

 

Fig. 12. Snap shots on the whole body motion and balancing test of humanoid robot under 
unknown disturbances, Dotted circles indicate the dumbbells employed as unknown  
disturbances 
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controller. The kinematic and dynamic properties of a robot such as the width of feet, 
the area of foot, the length and mass of leg are different from those of a human. So, 
considering the calculated COM, we adjust the ZMP measured from the human mo-
tion so that the bipedal stability of the humanoid robot is maintained within the stable 
ZMP range. It is done by just multiplication of suitable scale factor. And the modified 
ZMP is input to the self-stabilizing bipedal controller. Then the stable COM corre-
sponding to the ZMP input is autonomously generated in terms of the self-stabilizing 
balance controller as illustrated in Fig. 3 (c). Under the dancing motion of the human-
oid robot to employ the motion data obtained from the motion conversion method, 
unknown disturbances composed of two dumbbells of weigh 10kg are applied directly 
to the humanoid robot in the frontal and sagittal sides, respectively, as seen in Fig. 12. 
It is observed from the experiment that the humanoid robot is able to maintain the 
bipedal stability. Hence even though the external disturbances of a sinusoidal form 
effect to the humanoid robot, the humanoid robot coupled to the neural oscillator and 
virtual components can stably exhibit a novel adaptive motion corresponding to an 
unknown disturbance. 

6   Conclusion 

We have presented a new control framework for generating human-like motion of a 
humanoid robot. For achieving this, the end-effector of each limb of a humanoid robot 
is virtually connected to an elastic strip that allows a robot to exhibit human-like mo-
tion corresponding to motion captured from humans incorporating virtual forces. In 
addition, to attain a stable bipedal motion of humanoid robots, a new control method 
consisting of neural oscillators and virtual components was developed. The COM 
position was controlled to follow the time-varying desired ZMP input sustaining the 
bipedal stability, which enables a humanoid robot to maintain the bipedal stability 
regardless of the single or double phases even under unknown disturbances. Extensive 
simulations and experiments were carried out to verify the effectiveness of the pro-
posed method. More experiments are currently under way for further evaluation of the 
proposed control method. 
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Abstract. The systems let user track their eye gaze information have been tech-
nologically possible for several decades. However, they are still very expensive. 
They have limited use of eye tracking and blink detection infra-structure. The 
purpose of this paper is to evaluate cost effects in the sector and explain our 
new approach in detail which reduces high costs of current systems apparently. 
This paper introduces an algorithm for fast and sub-pixel precise detection of 
eye blobs for extracting eye features. The algorithm is based on differential ge-
ometry and still exists in OpenCpV library as a class. Hence, blobs of arbitrary 
size that means eye size can be extracted by just adjusting the scale parameter 
in the class function. In addition, center point and boundary of an eye blob, also 
are extracted. These describe the specific eye location in the face boundary to 
run several algorithms to find the eye-ball location with its central coordinates. 
Several examples on real simple web-cam images illustrate the performance of 
the proposed algorithm and yield an efficient result on the idea of low-cost eye 
tracking, blink detection and drowsiness detection system. 

Keywords: Eye Tracking, Blink Detection, Drowsiness Detection, Eye Blob 
Extraction. 

1   Introduction 

There have been so many computer vision research dedicated to the implementation 
of eye tracking systems which were designed to detect eye movements and gestures 
so far.  Such systems have been developed to provide a way of user interface control-
ling for people with disabilities or limited motor skills especially. However, most of 
them were expensive to use and not practical. Therefore, this paper aims to present an 
inexpensive, low-cost and robust eye tracking methodology for disabled people to 
interact with simple computer applications in a meaningful way that requires minimal 
effort. 

A variety of eye trackers based on image processing have been described in the  
literature. Deng et al. [1] presented a region-based deformable template method for 
locating the eye and extracting eye features. A system based on a dual state model for 
tracking eye features is proposed in [2]. Both of these approaches require manual  
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initialization of eye location. A blink detection algorithm for human computer  
interaction has been proposed by Morris [3], in which the initialization step requires 
motion detection to locate the eyelids. Any other significant movement on the face, 
such as that induced by speaking, may cause the system to fail in detecting eyelids. 
De la Torre et al. [4] describes a similar system for driver warning based on principal 
component analysis (PCA) and active appearance models (AAM), which requires a 
training period for each user. Although this method is robust to translation and  
rotation, it may fail if the face view is not fully frontal. Recently, a system based on 
feature detection using one camera has been suggested by Smith [5]. Eye and gaze 
tracking based on pupil detection using infra-red (IR) illumination with special  
hardware have been proposed by several authors [6], [7]. These methods are robust in 
indoor lighting conditions while the performance may be degraded in direct sunlight. 
There still have not been many blink detection related systems designed to work with 
inexpensive USB webcams [8, 9]. There have, however, been a number of other fea-
ture detection systems that use more expensive and less portable alternatives, such as 
digital and IR cameras for video input [10, 11, 12, and 13]. Aside from the portability 
concerns, these systems are also typically unable to achieve the desirable higher frame 
rates of approximately 30 fps that are common with USB cameras. The other part of 
the issue is that most of the eyes tracking systems are using template matching meth-
ods. However, it costs very high in software engineering paradigm.  

In this paper, we propose a new method for locating the eye and eye feature extrac-
tion in order to overcome some of the shortcomings of earlier methods. We describe a 
novel eye locating algorithm based on face geometry and number of blobs detected in 
facial area that is robust to scaling and translation. In our project, we used blob extrac-
tion algorithm supplied from OpenCV library. As an input device, we used a simple 2 
megapixel resolution webcam without Infra-Red and Processing as a SDK. No other 
stuff was used and it yielded very good results. In subsequent sections, we describe 
the basic methodology of our eye tracking approach that is blob extraction, suggested 
algorithm and experimental results. 

2   Blob Detection and Extraction 

Blob detection is a fast and sub pixel precise detection of small, compact image  
primitives called as “blobs”. The algorithm is based on differential geometry and in-
corporates a complete scale-space description. Hence, blobs of arbitrary size can be 
extracted by just adjusting the scale parameter. In addition to center point and bound-
ary of a blob, also a number of attributes are extracted. Blob extraction is an image 
segmentation technique that categorizes the pixels in an image as belonging to one of 
many discrete regions. Blob extraction is generally performed on the resulting binary 
image from a thresholding step. Blobs may be counted, filtered, and tracked [14]. 

OpenCV blob extraction library finds many blobs; however, purpose of the system 
and proposed algorithm is to get only eye blob among all the blobs. Consequently, 
eye blob area is the certain location of the eye and yields eye features as well. 
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Fig. 1. Numerous blobs were extracted from the source image by using OpenCV Blob Extrac-
tion library 

3   Suggested Algorithm 

After mentioning about the preliminaries and fundamentals of image processing is-
sues, we can step into the algorithm that we have applied. It can be shown step by step 
as follows: 

1. Get the camera image at 320 X 240 resolutions and convert the image into black 
and white colors with a given threshold value. The default value is 60 and it can 
vary with respect to light in the environment manually by the user. After this op-
eration, the image is in white and black pixel colors. This operation is required 
for edge detection algorithm that will be mentioned in further steps. 

2. Detect the face with OpenCV Haar_Do_Canny_Pruning Face Detection library.  
3. Get the detected faces into one-dimensional array. Each face has x-position,  

y-position, width and height property. Then, draw the face rectangle onto the  
image. Because eye ball recognition will be performed by Circular Hough Trans-
form algorithm and it requires a radius size as a parameter, a varying radius size 
has to be set with respect to the face size. For instance, if the user keeps away 
from the screen, radius must be smaller. On the contrary, if the user gets closer to 
the camera, radius has to be larger than before. In order to fix this point, radius 
has to be a varying variable depending on the face size because face also be-
comes larger when the user gets closer to the camera and smaller gets apart from 
the camera. Hence, radius is proportional with face size. 

4. Give a threshold value for high-pass filtering. Because eye ball will be recog-
nized and eye ball is a perfect circle, an edge detection algorithm must be run for 
detecting the circles in the certain image area. The certain image area will be the 
eye-blob area that will be detected in further steps. Thresholding and its value is 
given for edge detection. A Laplacian edge detection algorithm is used with 3 X 
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3 convolution matrix or kernel. Now, the image is filtered by high-pass and it 
shows the clear edges of the image. 

5. OpenCV Blob Extraction algorithm is run. OpenCV function returns one-
dimensional blobs array and it has the x-position, y-position, width and height 
properties of the blob rectangles. In order to run the blob detection function, cer-
tain parameters should be entered to the function. First parameter is the smallest 
area in the image, second parameter is the largest area in the image, and third pa-
rameter is the number of blobs. The last two parameters are optional parameters. 
In addition; first parameter and second parameter are also dependent on radius of 
the eye because eye blob area is also changing when user get closer to the camera 
or the reverse. In our algorithm, we put the number of blobs as 100000 because 
we need maximum amount of blobs in a certain area. This algorithm is not run-
ning in the entire image. It runs in a certain area that is determined by us with our 
additional algorithm inside the class. If the blob rectangle is at the same location 
of right eye, then return the blob into the array. In this step, the location of the 
right eye is given roughly with respect to universal biological properties. Hence, 
blob detection algorithm returns only one blob location and size in each loop in 
the whole algorithm. That blob is called eye blob and it is the estimated location 
of the right-eye.  

6. Circular Hough Transform algorithm is run at this step. The area where this algo-
rithm will be run, the radius and quantity of the circles to be found are certain at 
this moment. First, it must be declared that the searching of circles should be in 
the area of eye blobs. The number of circles is only 1 because one eye is enough 
for getting eye recognition and eye gaze estimation. We preferred right eye for 
this purpose. 

7. After Circular Hough Transform function started to search for eye circles in the 
eye blob area, eye balls are detected and eye ball circle is drawn onto the image. 
In order to recognize eye blink detection and drowsiness detection, all the pixels 
in this circle are filled with a color. We chose blue color for this purpose. And the 
vertical number of blue pixels are counted in the loop.  

8. If ratio of the vertical number of blue pixels to the eye size (2 X Radius) is less 
than 0.3, then it means that this is an eye blink. If ratio of the vertical number of 
blue pixels to the eye size ( 2 X Radius) is less than 0.3 and it insists at least 5 
frames (1/6 second at 30 fps), then it means that this is a drowsy eye. 

4   Experimental Results 

The system was primarily developed and tested on a Windows XP PC with an Intel 
Pentium IV 2.8 GHz processor and 1 GB RAM. Video was captured with a Logitech 
Quickcam Pro 4000 webcam at 30 frames per second. All video was processed as 
binary images of 320 X 240 pixels using various utilities from the Intel OpenCV li-
brary [15]. We made experiments using 8 users to evaluate the performance of the 
proposed system. 6 of them were Korean and 2 of them were Turkish. 3 of the users 
were using eye glasses and experiment was held with their eye glasses as well. 
Experiments showed that our proposed system detects eye ball, blink and drowsiness 
even though users were wearing eye glasses as shown in the Figure 3 and 4. The 
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highest success rate of the proposed system to detect the eye ball, blink and 
drowsiness was 96% by moving the head every 20 pixels to the right and 20 pixels up 
and the success rate was 80% even for the worst moving. Figure 2,3, and 4 show 
examples of the images for which the proposed system gave successful results. The 
error occurred when the captured image was far away from the entire head image. If 
the images were taken far, the captured image tends to be small and difficult to detect. 
However, proposed system worked accurately with the distance up to 1.5m as seen in 
Figure 4. 

     

Fig. 2. Moving the head towards right and up hand side respectively. Eye tracking has been 
achieved successfully again. (Red rectangle is the eye blob). 

 

Fig. 3. Sample frames from sessions for each of the eight test subjects 
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Table 1. Test of the system in different conditions 

Shifted Head 
 View 

Far View 
 (1.5m) 

Bright  
Environment 

Dark  
Environment 

 

Fig. 4. Sample frames from sessions testing varying head positions, distance to camera and 
lighting conditions. The system still works accurately with shifted head position, test subject 
distance up to 1.5m, and exceedingly bright and dark environments. 

5   Discussion and Conclusions 

In this paper, the factors contributing to the high cost of eye-tracking systems were 
reported and proposed ideas that may help to reduce the cost of these systems were 
presented. Using a very simple web-cam, OpenCV and Processing is the only cost of 
the proposed system. Because OpenCV and Processing are open-source library and 
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SDK, the only cost is the simple web-cam. In this research the eye location can be 
detected but some constraint had been exposed. The separability filter tends to detect 
the possible coordinates of the eye blob. Then, using the CHT, the obtained 
coordinates that are not considered as circle will be eliminated. The main constraint is 
the size of the circle. A certain circle radius is used to assign the radius of the eye 
largeness. We made experiments using 20 images to evaluate the performance of the 
proposed system. As the results of the experiments, the highest success rate of  
the proposed system to detect eye was 96% by moving the head every 20 pixels to the 
right and 20 pixels up and the success rate was 80% even for the worst moving. The 
problem arises if the user image is captured far away and the image tends to be small. 
Beside that, some of the eye blobs are in a bunch and overlaps between each other. 
These make the detection method difficult in carrying out the task. One such 
consideration is the performance of the system under different lighting conditions (see 
Figure 4). The experiments indicate that the system performs equally well in extreme 
lighting conditions (i.e with all lights turned off, leaving the computer monitor as the 
only light source, and with a lamp aimed directly at the video camera). The accuracy 
percentages in these cases were approximately the same as those that were retrieved 
in normal lighting conditions. However, as lightining conditions change, the 
thresholding value also has to be modified throughout the system. We adjusted 
threshold value manually in the experiments. It is possible to run an automatic 
thresholding value with respect to the lighting conditions, however; we plan to do it as 
a future work. Another important consideration is the orientation of head in the 
captured image. Images taken and tested by shifting the head of users around 45 
degrees and results show that system again detects the eyeball accurately (see Figure 
4). And also images taken far from the camera were tested. Proposed system worked 
fine and accurately in terms of detecting the eye ball and blinks up to 1.5m away from 
the camera (see Figure 4). Some tests were also conducted with users wearing glasses 
(see Figure 3 and 4), which indicated that glasses are not a limitation of the proposed 
system. Because the system works with a binary image in a certain threshold value, 
the eye glasses do not appear in the black and white image. Experiments showed that 
system works accurately with the users who wear glasses as well (see Figure 3 and 4). 
In this research, automatic eye recognition can be used to assist the eye blink and 
drowsiness detection process. Future work in progress includes detection of several 
eye blobs in a bunch and overlapping between each other and automatic thresholding. 
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Abstract. In this paper, we present a two-stage vision-based approach to detect 
front and rear vehicle views in road scene images using eigenspace and a support 
vector machine for classification. The first stage is hypothesis generation (HG), 
in which potential vehicles are hypothesized. During the hypothesis generation 
step, we use a vertical, horizontal edge map to create potential regions where ve-
hicles may be present. In the second stage verification (HV) step, all hypotheses 
are verified by using a Principle Component Analysis (PCA) for feature extrac-
tion and a Support Vector Machine (SVM) for classification, which is robust for 
both front and rear vehicle view detection problems. Our methods have been 
tested on different real road images and show very good performance.     

Keywords: Autonomous Vehicle, Vision-based, Hypothesis Generation (HG), 
Hypothesis Verification (HV), Principle Component Analysis (PCA), Support 
Vector Machine (SVM). 

1   Introduction 

Traffic accident statistics show that the main threat facing drivers is other vehicles. It 
is one of most importance to detect preceding vehicles in real time in order to main-
tain a safe distance and avoid collision. 

A vehicle or detection algorithm must also distinguish vehicles or cars from other 
visual patterns, such as similar looking rectangular objects. In our case, we focus on 
detection via the views of the front and rear of a moving vehicle which precedes our 
vehicle on the road. 

A common approach for the hypothesis generation step in monocular vision is 
shifting the search window over an input image and categorizing the vehicle in the 
window with a classifier [1]. Each vehicle is designated on an image window with a 
specific size. To speed up the system without losing classification performance, we 
need to perform the HG step automatically and as quickly as possible. Based on this 
requirement, we use the two-stage scheme approach as presented in [2] for our vehi-
cle detection problems. First, all regions in the image that potentially contain target 
vehicles are identified. This we call the “Focus attention mechanism”. Next, the  
selected regions are verified by a classifier as illustrated in Figure 1. 
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Fig. 1. Two-stages approach for vehicle detection 

The rest of paper is organized as follows: Section 2 presents the hypothesis genera-
tion step using a long vertical and horizontal edges map and the repair long horizontal 
method. Section 3 details the hypothesis verification with PCA features and the SVM 
classifier. Section 4 describes some simulation results. Finally, conclusions and future 
work are shown in section 5. 

2   Hypothesis Generation Using Long Vertical, Horizontal Edges 
and Repair Long Horizontal Edges    

To hypothesize potential vehicle locations in an image, prior knowledge about the 
appearance of the front and rear of the vehicles may be used. For example, both a vehi-
cles front and rear contain several horizontal and vertical structures, such as the rear-
window, front-window, fascia, and bumpers. Based on this observation, the following 
procedure could be applied to hypothesize candidate vehicle locations. First, horizontal 
and vertical structures of interest could be identified by applying horizontal and verti-
cal Sobel edge detectors to create the vertical and horizontal edge maps (Fig. 2).  

   

Fig. 2. The original, vertical, and horizontal edges images (from left to right) 

 
To select the most promising horizontal and vertical structures, further analysis 

would be required, such as performing an analysis to get long vertical and horizontal 
edges from vertical and horizontal edges map (Fig. 3). 
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Fig. 3. Vertical and horizontal edges images (before and after repaired) 

In the vehicle region, there are many horizontal edges in addition, horizontal edges 
that are interrupted or gather with each other. Therefore, if we use this particular edge 
map information (left image in Figure 3) to detect the vehicle candidate regions it will 
require a large amount of time for processing and the final result will be inaccurate as 
shown in left image in Figure 4. 

 

Fig. 4. Incurracy vehicle candidate regions(left) and right candidate regions (right) are detected 

To overcome above problem, we propose a simple method that we call “Repaired 
long horizontal edges”. The neighborhood long horizontal edges in one region will be 
connected to each other into one long horizontal edge and the horizontal edges which 
are used are deleted.  

We call:  

    Height - height of image, 
 Hor_List - list of horizontal edges in image. 

The pseudo code of this purpose is presented as follows: 

i = Height;   
 While (i > 0) do begin  // Scan image belonging to 

the vertical direction 
    HE = Hor_List [i]; 
    For j from i - 1 to i - 10 do begin  
       Find horizontal edge HE1 belonging to this 

area and with an x-coordinate that intersects with an x-
coordinate of HE; 
      Update x-coordinate of the HE to connect HE and HE1 
into one horizontal edge; 
      Delete HE form horizontal edges list; 
   End for; 
 i = i -1; 
End while; 
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After applying the above procedure to repair the horizontal edges of the image, we 
have a result to that shown in the right image in Figure 3 and the number of long 
horizontal edges reduces (from 521 to 136 in our tested case). The sizes of the hori-
zontal edges increases and some edges cover vehicle’s regions. Next, we extract these 
potential regions that contain long horizontal edges after repair; this is the bottom line 
in which a vehicle may be covered. For each of the long horizontal edges after repair, 
we use following procedure to extract the potential vehicle’s regions: 

For i = 1 to number Horizontal edge in Hor_List  
Begin 
   HE = Hor_List [i]; 
   Check if the region that contains the bottom line is 

a HE and has 2 vertical edges  
   Then if the region has 2 vertical edges, we check if 

region has more than 2 horizontal edges? 
   If two above conditions are satisfied, it becomes a 

vehicle candidate region. Otherwise, it is rejected from 
the candidate regions list. 
End for; 

The proposed approach presented above is robust in reducing the sensitivity to 
noise and environmental conditions in the hypothesis generation step by using con-
necting neighborhood long horizontal edges in the procedure to repair long horizontal 
edges. Forming the first hypotheses at the lowest level of detail is very useful since 
this level contains only the most salient structural features. Besides improving robust-
ness, the proposed scheme also speeds-up the whole process since it utilizes very few 
regions compared with windowing and some other methods. 

Moreover, this approach does not need to know information about the distance 
from the ego to another vehicle and camera calibration and can be applied to generate 
candidate regions for many different kinds of vehicles. Several examples are  
addressed in the simulation results section which will confirm our statement.  

3   Hypothesis Verification Using PCA Feature and SVM Classifier  

Verifying a hypothesis or vehicle recognition is essentially a two-class pattern classi-
fication problem (i.e., vehicle versus non-vehicle). Building a pattern classification 
system involves two main steps: (1) extracting a number of features and (2) training a 
classifier using the extracted features to distinguish among different class instances. 
We follow the method that describes in [3] to extract and build feature vector of vehi-
cles that we call “Eigenspace of vehicle”.  

3.1   Principle Component Analysis (PCA)  

As described in general face recognition applications [3], principal components analy-
sis (PCA) is used with two main purposes. Firstly, it reduces the dimensions of data to 
a computationally feasible size. Secondly, it extracts the most representative features 
out of the input data so that although the size is reduced, the main features remain, 
and are still able to represent the original data. A set of M  vehicle images were  
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collected as the training set for our classifier. Each data image I  with size NxN  can 

be viewed as a vector I  with size 2N . The whole set of input data can be considered 

as a matrix with M  rows and 2N  columns. We will first try to obtain the covariance 
matrix from this set of image vectors, as understood as one of the algorithmic  
transformations of those data. Then, the eigenvectors of this covariance transforma-
tion will be obtained. Eigenvectors are those that are invariant in direction during a 
transformation, which can be used as a representation set of the whole big dataset. 
Those components are called eigenfaces by the authors who created a face detection 
application [3]. The covariance matrix of the input data is calculated starting from the 

algorithmic mean of all vectors MIII ,,, 21  

∑
=

Γ=
M

i
iM 1

1ψ  (1) 

The difference image vector iI  and mean ψ is called Φ  with: 

ψ−=Φ ii I  (2) 

The theoretical covariance matrix C  of all iΦ  is: 

∑
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where, [ ]MA ΦΦΦ= ,,, 21 . The eigenspace can then be defined by computing 

the eigenvectors iμ of C . Since C  is very large ( )2N , computing its eigenvector 

will be very expensive. Instead, we can compute iv , the eigenvectors of AAT , an 

MxM  matrix. Then iμ  can be computed from iv  as follows: 

Miv
M

j
jiji 1,

1

=Φ=∑
=

μ  (4) 

The collection of M eigenvectors iv  can be seen as the reduced dimension repre-

sentation of the original input data (with size 2N ) when 2NM <<  This set of 
M  eigenvectors will have a corresponding eigenvalue associated with it,  
which indicates the distribution of this eigenvector in representing the whole data-
set. Many studies have shown that only a small set of the eigenvectors with top 
eigenvalues is enough to generate the entire image characteristic. In our system, we 
keep the K  top eigenvectors, where K  represents the number of important features 
from the vehicle eigenspace, and form the vehicle eigenspace ε  ( M  rows, K  
columns). 
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Given a new image, Γ , we subtract the mean and compute the projection: 

∑
=

=Φ
K

i
iiw

1

ˆ μ  (5) 

where Γ= T
iiw μ are the coefficients of the projection. In this paper, { }iw  are our 

eigenfeatures. 
The projection coefficients allow us to represent images as linear combinations of 

the eigenvectors. It is well known that the projection coefficients define a compact 
image representation and that a given image can be reconstructed from its projection 
coefficients and the eigenvectors (i.e., basis). The eigenspace ε representation of the 
images has been used in various applications such as image compression and face 
recognition, as well as vehicle detection [4]. 

3.2   Support Vector Machine (SVM) and Classifier  

The Support Vector Machine [5] is a statistical learning theory which is becoming 
increasingly popular as the machine learning technique of choice for pattern recogni-
tion, regression, and classification. The main objective of training a support vector 
machine is to find the biggest possible classification margin, which indicates the 
minimum value of w  in:  

∑
=

+
l

i
i

T Cww
12

1 ξ  (6) 

where l  is number of samples in the training set, 0≥iξ and C is the error tolerance 

level. In our vehicle classification case, the data is non-linear but the theory can be 
treated in the same way. Real vehicle images can be considered on one side and the 
non-vehicle images are on the other side. The training of instance-label pairs 

( )iii ywL , , where iw  is the weight vector and { }1,1−∈iy , li 1=  is the class 

label of iw , will aim to derive the optimized support vectors on the vehicle eigen-

space. These best support vectors will form a maximum margin 
w

m
2=  between the 

two classes, and can be used as the SVM model, S, for future classification processes. 

The judgment of any unclassified images, iU , will be based on the relationship be-

tween its projection weight, iw , onto the eigenspace ε , and the margin distance 

from the SVM model S . Among several popular kernel functions which can be used 
to find the optimized value of margin m , the Radial Basis Function (RBF) kernel 

( )ji xxK ,  has been selected for our vehicle classification system, due to its  

simplicity and proven capability for dealing with both non-linear and linear datasets 
as presented in [7]. 

( ) ( ) 0,exp,
2

>−−= γγ jiji xxxxK
 

(7) 
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The Radial Basis Function (RBF) kernel is used in this study (i.e., our experiments 
have shown that the KBF kernel outperforms other kernels in the context of our  
simulation). 

Appling the RBF kernel function (7) for an SVM classifier target, we need to know 
the two vital parameters, RBF kernel parameter γ  and error level C, depend on each 

particular data type and kernel. Different values of C  and γ can lead to large differ-

ences in the classification result. It is not known beforehand which C  and γ  are best 

for any one problem; consequently some kind of model selection (parameter search) 
must be done. In order to choose the most suitable parameters, a five-fold cross  
validation described in [6] has been used.  

4    Simulation Results 

4.1   Dataset 

Our vehicle training database contains images of 1185 vehicle images and 1125 non-
vehicle images. Some of these images are from the public downloadable PASCAL, 
MIT vehicle datasets, and INRIA objects dataset, while the rest were taken by our-
selves. We used an OpenCV function tool to convert all images onto JPG format and 
the resolution of each image is 64x64. There is some variability in the way the sample 
images were taken; for example, certain sample images cover the whole vehicle, oth-
ers cover the vehicle partially, while some contain the vehicle and some other back-
ground objects (see Fig. 5). 

   

Fig. 5. Some vehicle and non-vehicle training sample images 

4.2   PCA and SVM Parameters 

We ran a five-fold cross validation described in section 3.1 above with different val-
ues of eigenvectors components (from 25 to 100 components). Then, we find a suit-

able parameters set for choosing the number of PCA components and ( )γ,C  pairs 

for SVM classifier training. Our best training set are: 

� Number of components:   30 eigenvectors 

  C      3.363586 

  γ       0.707107 
 The accuracy of SVM training:   94.9351%  



 Vehicle Detection Algorithm Using Hypothesis Generation and Verification 541 

 

4.3   Simulation of Vehicle Detection 

We present here some exemplary simulation results of our approach for vehicle detec-
tion. The complete results were analyzed and simulated using a Visual C++ program in 
combination with an Open CV computer-vision tool and LIBSVM version 2.88 [7]. As 
shown in these examples, our vehicle detection algorithm suitably detects both whole 
and partial vehicles even in the cases of road scenes with complex backgrounds. 

Example 1 – An example with one small, distant vehicle. 

 

Fig. 6. Example 1 - HG result (left image) and HV result (right image) 

Example 2 – Many different kinds of vehicles (trucks, car) are moving on the road. 

 

Fig. 7. Example 2 - HG result (left image) and HV result (right image) 

Example 3 – An actual road with a complex background. 

 

Fig. 8. Example 3 - HG result (left image) and HV result (right image) 

Example 4 – An example road with partial vehicles and many transportation signs.   

 

Fig. 9. Example 4 - HG result (left image) and HV result (right image) 



542 Q.B. Truong and B.R. Lee 

 

Example 5 – Crowded road scene with a complex background.   

 

Fig. 10. Example 5 - HG result (left image) and HV result (right image) 

5   Conclusion and Future Work 

In this paper, a systematic approach has been proposed and implemented to provide a 
robust solution for preceding vehicle detection (front and rear vehicle view detection). 
We have proposed a two-stage approach to robustly detect preceding vehicles in traf-
fic surveillance. The first stage is hypothesis generation (HG) which used a simple 
technique based on prior knowledge about front and rear vehicle appearance to gener-
ate vertical and horizontal edge maps. Next, we choose long vertical and long hori-
zontal edges using some threshold guidelines. Then, a new method that repairs and 
connects the neighborhood of long horizontal edges was proposed to indicate the 
bottom location that a vehicle may appear in the scene. Finally, we generated the 
potential target locations of the vehicles in the image scene. In the hypothesis verifi-
cation (HV) stage, all the hypotheses were verified by a strong classifier using vehicle 
eigenspace and support vector machine. We have tested the proposed methods on 
many different kinds of real roads with complex background scenes. The complete 
results were analyzed and simulated on a Visual C++ program in combination with 
the Open CV computer-vision tool, and LibSVM library. The simulation results ob-
tained from different runs are believe to be very satisfactory and have proven the 
robustness of the preceding vehicle detection framework. 

Although the current proposed scheme works reasonably well, the process manu-
ally chooses the number components or numbers top of eigenvectors to build the 
vehicle eigenspace model. For future work, we plan to investigate a proposed feature 
selection scheme across different feature extraction space. We believe that a Genetic 
Algorithm (GAs) will be able to select complimentary information offered by a dif-
ferent feature extraction method and improve the vehicle detection system perform-
ance. In the near future, we plan to detect pedestrians, develop a mobile robot and test 
our system with obstacle avoidance conditions on real world roads. 
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Abstract. In different areas of Biometrics, recognition by iris images in nowa-
days has been taken into consideration by researchers as one of the common 
methods of identification like passwords, credit cards or keys.  Iris recognition a 
novel biometric technology has great advantages such as variability, stability 
and security. Although the area of the iris is small it has enormous pattern vari-
ability which makes it unique for every one and hence leads to high reliability. 
In this paper we propose a new feature extraction method for iris recognition 
based on contourlet transform. Contourlet transform captures the intrinsic geo-
metrical structures of iris image. It decomposes the iris image into a set of di-
rectional sub-bands with texture details captured in different orientations at 
various scales so for reducing the feature vector dimensions we use the method 
for extract only significant bit and information from normalized iris images. In 
this method we ignore fragile bits. At last, the feature vector is created by using 
Co-occurrence matrix properties. For analyzing the desired performance of our 
proposed method, we use the CASIA dataset, which is comprised of 108 classes 
with 7 images in each class and each class represented a person. And finally we 
use SVM and KNN classifier for approximating the amount of people identifi-
cation in our proposed system. Experimental results show that the proposed in-
crease the classification accuracy and also the iris feature vector length is much 
smaller versus the other methods.  

Keywords: Biometric–Iris Recognition, Contourlet Transform, Co-occurrence 
Matrix, Support Vector Machine (SVM). 

1   Introduction 

There has been a rapid increase in the need of accurate and reliable personal identifi-
cation infrastructure in recent years, and biometrics has become an important technol-
ogy for the security. Iris recognition has been considered as one of the most reliable 
biometrics technologies in recent years [1, 2]. The human iris is the most important 
biometric feature candidate, which can be used for differentiating the individuals. For 
systems based on high quality imaging, a human iris has an extraordinary amount of 
unique details as illustrated in Fig.1. Features extracted from the human iris can be 
used to identify individuals, even among genetically identical twins [3]. Iris-based 
recognition system can be noninvasive to the users since the iris is an internal organ 
as well as externally visible, which is of great importance for the real-time  
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Fig. 1. Samples of iris images from CASIA [7] 

applications [4]. Based on the technology developed by Daugman [3, 5, 6], iris scans 
have been used in several international airports for the rapid processing of passengers 
through the immigration which have pre registered their iris images. 

1.1   Related Works 

The usage of iris patterns for the personal identification began in the late 19th century; 
however, the major investigations on iris recognition were started in the last decade. 
In [9], the iris signals were projected into a bank of basis vectors derived by the inde-
pendent component analysis, and the resulting projection coefficients were quantized 
as Features. A prototype was proposed in [10] to develop a 1D representation of the 
gray-level profiles of the iris. In [11], biometrics based on the concealment of the ran-
dom kernels and the iris images to synthesize a minimum average correlation energy 
filter for iris authentication were formulated. In [5, 6, 12], the Multiscale Gabor filters 
were used to demodulate the texture phase structure information of the iris. In [13], an 
iris segmentation method was proposed based on the crossed chord theorem and the 
collarette area. An interesting solution to defeat the fake iris attack based on the Pur-
kinje image was depicted in [16]. An iris image was decomposed in [17] into four 
levels by using the 2D Haar wavelet transform, the fourth-level high-frequency in-
formation was quantized to form an 87-bit code, and a modified competitive learning 
neural network (LVQ) was adopted for classification. 

Fourth-level high-frequency information was quantized to form an 87-bit code, and 
a modified competitive learning neural network (LVQ) was adopted for classification. 
In [18], a modification to the Hough transform was made to improve the iris segmen-
tation, and an eyelid detection technique was used, where each eyelid was modeled as 
two straight lines. A matching method was implemented in [19], and its performance 
was evaluated on a large dataset. In [20], a personal identification method based on 
the iris texture analysis was described. The remainder of this paper is organized as 
follows: Section 2 deals with proposed method. Section 3 deals with Feature  
Extraction method discussion. Section 4 deals with feature subset selection and vector 
creation techniques, Section 5 shows our experimental results and finally Section 6 
concludes this paper. 

2   Proposed Method: The Main Steps 

Fig. 2 illustrates the main steps of our proposed Approach. First the image preprocess-
ing step performs the localization of the pupil, detects the iris boundary, and isolates 
the collarette region, which is regarded as one of the most important areas of the iris  
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Fig. 2. Flow diagram of the proposed iris recognition scheme 

complex pattern. The collarette region is less sensitive to the pupil dilation and usu-
ally unaffected by the eyelids and the eyelashes [8]. We also detect the eyelids and the 
eyelashes, which are the main sources of the possible occlusion. In order to achieve 
the invariance to the translation and the scale, the isolated annular collarette area is 
transformed to a rectangular block of fixed dimension. 

The discriminating features are extracted from the transformed image and the ex-
tracted features are used to train the classifiers. The optimal features subset is selected 
using several methods to increase the matching accuracy based on the recognition 
performance of the classifiers. 

2.1   Iris Image Preprocessing 

First, we outline our approach, and then we describe further details in the following 
subsections. The iris is surrounded by the various non relevant regions such as the 
pupil, the sclera, the eyelids, and also noise caused by the eyelashes, the eyebrows, 
the reflections, and the surrounding skin [9].We need to remove this noise from the 
iris image to improve the iris recognition accuracy. 

2.1.1   Iris / Pupil Localization 
The iris is an annular portion of the eye situated between the pupil (inner boundary) 
and the sclera (outer boundary). Both the inner boundary and the outer boundary of a 
typical iris can be taken as approximate circles. However, the two circles are usually 
not concentric [20]. 

2.1.2   Eyelids, Eyelashes, and Noise Detection 
• Eyelids are isolated by first fitting a line to the upper and lower eyelids using the 

linear Hough transform. A second horizontal line is then drawn, which intersects 
with the first line at the iris edge that is closest to the pupil [20]. 
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• Separable eyelashes are detected using 1D Gabor filters, since a low output value 
is produced by the convolution of a separable eyelash with the Gaussian smooth-
ing function. Thus, if a resultant point is smaller than a threshold, it is noted that 
this point belongs to an eyelash. 

• Multiple eyelashes are detected using the variance of intensity, and if the values in 
a small window are lower than a threshold, the centre of the window is consid-
ered as a point in an eyelash as shown in Fig .3. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. CASIA iris images (a), (b), and (c) with the detected Collarette area and the correspond-
ing images (d), (e), and (f) after Detection of noise, eyelids, and eyelashes 

2.1.3   Iris Normalization 
We use the rubber sheet model [12] for the normalization of the isolated collarette 
area. The center value of the pupil is considered as the reference point, and the radial 
vectors are passed through the collarette region. We select a number of data points 
along each radial line that is defined as the radial resolution, and the number of radial 
lines going around the collarette region is considered as the angular resolution. A con-
stant number of points are chosen along each radial line in order to take a constant 
number of radial data points, irrespective of how narrow or wide the radius is at a 
particular angle. We build the normalized pattern by backtracking to find the Carte-
sian coordinates of data points from the radial and angular positions in the normalized 
pattern [3, 5, and 6]. The normalization approach produces a 2D array with horizontal 
dimensions of angular resolution, and vertical dimensions of radial resolution form 
the circular-shaped collarette area (See Fig.4I). In order to prevent non-iris region data 
from corrupting the normalized representation, the data points, which occur along the 
pupil border or the iris border, are discarded. Fig.4II (a) (b) shows the normalized 
images after the isolation of the collarette area.  

3   Feature Extraction and Encoding 

Only the significant features of the iris must be encoded so that comparisons between 
templates can be made. Gabor filter and wavelet are the well-known techniques in  
 

(a) (b) 

(d) 

(c) 

(e) (f) 



548 A. Azizi and H.R. Pourreza 

(II)

r

Black portion represents region of interest 
Of the unwrapped iris image

White region denotes noise

(I)

(a) (b)
 

Fig. 4. (I) shows the normalization procedure on CASIA dataset; (II) (a), (b)  Show the normal-
ized images of the isolated collarette regions  

texture analysis [5,  19, 20, 21]. In wavelet family, Haar wavelet [22] was applied by 
Jafer Ali to iris image and they extracted an 87-length binary feature vector. The  
major drawback of wavelets in two-dimensions is their limited ability in capturing 
Directional information. The contourlet transform is a new extension of the wavelet 
transform in two dimensions using Multi scale and directional filter banks. 

The feature representation should have information enough to classify various 
irises and be less sensitive to noises. Also in the most appropriate feature extraction 
we attempt to extract only significant information, more over reducing feature vector 
dimensions, the processing lessened and enough information is supplied to introduce 
iris feature vectors classification. 

3.1   Contourlet Transform 

Contourlet transform (CT) allows for different and flexible number of directions at 
each scale. CT is constructed by combining two distinct decomposition stages [33], a 
multistage decomposition followed by directional decomposition. The grouping of 
wavelet coefficients suggests that one can obtain a sparse image expansion by applying 
a multi-scale transform followed by a local directional transform. It gathers the nearby 
basis functions at the same scale into linear structures. In essence, a wavelet-like trans-
form is used for edge (points) detection, and then a local directional transform for con-
tour segments detection. A double filter bank structure is used in CT in which the 
Laplacian pyramid (LP) [23] is used to capture the point discontinuities, and a direc-
tional filter bank (DFB) [24] to link point discontinuities into linear structures. The 
combination of this double filter bank is named pyramidal directional filter bank 
(PDFB) as shown in Fig.5.Benefits of Contourlet Transform in the Iris Feature Extrac-
tion To capture smooth contours in images, the representation should contain basis 
functions with variety of shapes, in particular with different aspect ratios. A major 
challenge in capturing geometry and directionality in images comes from the discrete 
nature of the data; the input is typically sampled images defined on rectangular grids. 
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Fig. 5. Two Level Contourlet Decomposition [33] 

Because of pixelization, the smooth contours on sampled images are not obvious. 
For these reasons, unlike other transforms that were initially developed in the con-
tinuous domain and then discretized for sampled data, the new approach starts with a 
discrete-domain construction and then investigate its convergence to an expansion in 
the continuous-domain. This construction results in a flexible multi-resolution, local, 
and directional image expansion using contour segments. Directionality and anisot-
ropy are the important characteristics of contourlet transform. Directionality indicates 
that having basis function in many directions, only three direction in wavelet. The 
anisotropy property means the basis functions appear at various aspect ratios where as 
wavelets are separable functions and thus their aspect ratio is one. Due to this proper-
ties CT can efficiently handle 2D singularities, edges in an image. This property  
is utilized in this paper for extracting directional features for various pyramidal and 
directional filters. 

3.2   The Best Bit in an Iris Code 

Biometric systems apply filters to iris images to extract information about iris texture. 
Daugman’s approach maps the filter output to a binary iris code. The fractional  
 

 
Fig. 6. Percent of Fragile Bit in Iris Pattern [25] 
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Hamming distance between two iris codes is computed and decisions about the iden-
tity of a person are based on the computed distance. The fractional Hamming distance 
weights all bits in an iris code equally. However, not all the bits in an iris code are 
equally useful. For a given iris image, a bit in its corresponding iris code is defined as 
“fragile” if there is any substantial probability of it ending up a 0 for some images of 
the iris and a 1 for other images of the same iris. According to [25] the percentages of 
fragile bits in each row of the iris code, Rows in the middle of the iris code (rows 5 
through 12) are the most consistent (See Fig. 6.) 

4   Feature Vector Creation in Proposed Method 

According to the method mentioned in section 3.2, we concluded the middle band of 
iris normalized images have more important information and less affected by fragile 
bits, so for introducing iris feature vector based on contourlet transform the rows be-
tween 5 and 12 in iris normalize image are decomposed into eight directional sub-
band outputs using the DFB at three different scales and extract their coefficients. In 
our method we use using the Grey Level Co-occurrence Matrix (GLCM).The tech-
nique uses the GLCM (Grey Level Co-occurrence Matrix) of an image and it provides 
a simple approach to capture the spatial relationship between two points in a texture 
pattern. It is calculated from the normalized iris image using pixels as primary infor-
mation. The GLCM is a square matrix of size G * G, where G is the number of gray 
levels in the image. Each element in the GLCM is an estimate of the joint probability 
of a pair of pixel intensities in predetermined relative positions in the image. The  

(i, j) th
 element of the matrix is generated by finding the probability that if the pixel 

location (x , y) has gray level Ii then the pixel location (x+dx , y+dy) has a gray level 
intensity Ij. The dx and dy are defined by considering various scales and orientations. 
Various textural features have been defined based on the work done by Haralick [26]. 
These features are derived by weighting each of the co-occurrence matrix values and 
then summing these weighted values to form the feature value. The specific features 
considered in this research are defined as follows: 
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6) Dissimilarity = ∑∑ −
i j

jiPji ),(.  

7) Inertia = ∑∑ −
i j

jiPji ),()( 2  

Here yxyx σσμμ ,,,  are mean and standard deviation along x and y axis.  

5   Experimental Results 

For creating iris feature vector we carried out the following steps: 

1) Iris normalized image (Rows in the middle of the iris code (rows 5 through 
12)) is decomposed up to level two.(for each image, at level one, 2 and at 
level two, 4 sub band are created). 

2) The sub bands of each level are put together, therefore at level one a matrix 
with 4*120 elements, and at level two a matrix with 16*120 elements is cre-
ated. We named these matrixes: Matrix1 and Matrix 2. 

3) By putting together Matrix1 and Matrix 2, a new matrix named Matrix3 with 
20*120 elements is created. The co-occurrence of these three matrixes with 
offset one pixel and angles 0, 45, 90 degree is created and name this matrix: 
CO1, CO2 and CO3.in this case for each image 3 co-occurrence matrixes 
with 8*8 dimensions are created.  

4) According to the Haralick‘s [26] theory the co-occurrence matrix has 14 
properties, of which in iris biometric system we used 7 properties which are 
used for 3 matrixes , so the feature vector is as follow: 

F=[ En1,Cont1,cor1,hom1,Acor1,dis1,ine1, En2,Cont2,cor2, hom2,Acor2,dis2,ine2 
En3,Cont3,cor3,hom3,Acor3,dis3,ine3] In other word the feature vector in our method 
has only 21 elements. Also for improving results, for each sub bands and scale we create 
a feature vector by using GLCM.in other words for each eight sub bands in level 3 of 
Contourlet transform we computed GLCM properties, separately and then by combining 
these properties the feature vector is created. In this case the feature vector has 56 ele-
ments. In Table 1 you can see the result of implementing our proposed method: 

Table 1.  Result of Implementing Proposed Method 

The Correct of Percentage Classification (%) The  

Number Of 

Classes 
KNN 

Classifier 

SVM  

Classifier(Kernel 1) 

SVM  

Classifier(Kernel 2) 

20 96.6 100 100 

40 88.3 94.3 96.3 

60 90.8 91.6 95.6 

80 89.3 90.1 95.8 

100(GLCM) 88.5 90.07 94.2 

100(GLCM 

(Combining   

Sub bands) 

87.5 91.3 96.3 
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In Table 2 we compared our proposed method with some other well known  
methods from 2 view points: feature vector length and the correct of percentage  
classification: 

Table 2. Comparison Between Our Proposed Method and Some well- known Method 

Method 

The Correct Of  

Percentage  

Classification (%) 

The Feature  

Vector Length(Bit) 

Dugan[3] 100 2048 

Lim[17] 90.4 87 

Ma[20] 959 1600 

Jafar Ali[22] 92.8 87 

Our Methods 

 (GLCM) 

GLCM (Combining   Sub bands) 

94.2 

96.3 

21 

56 

6   Conclusions 

In this paper we proposed an effective algorithm for iris feature extraction using con-
tourlet transform Co-occurrence Matrix have been presented. The GLCM proved to 
be a good technique as it provides reasonable accuracy and is invariant to iris rotation. 
For Segmentation and normalization we use Daugman methods .Feature extraction in 
our proposed method includes: sub bands proper composition from Contuorlet pyra-
mid and co-occurrence calculations and finally selecting a set of Haralick‘s properties 
that form the Maximum distance between inter classes and Minimum distance  
between intra classes. Our proposed method can classify iris feature vector properly. 
The rate of expected classification for the fairly large number of experimental date  
in this paper verifies this claim. In the other words our method provides a less  
feature vector length with an insignificant reduction of the percentage of correct clas-
sification. 
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Abstract. In this paper, an algorithm for vehicle license plate detec-
tion (VLPD) is proposed, to select automatically statistical threshold
value in HSI color space. The proposed VLPD algorithm consists of two
main stages. Initially, HSI color space is adopted for detecting candi-
date regions. According to different colored LP, these candidate regions
may include LP regions; geometrical properties of LP are then used for
classification. The proposed method is able to deal with candidate re-
gions under independent orientation and scale of the plate. Finally, the
decomposition of candidate regions contains predetermined LP alphanu-
meric characters by using position in the histogram to verify and detect
vehicle license plate (VLP) region. In experiment more than 150 images
were used, they were taken from the variety of conditions such as complex
scenes, illumination changing, distances and varied weather etc. Under
these conditions, success of LP detection has reached to more than 94%.

Keywords: Vehicle license plate detection (VLPD), HSI color space,
geometrical properties and position histogram.

1 Introduction

Humans can perform usual target recognition without too much effort. However,
by computer the task of recognizing specific object in an image is one of the
most difficult topics in the field of computer vision or digital image processing.
VLPD task is quite challenging from vehicle images due to the multi-style plate
formats, view point changes and the nonuniform outdoor illumination conditions
during image acquisition [1, 3]. In addition, VLPD system should operate fast
enough (real time) to satisfy the needs of ITS and not to miss a single interest
object from the vehicle image. VLPD is also very interesting in finding license
plate area from vehicle image. The vehicle license plate detection is widely used
for detecting speeding cars, security control in restricted areas, in unattended
parking zone, traffic law enforcement and electronic toll collection. With the
rapid development of highway and the wide use of vehicles, people have started to
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pay more and more attention to the advanced, efficient, and accurate intelligent
transportation systems (ITSs). Recently, the necessity of VLPR has increased
significantly. The license plate detection is an important research topic of VLPR
system. One of the major problems in LP detection is determining LP systems.
This system must guarantee robust detection under various weather and lighting
conditions, complex scenes, independent of orientation and scale of the plate.

As far as detection of the plate region is concerned, researchers have found
many methods of locating license plate. For example, a method for multi-style LP
recognition has been presented in [1]. This method has introduced the density-
based region growing algorithm for detecting LP location. The horizontal and
vertical projections are scanned using a search window to locate the license
plate in [2]. Survey paper [3], offers to researchers a link to a public image
database to define a common reference point for VLPR algorithmic assessment.
In addition, this survey paper discusses about current trends and anticipated
research in VLPR system. A region-based license plate detection method was
presented in [4], which firstly applies a mean shift procedure in spatial-range
domain to segment a color vehicle image in order to get candidate regions. A
method based on image segmentation technique named as sliding windows (SW)
has also been proposed for detecting candidate region (LP region) in [5]. Cur-
rently, some researchers prefer a hybrid detection algorithm, where license plate
location method based on corner detection, edge detection, characteristics of
license shape, character’s connection and projection is presented in [7, 8].

During the past few years, developments dealing with simple images have
been achieved acceptable results. However, recent researches have been addressed
to processing complex images with unconstrained conditions [9]. The proposed
algorithm deals with such vehicle images.

The focus of this paper is on the integration of a new method to select auto-
matically statistical threshold value in HSI color space for detecting candidate
regions. Generally, as a common way of color-based VLPD system, threshold
value is defined by predetermined coefficients or by user. It provides stable re-
sult, but in poor lighting condition it is too sensitive. Whereas in our experiments
we calculate threshold value in a statistical way, 20% of sample data (only green,
yellow and white LP areas) are randomly selected for training. After training
from those sample data, the mean and standard deviation values of hue are com-
puted for detection of green and yellow LP pixels. Detecting white license plate
pixels, the mean and standard deviation values of saturation and intensity are
computed to detect green, yellow and white LP from vehicle images.

Moreover, candidate regions may include LP regions; geometrical properties
of LP are then used for classification. Finally, decomposing of candidate region
which contains predetermined LP alphanumeric character, using position in the
histogram to verify and detect vehicle license plate region is performed.

This paper is organized as follows. In Section 2, the specific features of Korean
VLP have been described. The enhanced VLPD algorithm is proposed in section
3. Implementation of the enhanced VLPD algorithm is presented in Section 4.
Finally, experimental results and some conclusions are reported in Section 5.
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2 Specific Features of Korean VLP

In this section, the color arrangement of the license plate and outline of the
Korean VLPs that are considered in this study have been discussed.

Color arrangement of the plate: Korean license plates is well classified as shown
in Fig. 1. Each style has a different plate color and/or character color. However,
in all, only five distinct colors like white, black, green, yellow, and deep blue are
used in these license plates. It is worth paying attention to three different plate
colors while searching for LP in an input image. Other types of vehicles, such
as diplomatic cars and military vehicles, are not addressed since they are rarely
seen. Color arrangements for the Korean VLPs are shown in Table 1.

Table 1. Styles of license plates

Vehicle type Plate color Character color

Private automobile
White Black

2-3 Green White
2-3 Taxi, truck and bus Yellow Deep blue

Government vehicle Yellow Black

Outline of the Korean VLP: Standard LP contains Korean alphabets and
numbers which are shown in Fig. 1. Few LPs contain Korean alphabets and
numbers in two rows; in future these kinds of LPs are to be converted into a
single-row types. Where plate color is white and character color is black, they
contain seven alphanumeric characters written in a single line. In Fig. 1, Where
plate color is green and yellow then character color is white and black or deep
blue, respectively, they contain Korean LP in two rows. When plate color is
yellow, some LP contains all alphanumeric characters written in a single line.

3 Proposed Algorithm

In the author’s previous work [6], HSI color based vehicle license plate detec-
tion method was presented. We propose in this section an enhanced version of
VLPD algorithm shown in Fig. 2. Like the traditional LP detection method,
automatic focus and white balancing of camera often cause the changing illumi-
nation. To overcome this problem, we propose an adaptive LP detection method
for detecting white license plate pixels; we use it in the case of really high- or
low-illumination condition as shown in Fig. 4. And also distinguish with the
traditional LP detection method, as license plates can appear at many different

Fig. 1. Outline of the Korean license plate
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Fig. 2. Main algorithm scheme for detecting license plate region

angles to the camera’s optical axis, each rectangular candidate region is rotated
until they are all aligned in the same way before the candidate decomposition.
The proposed algorithm can efficiently determine and adjust the rotated plate as
shown in Fig. 5. Measurements such as center of area and the least second mo-
ment are employed to solve the rotation adjustment problem. The least second
moment provides the principal axis as the orientation with the candidate object.
General scheme for detecting LP region is shown in Fig. 2. In the proposed al-
gorithm, detection is based on color properties of LP, shape-based verification
and position histogram.

4 Vehicle License Plate Detecting Module

In this part, the four primary stages of the proposed VLPD algorithm, i.e.,
color segmentation, labeling and filtering, determine the angle of the candidate
- rotation adjustment, and candidate decomposition of candidate region have
been discussed in details.

4.1 Color Segmentation

In the proposed method, input vehicle images are converted into HSI color im-
ages. Then the candidate regions are found by using HSI color space on the basis
of using hue, saturation and/or intensity. Many applications use the HSI color
model. Machine vision uses HSI color space in identifying the color of different
objects. Plate color information is used to detect candidate regions in our exper-
iments, and shape properties of LP allow reducing number of LP-like candidates.
One of the common ways of color-based vehicle license plate detection can be
formalized as follows:

R(x, y) > αR; G(x, y) > αG; B(x, y) > αB , (1)

R(x, y) − G(x, y) > βRG; R(x, y) − B(x, y) > βRB , (2)
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where R, G and B are red, green and blue components of x × y image. α and
β are predefined coefficients. Equation (1) sets up limitations for the minimal
values of pixel components. Equation (2) formalizes dependencies between pixel
components for LP. Generally, common way of using color-based vehicle license
plate detection was based on two types of restrictions: first, restriction is based
on equations (1) and (2). It provides good results in good lighting conditions.
However, it is not good for low-contrast images. Pixel belongs to green and yellow
LP, respectively like following equations (3) and (4)

bgreen =
{

1, [{R(x, y) ≤ 0.85·G(x, y)} & {B(x, y) ≤ 0.90·G(x, y)}] ,
0, otherwise

(3)

byellow =
{

1, [{B(x, y) ≤ 0.90·R(x, y)} & {B(x, y) ≤ 0.80·G(x, y)}] ,
0, otherwise

(4)

where bgreen and byellow are green and yellow candidate binary masks. The
second restriction is based on equations (3) and (4), and a threshold value is
taken heuristically. It provides stable result whereas in bad lighting condition it
is too sensitive.

In this proposed method, LP detection is based on its color properties, namely
mean and standard deviation values of hue. For detection of green and yellow LP
pixels, hue parameter of HSI color is used in our experiment. To detect white LP
pixels hue value is meaningless, hence only saturation and intensity parameters
are important for this case. To estimate these properties, we used 30 images of
LP taken under different lighting and weather conditions. After training from
those sample data, the mean and standard deviation values of hue are computed
for detection of green and yellow LP pixels. Detecting white license plate pixels,
the mean and standard deviation values of saturation and intensity are computed
to detect green, yellow and white LP from vehicle images. For detection of green
and yellow LP pixels, the binarization process can be formulated as follows:

bgreen =
{

1, [{μH − σH ≤ H(x, y) ≤ μH + σH}] ,
0, otherwise

(5)

byellow =
{

1, [{μH − σH ≤ H(x, y) ≤ μH + σH}] ,
0, otherwise

(6)

where H(x, y), S(x, y) and I(x, y) are hue, saturation and intensity compo-
nents of xth, yth pixel respectively. μH , σH are mean hue and hue standard
deviation values for green and yellow LP of sample data, respectively.

However, the automatic focus and white balancing of camera often cause the
changing illumination. Our proposed LP detection method can work well in nor-
mal illumination condition, but it seems not good enough to work in bad illumi-
nation conditions. To overcome this problem, we use an adaptive LP detection
method; we use it in the case of really high- or low-illumination condition. For
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normal, low- and high- illumination conditions of white license plate pixels, the
binarization process can be formulated as follows, respectively:

bwhite(n) =
{

1, [S(x, y) ≤ (μS + σS) & I(x, y) ≥ (μI + 0.25 · σI)] ,
0, otherwise

(7)

bwhite(l) =
{

1, [S(x, y) ≤ (μS + σS) & I(x, y) ≥ (μI − 0.33 · σI)] ,
0, otherwise

(8)

bwhite(h) =
{

1, [S(x, y) ≤ (μS + σS) & I(x, y) ≥ (μI + 0.50 · σI)] ,
0, otherwise

(9)

where S(x, y), I(x, y), are saturation and intensity components of xth, yth
pixel respectively. μS , μI are mean values for saturation and intensity, σS , σI

are standard deviation values for saturation and intensities of white LP of sam-
ple data, respectively. bwhite(n), bwhite(l) and bwhite(h) are white candidate
binary masks. Vehicle image and its color segmentation results are depicted in
Fig. 3(a) − (c) (green, yellow and white back ground LP), respectively.

Color segmentation parameters are very sensitive in order todetect asmuch can-
didates as possible. All false candidates will be filtered out on the next stages. Af-
ter the segmentation, there may still exist noises such as small holes or/and small
bulges of the target candidate regions. These problem may be resolved by using
mathematical morphology closing operation which is dilation followed by erosion
to fill in holes and gaps smaller than the structuring element on the plate image.
Removing those holes play an important role in calculating bounding box region.
Implementation of morphological closing operation is depicted in Figure 4(c).

4.2 Labeling and Filtering

After the candidate regions are obtained by applying color segmentation, fea-
tures of each region are to be extracted in order to correctly differentiate the
LP regions from others. Next step of proposed algorithm is labeling the con-
nected components. In the proposed method, a recursive algorithm is imple-
mented for connected component labeling operation. Recursive algorithm works
on one component at a time, but can move all over the image. In this step we

Fig. 3. An LP image (left) and its color segmentation results (right) using HSI color
model
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Fig. 4. Illustration of license plate segmentation: (a) an LP image in a night time, (b)
color segmentation result, (c) implementation of morphological closing operation for
removing small holes in candidate region, (d) detected candidate after filtering, and
(e) extracted candidate

extract candidate regions which may include LP regions from the binary mask
obtained in the previous step. During this step, main geometrical properties of
LP candidate such as area, bounding box, and aspect ratio are computed. These
parameters are used filtering operation to eliminate LP-like objects from can-
didate list. Filtering operation is done on geometrical properties of LP regions.
Figure 4 illustrates the steps for license plate segmentation.

4.3 Determine the Angle of the Candidate Region-Rotation
Adjustment

As license plates can appear at many different angles to the cameras optical
axis, each rectangular candidate regions is rotated until they are all aligned
in the same way before the candidate decomposition. Following the successful
filtering operation in image, measurement such as center of area and the axis of
least second moment are employed to solve the rotation adjustment problem.

The least second moments provides the principal axis as the orientation with
the candidate object. For getting principal axis of detected candidate region, we
compute central moments of detected candidate region. The central moments
are defined as:

μpq =
N−1∑
r=0

N−1∑
c=0

(r − r)p(c − c)qI(r, c) , (10)

where r and c are the centroid for the candidate object. We apply this result
to obtain a direction of principal axis by centroid of detected candidate region.
Angle of principal axis moments is obtained as

θ =
1
2
arctan(

2μ11

μ20 − μ02
) , (11)

where θ denotes an angle between basis horizontal coordinate and principal axis
of region. Figure 5 portrays a sequence of successful license plate identification.

4.4 Candidate Decomposition

Information extracted from image and intensity histograms plays a basic role in
image processing, in areas such as enhancement, segmentation and description.
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Fig. 5. Illustration of license plate segmentation: (a) an LP image, (b) detected can-
didate after filtering, (c) principal axis, (d) rotation adjustment, and (e) extracted
candidate

In this section, verification and detection of the VLP region as well as character
segmentation are considered and discussed in this study. Once the candidate
area is binarized the next step is to extract the information. At first, regions
without interest such as border or some small noisy regions are eliminated;
the checking is made by height comparison with other plate characters height.
Fig. 7 shows the results for verifying predetermined alphanumeric characters.

5 Experimental Results and Conclusions

All experiments have been done on Pentium-IV 2.4 GHz with 1024 MB RAM
under Matlab environment. In the experiments, 150 images were used the size
is 640*480 pixels, some images which are shown in Fig. 6. The images are taken
from (a) different illuminations (strong sunshine, shadow and night time), (b)
complex scenes where several objects such as trees, light post in front of vehicles,
(c) various environments in campus parking, access areas and more than one
license plates in the same image and (d) damaged LP as bent or old. They were
taken in distance from 2 up to 8 meters and the camera was focused in the plate
region. Under these conditions, success of LP detection has reached to more than
94%.

A common drawback of the proposed VLPD system is the failure to detect
the boundaries or border of license plates. This occurs when vehicle bodies and
their license plate possess similar colors. In our experiments, in 19 images vehicle
bodies and license plate have similar color; among them in 11 images license

Fig. 6. Example images: (a) different illuminations, (b) complex scenes, (c) various
environments and (d) damaged license plates
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Fig. 7. Steps for verify predetermined alphanumeric characters (white back ground
LP): a) extracting candidate region, (b) vertical position histogram with LP border,
(c) horizontal position histogram with LP border, (d) horizontal position histogram
without LP border, (e) view of normalization candidate region after removing border
and noisy area, (f) vertical position histogram (seven peaks for predetermined seven
alphanumeric characters in LP region), and (g) character extraction

Fig. 8. Sample images: (a) successful plate identification and (b) algorithm failure to
detect license plates

plates were detected successfully. Fig. 8(a) shows successful plate identification,
where vehicle bodies and their license plates possess similar colors. Fig. 8(b)
shows the result in which our detecting algorithm failed to detect license plates.

The proposed method, an adaptive LP detection method, is used for detecting
white license plate pixels in nonuniform outdoor illumination conditions. Con-
stants on equations (7−9) are determined in empirically. In our experiments, in
55 images the LP color is white; among them using those constants in 53 images
candidate region detected successfully.

In conclusion, a new method is adopted in this paper to select automatically
statistical threshold value in HSI color space. In the proposed method candi-
date regions are found by using HSI color space. These candidate regions may
include LP regions; geometrical properties of LP are then used for classification.
The proposed method is able to deal with plates (candidate regions) under in-
dependent orientation and scale of the plate. More than one license plate can be
extracted in the same image. Finally, VLP regions containing predetermined LP
alphanumeric character are verified and detected by using position histogram.

While conducting the experiments, different illumination conditions, complex
scenes, varied distances between vehicle and camera often occurred. In that case,
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the result that has been confirmed is very much effective when the proposed ap-
proach is used. However, the proposed method is sensitive when vehicle bodies
and their license plates possess similar colors. We leave these issues to be con-
sidered in future studies.
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Abstract. In buildings, a practical sensing system to collect occupant location 
information has great importance in improving occupants’ comfort and utilizing 
energy more efficiently by optimizing control strategies of lighting, HVAC de-
vices and elevators. We implement a practical algorithm for occupant detection 
in use of existing video camera hardware. In our system, we present a novel 
blob segmentation method based on rule and propose a fast template-based head 
detection algorithm that matches directly on gradient maps other than edge 
maps. The accuracy is improved and can satisfy the need of the control system 
in smart buildings. The speed is about twice as fast as traditional algorithms.  

Keywords: Head detection, occupant detection, smart building. 

1   Introduction 

In smart buildings, occupant location information is valuable in many applications, 
such as saving energy, improving occupant comfort and training human behavior 
models for research purpose. First, each year, approximately 39% of energy and 68% 
of electricity are consumed by residential and commercial buildings in USA[1]. In 
other countries, buildings also account for a significant part of energy consumption. 
To improve the efficiency of energy utilization, optimizing system control by sensing 
occupancy has been proven effective. Second, to satisfy the comfort demand of build-
ing occupants, the knowledge of occupant locations can help adjust illumination, 
temperature and humidity automatically. Third, understanding regular patterns for 
human behavior in buildings is the basis for many scientific researches, such as the 
optimal design of low energy consumption architectures. However, the large quantity 
of real location data from daily life is difficult to obtain manually. Thus, a sensing 
system that provides occupant locations automatically will be an effective tool.   

Passive infrared motion sensors, RFID, wireless sensor networks (WSN) and video 
cameras are all feasible approaches for occupancy detection. But infrared motion 
sensors cannot tell the exact number of occupants. RFID and WSN both require occu-
pants to actively wear tags before entering the building.  As for video camera, it has 
the apparent advantages that it doesn’t require the awareness of occupants and that 
video surveillance systems are now already available in most buildings.  

However, video-based indoor occupants detecting and localization also face lots of 
challenges because traditional approaches are not practical in our application. First, 
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tracking techniques are not suitable for real-time daily use. Although it helps improve 
accuracy, a robust tracking algorithm requires to process images continuously in high 
frame rates (e.g. 30fps in [2]), which has not been reached by the processing speed of 
today’s video surveillance systems yet. For light control, HVAC and elevator dis-
patching, it is not necessary to record occupants’ walking trajectories frame by frame. 
Second, in indoor environment, lots of occlusions occur due to desks and chairs, and 
there are various appearances of occupant gestures like sitting, standing and walking. 
So, those approaches based on full-body models are not feasible, such as building 
hierarchical shape templates proposed in [3]. Third, as for the approaches based on 
face detection, capturing frontal face cannot be guaranteed. Yohei [4] combines face 
and head detection for a surveillance system, but requires large amounts of training 
samples and may be sensitive to viewpoint variations.   

Considering the above challenges, our research focuses on head contour based de-
tection. Since most of the surveillance cameras are installed at high positions, heads 
are usually visible without occlusions. Besides, head contours are not sensitive to 
viewpoint variations, so the algorithm can be transplanted into a new scene with a few 
adjustments. Additionally, when occupant rotates the orientation of the face or 
changes his gesture, head contours also keep stable. Our main contribution in this 
paper is that we present a novel blob segmentation method based on rule and a  
fast template-based head detection algorithm that matches directly on gradient maps. 
The speed of the fast head detection algorithm is about twice as fast as traditional 
algorithms and the accuracy is also improved. 

2   Overview of the System Structure 

The scheme of the processing steps includes Background Updating, Foreground  
Segmentation, Head Detection and Occupants Locating. 

In Background Updating, we adopt Gauss Background Modeling.  Since in offices 
occupants often sit along desks for a long period without moving and thus are easily 
being updated into background, we slow down the updating speed within a certain 
area, like those places in front of the desks and computers.  

Foreground Segmentation and Head Detection will be introduced in details in the 
next two sections. As for Occupant Localization, we first compute corresponding 
coordinates of foot based on head coordinates.  The foot plane can be treated as an 
affine transformation from the head plane. Second, to obtain a unified coordinate 
system, we also employ a matrix to transform the coordinates from camera view to 
the coordinate system of top-down view. The affine transformation includes scale, 
translate, shear, rotate, and trapezoid. The matrix is estimated by the least squares 
method. 

By converting the detection results of different cameras into a unified coordinate 
system, we finally come up with an integrated result combining several scenes, dy-
namically showing the locations of all the occupants appearing in the surveillance 
area, as showed in Fig. 1(c). 
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             (a)                                       (b)                                             (c)   

Fig. 1. (a) Shows the scene from the camera viewpoint; (b) Shows the scene after affine trans-
formation from (a); (c) is the floor plan with detected occupants marked as circles, while the 
trapezoid represents cameras 

3   Foreground Segmentation 

Our approach of foreground segmentation makes use of geometry constraints of an 
occupant candidate at one particular position of the scene.   

In the preprocessing phase, foreground extracted from background subtraction is 
eroded, expanding the gaps between adjacent blobs. 

We treat each blob as a continuous set of vertical lines with certain lengths. So at 
each coordinate x, there lie kx line segments. The jth line segment’s top and down 
coordinate is denoted as ytop(x, j) and ydown(x, j). The parameters of one occupant can-
didate are defined by { ( )p

leftX , ( )p
rightX , ( )p

topY , ( )p
downY }, denoting the left, right, top and down 

boundary’s coordinates of the pth segmented blob respectively. 
The basic idea of the algorithm is based on rule. ( )TH

topD , ( )TH
downD , ( )TH

topΔ , ( )TH
downΔ  are 

all corresponding threshold values.    
--------------------------------------------------------------------------------------------------------------- 
From left to right and up to down, search among blobs' vertical lines for the first  

unanalyzed segment, denoting the starting line of the first occupant candidate p = 0.  

( ) ( ) ( )

While still exists unanalyzed line  
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          Repeat            
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          If  cannot find line '
                    If the  occupants' height and width doesn't satisfy requirements
                               Discard:  1
                    End If
        

th

L
p

p p= −

( ) ( )

'

            Denote lines  ..  as 'analyzed'
                    Search next unanalyzed line ( ',  ) 
          Else if  L' doesn't belong to current occupant
                    1
 

p p
left right

x

X X
L x j

p p= −
1                   Reset this line '( 1, ) as the starting line of a new candidate

          End If
End While

xL x j ++

 

--------------------------------------------------------------------------------------------------------------- 

 
                                             (a)                  (b)                  (c)         

Fig. 2. Examples for Foreground Segmentation. (a) Input image and segmentation result; (b) 
Background subtraction in (a); (c) Examples that foregrounds are difficult to segment. 

In simple cases, the above algorithm is effective, shown in Fig. 2(a) and (b). But in 
some complex situations, e.g. shown in Fig. 2(c), when the two occupants were cap-
tured walking closely to each other or even one person stands in the interior of a fore-
ground blob, they can’t be segmented based on above algorithm and will be detected 
in following head detection part.   

4   Head Detection 

For the obtained candidate area, that is, the upper part of segmented foreground blobs, 
we filtered through hair color model first. Then, dilate and erode those remaining 
areas, eliminating noises. 

There are two main categories of template based contour detection: the approach 
based on Poisson process and another based on gradient. Although the Poisson [5] 
approach takes into account both clutter distribution of background and the target, it 
requires a highly precise target model. Due to head contours’ differences between 
individuals in various scenes, this approach is more suitable for detecting rigid objects 
rather than head contours. The gradient approach [6] evaluates the similarity between 
target and template based on both distance and direction. We adopt this approach. 

Vertical 
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The gradient approach proposed in [2] is based on Canny edge detection [7] and 
Euclidian Distance Transformation (EDT), which has following two defects: First, 
Canny edge detection and EDT both need huge computational cost. The last step of 
edge linking in Canny edge detection is implemented through recursion. As for Dis-
tance Transformation, many literatures are dedicated to lower its computation  
complexity, e.g. [8] proposed a fast and exact method with linear time complexity. 
Second, the last step in Canny edge detection is two-threshold edge linking.  Thresh-
old setting will directly affect the quality of edge detection. If the threshold is set too 
high, those contours with low contrast to background will not be linked, for example, 
when hair color is close to the color of background; on the contrary, if the threshold is 
set too low, lots of useless edges will be linked. Our approach of head detection that 
directly matches on the gradient map, which does not need Canny edge detection and 
EDT, and thus avoids above defects.  

4.1   Template Based Head Detection 

First, compute the gradient map with Sobel operators and eliminate those noise 
points. Second, match the template at candidate locations. According to the conclu-
sion of [9], the shape of upper 60% omega is the optimal shape of the template. The 
size of the template is determined by the camera-to-scene calibration. 

  
(a)                    (b)                        (c)                       (d)                       (e) 

Fig. 3. (a) Input image; (b) Gradient map with Measure Paths; (c) Detection process; (d) An 
illustration for incoherent optimal point sequence; (e) Coherent optimal point sequence 

As shown in the Fig. 3(b), assuming the template is superimposed underneath the 
head candidate (x, y), 

im  and 
iv  are the coordinates and the unit normals of the ith 

pixel in the template. We call the short lines shown in Fig. 3 Measure Path. They are 
line segments along the ith pixel’s normal. Then search for the point with local maxi-
mum magnitude in gradient map along the Measure Path. Assume that within the 
range of (-p, +p), k points of local maximum magnitudes are found. We evaluate the 
optimal point among these local maximums in the following way.  

( )max{ ( ( ( ), ))}D j
i i is e v O C D j mλ−= ⋅ 0.25λ = {1, 2,.., }j k∈  (1) 

In which, D (j) represents the distance between the template pixel i and the jth local 
maximum point along its normal direction. ( , )iC D m  represents the coordinates of the 
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point that is D away from template pixel i in the direction of normal. And O  denotes 
the unit gradient vector on the gradient map.   

The above method takes into account jointly the distance between the optimal point 
to the template pixel i and the gradient direction of this point. si represents the score of 
each template pixel i. 

Additionally, the optimal points found in above methods may not belong to one 
continuous curve actually, probably due to the clustered background or other texture. 
For example, in the figure below, comparing the optimal points represented by  
red dots in the left figure and in the right, we find that although their ∑si may be al-
most the same, the right one is more likely to be a real head than the left, because the 
deviation in the right figure is probably caused by a thin occupant. To evaluate the 
coherence of the sequence of selected optimal points, compute as following first: 

1

1
'( *) ( *) ( *)

n

i i i
i

D j D j D j
n =

= − ∑  (2) 

Then count in the sequence '( *), {1, 2,.., }iD j i n∈  how many two adjacent number 

pairs have opposite signs and denote it as ß. For example, for the Fig. 3(d),   ß = 12, 
for Fig. 3(e), ß = 1. ß/n can be the indicator to measure the coherence of the optimal 
points sequence.  So, at candidate (x, y), the matching score is: 

1

S( , ) [(1/ ) ]*[1 (0.5 / ) * ]
n

i
i

x y n s nβ γ
=

= + −∑  (3) 

In our experiment, 0.3γ = , which weights the importance between the basic score 

and the smoothing factor ß. 

4.2   Experiment for Head Detection Algorithm  

To test this part of algorithm of head detection, we select a video sequence of pedes-
trian crowds captured in the scene of underground to compare the approach based on  
 

   
(a)                                                                     (b)   

Fig. 4. (a) Results from our approach that directly matches on gradient map.  Total pedestrians: 
35, detected: 30, false alarm: 2, computing time in Matlab: 52s;  (b) Results from the approach 
based on Canny Edge Detection and EDT. Total pedestrians: 35, detected: 25, false alarm: 3, 
computing time in Matlab: 108s. (Circles in the figures mark those undetected and false 
alarms.) 
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Canny edge detection and EDT with our approach on a computer with Dual Core 
1.83GHz CPU.   We only search filtered hair areas. 

We tested 10 pictures with 366 heads in total. Fig.4 is one of the testing pictures. 
Our approach detected 306 heads, reaching 84% detection rate, while the Canny & 
EDT method detected only 279 with a detection rate of 76%.  In all the pictures, the 
false alarm rate of our method is lower. Besides, the time spent for our method is 1.35 
second/head on average, while the other needs 2.87 second/head. Fig.5. shows the 
testing result for each picture. 
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Fig. 5. Comparison between the two approaches 

The higher accuracy of our approach is due to following reasons. First, in Canny 
edge detection, the Gaussian smoothing step has the side effect of eliminating small 
gradient changes and smoothing those originally rough contours which might cause 
false alarms. Second, during Distance Transform, for those edge pixels, their values 
will be set to zero. But in case when the real head contour is not detected in Canny 
edge detection because its magnitude is lower than the linking threshold, for these 
undetected contour pixels, their distance values will be contrarily given a high num-
ber, which will lead to low score for matching and failure in head detection. In our 
approach, the edges are not detected in advance, thus we don’t need a global 
threshold for edge linking. Instead, we locally look for the relative maximum mag-
nitude within a certain range in gradient map. This helps scoring reasonably in 
those low contrast circumstances. 

5   Results of the Whole System 

In our experimental building, we installed one camera in a classroom, two cameras in 
the opposite corners in a large room and another two cameras in the aisle, recording 
videos of daily life of the occupants working in that building. The frame size is 
352*288 and the sample rate is 12fps. Some experiment results of this video system 
are shown in the figure below.   
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 (a)  No.1 Aisle       (b) No.2 Aisle       (c) No.3 Office      (d) No.4 Office  (e) No.5 Classroom  

Fig. 6. Selected frames of detection results captured from five cameras in the building 

 

We select clips from each camera for test. From the results summarized in table 1, 
we see that in the aisle the detection rate reaches 93% on average with false alarm rate 
10%. Most false alarms are caused by shadows or having taken shoulders as detected 
heads. The reason why the result in No.1 Aisle is superior to No.2 is that in No.2 
Aisle, when occupants pass through the scene, their heads are only visible within a 
short distance.  

In rooms, the correct detection rate drops to 81% on average due to occlusions 
from desks, occupants sitting long time and weak illumination, while the false alarms 
rise to 13% due to shadows, occupants’ complex gestures and clustered background. 
Another thing to mention is that the results only consider occupants who are com-
pletely and clearly visible in the scene. Those who sit far away from the camera (like 
in No.3, those sitting at up left part in the picture) or those whose figures are incom-
plete (like in No.5 the occupant in the lower left corner) are not taken into account. 
The result of No.3 is worst because whenever occupants come in or out, the moving 
chair will change position and become foreground. 

Table 1. Detection Results for Different Scenes 

Camera No. Frame Num-
bers 

Total occu-
pants 

Detection 
Rate 

False Alarm 
Rate 

No. 1 (Aisle) 550 932 88% 11% 
No. 2 (Aisle) 1800 2934 95% 10% 
No. 3 (Office) 850 5173 78% 18% 
No. 4 (Office) 1200 1760 86% 12% 
No. 5(Classroom) 950 5419 82% 8% 

The performance of the system is better than the underground experiment because 
head detection, as the last module of the whole system, only searches candidate areas 
filtered by previous modules. So the accuracy of the motion detection and the fore-
ground segmentation modules will also have significant effect on the final results.  

The biggest problem for testing whole day long is the abrupt changing of illumina-
tion, for example, turning on light, which results in vital destruction to the back-
ground model and cause failure in the motion detection step. If the system is designed 
for practical use, a set of algorithms of automatically illumination detection and back-
ground correction will play a key role in enhancing the system’s robustness. 
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6   Conclusions 

This work designs a video-based occupant detection and localization algorithm to 
satisfy the demand for localization information in smart buildings, used for energy 
saving, human comfort improving and real data collecting for the research of human 
behavior model. Considering the specialty in this scene, we focus on template based 
head detection. A segmentation method based on rule and a fast head detection algo-
rithm that matches directly on the gradient map are proposed and implemented. The 
results demonstrated these approaches are efficient and accurate for practical use. 
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Abstract. Carrying out user commands entails target object detection for ser-
vice robots. When the robot system suffers from a limited object detection ca-
pability, effective communication between the user and the robot facilitates the 
reference resolution. We aim to develop a service robot, assisting handicapped 
and elderly people, where most of the user requests are directly or indirectly 
linked to some objects in the scene. Objects can be described using features like 
color, shape, size etc. For simple objects on simple backgrounds, theses attrib-
utes can be determined with satisfactory results. For complex scenes, position 
of an object and spatial relation with other objects in the scene, facilitate target 
object detection. This paper proposes a spatial relation model for the robot to 
interpret user’s spatial relation descriptions. The robot can detect a target object 
by asking the user the spatial relationship of the object and some known objects 
automatically recognized. 

1   Introduction 

1.1   Background and Motivation 

Service robots are designed to be able to perform preprogrammed physical tasks, act 
under the direct control of a human or autonomously under the control of a pre-
programmed computer. In recent years, with aging and social development, they  
are expected to carry out user requirements through intuitive instructions, for instance, 
fetching objects for handicapped and elderly people, rather than needing to be  
programmed by experts. 

In a typical service robotics scenario, a robot is instructed by a human user to act 
upon a specific object. To achieve this aim, both participants need to negotiate their 
internal conceptual representations linguistically to identify the referent [1]. Between 
humans, such communication is fairly simple and straightforward, because humans 
have the ability to specify reference objects by their class names such as “the cup is 
on the table”. Even in a situation where it is difficult to name all of the trivial objects, 
humans naturally communicate by employing pointing gestures. Robots, however, 
have limited perceptual capabilities that often preclude accurate recognition of 
broadly similar objects and, moreover, may not have access to the necessary world 
knowledge that would identify the object by class [2]. A corresponding to the HRI 
instruction, an accommodated perceptual way to the robot may be more like that: “the 
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white little reflecting object is on the brown round table (Assuming that the robot has 
known about table).” By means of this elaborate description, it complicates to estab-
lish an effective joint between human and robot. Thus, the spatial configuration and 
the position of the object relative to the robot itself can be used for linguistic refer-
ence. Our research therefore concentrates on such an option. Namely, to interpret the 
user command, the robot locates the object by spatial differentiation between objects.  

1.2   Previous Work 

Dating back to the work by Winograd [3], there has been a great deal of research that 
inquires into the ways robot systems understand the scene or task through interaction 
with the user [4][5][6]. These studies, however, have dealt with objects that can be 
described by simple word combinations such as ‘blue box’ or ‘red ball’. In our appli-
cation domain, objects are usually more complex, and are thus not so easily recog-
nized by the robot. For example, we may want the robot to bring us a bag of potato 
chips, in which the package has various colors. However, we may not seem to use 
complex expressions to describe such complex objects. Thus, we performed observa-
tion experiments of human-human interactions and have found that humans usually 
use simple expressions to describe complex objects [7]. For example, humans usually 
use only one major color to describe multicolor objects. The system should under-
stand such human expressions to achieve user-friendly interaction. Based on this 
finding, we have proposed a vision system identifying multicolor objects even when 
the user mentions one color [7]. We have developed an integrated vision system by 
combining an automatic object recognition method and an interactive one. The basic 
strategy is that the system first tries to recognize the object asked by its user. If the 
system cannot detect the object or make a mistake, the system turns into the  
interactive mode.  

In the interactive mode, a human user may be asked to instruct the robot to describe 
the target object by its shape, color and spatial relationship. However, we considered 
interaction mainly about color in our previous work [7]. In this paper, we address the 
problem in interaction about spatial relationship. 

1.3   Qualitative Spatial Knowledge as a Communicative Method 

The psychologist Jackendoff [8] has noted that there are many ways to describe what 
an object is, but few ways to describe where an object is. Human can specify an ob-
ject by its shape, color and texture but hard to describe the location. For example, 
Levin [9] has demonstrated a case where a person could image what an object looked 
like but could not image the spatial relationship of objects. 

To address this problem, a powerful strategy for achieving reference in human-
human communication should be considered more closely. Qualitative spatial refer-
ence then serves as a necessary bridge between the metric knowledge required by the 
robot, and more ‘vague’ concepts that build the basis for natural linguistic utterances, 
as suggested by Hernàndez [10]. Whereas many objects may have some particular 
color, size or texture—which therefore give rise to more potential confusion, or ‘dis-
tractors’, for a referential expression—the position of an object is generally uniquely 
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defined; if identified sufficiently restrictively, only one object is in a given place at a 
time. This could make the use of explicit positional information a good strategy for 
achieving unique reference in the human-robot communicative situation as well [2]. In 
this paper, we focus on positional information for reference resolution and propose an 
appropriate solution to locate objects by means of spatial relationship representation. 

1.4   Related Work 

Although there has been considerable research on the linguistics of spatial language 
for humans, there has been only limited work done in using spatial language for inter-
acting with robots. Some researchers have proposed a framework for such an interface. 
Moratz et al [11] investigated the spatial references used by human users to control a 
mobile robot. An interesting finding is that the test subjects consistently used the 
robot’s perspective when issuing directives, in spite of the 180-degree rotation. At 
first, this may seem inconsistent with human-to-human communication. However, in 
human-to-human experiments, Tversky et al. observed a similar result and found that 
speakers took the listener’s perspective in tasks where the listener had a significantly 
higher cognitive load than the speaker [12]. 

2   Spatial Reference Representation 

In addition to mentioning attributes of each single object, we may describe relation-
ships among multiple objects.  We may use descriptions comparing a certain attribute 
such as “the largest object.” However, most common expressions may be those repre-
senting spatial relationships among objects.  
 

  

Fig. 1. Object Fig. 2. Experimental setting 

In our previous work [7], we assembled ordinary objects that we may want a ser-
vice robot to bring, such as food and drink as shown in Fig. 1. Humans can usually 
recognize such objects when the object name (e.g. potato chips) is mentioned. We 
examined how humans describe objects when they were not allowed to mention the 
object by name.  

Fig. 2 is a representation of the experimental setting. Ten pairs of participants took 
part in the experiment. A board was used to separate them. We placed about 20 ob-
jects (among those shown in Fig. 1) on top of the table on participants B’s side. We 
also placed one of the same objects on participant A’s side. We asked participant A to 
describe the object without naming the object, and asked participant B to choose  
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the correct object. Participant A continued with the description until participant  
B selected the correct object. We videotaped the experiments and examined the  
descriptions. We examined 227 utterances that described objects. 

The results reveal that participants mentioned color, shape, texture/pattern, size, at-
tachment, and material, and the most frequent was color. Although most of the objects 
shown in Fig. 1 have multiple colors, humans often describe an object by one of the colors 
of the object. This color is typically either the background color or the largest area color.  

In our current research, we performed experiments in the same setting as shown 
above to collect expressions about spatial relationships. However, we were not able to 
obtain many examples. We observed a small number of spatial relationship expres-
sions such as “right to the object that I indicated last time.” However, under the re-
striction that object names cannot be mentioned, it was hard for the participants to 
describe spatial relationships. Thus, we investigated linguistics literature about spatial 
relationship usage. 

2.1   Reference Systems 

Humans use reference systems to describe object positions. The relation between 
human's spatial cognition and language expression has been well studied in the field 
of psychology, linguistics, and other related fields. Levinson [13] has proposed that 
humans use three kinds of reference systems: intrinsic, relative, and absolute. In the 
intrinsic reference system, the relative position of one object (the referent) to another 
(the relatum) is described by referring to the relatum's intrinsic properties such as 
front or back. For example, the expression such as “the book in front of you” is good 
enough to describe the position of the book since the front of a human body is intrin-
sically determined. On the other hand, in the relative reference system, we use a posi-
tion of a third entity as origin instead of referring to inbuilt features of the relatum. An 
example is “viewed from the cup, the pen is to the left of the box.”  In the absolute 
system, neither a third entity nor intrinsic features are used for reference. Instead, we 
use some absolute direction specification terms, for example, such as north and south. 

We mainly consider the relative and intrinsic reference systems in our service robot 
domain. Fig. 3 shows an example scene. In this case, we may say, “The book is in 
front of the computer display,” by using the intrinsic reference system, or “The book 
is to the left of the mouse (viewed from the speaker or listener),” by the relative refer-
ence system. The front direction of a computer display can be determined regardless 
the viewpoint, whereas we need to specify the viewpoint to determine the left or right 
of a mouse. The viewpoint is usually omitted when it is either the speaker or listener.  
 

                         
                          

Fig. 3. Intrinsic vs. Relative 

Back 
Left 

Right 
Front
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2.2   Group-Based Reference 

In addition to the above three reference systems, the group-based reference system has 
been proposed [1][9]. When there are multiple same or similar objects in the scene, hu-
mans consider them as a group, describing the position of an object in the group by the 
spatial relation between the object and the total group. The group-based reference system 
is considered to be the relative reference system using the group as a relatum. The notion 
of group can be extended. There are cases that we consider objects as a group even if 
they are different kinds. For example, we may indicate the can marked by the circle in 
Fig. 4 as the rightmost object by considering all objects on the table as a group. 

 

 

Fig. 4.  Group-based reference system 

2.3   Viewpoint 

The relative reference system needs the viewpoint. Depending on the viewpoint, the 
orientation may be different. In our scenario, if the user and the robot are at the differ-
ent locations as shown in Fig. 5, the can (indicated by the green box in Fig. 5) is de-
scribed in two ways. For the user, the can is left to the blue cookie box while for the 
robot; the can is in front of the blue cookie box. In our current implementation, the 
robot assumes the viewpoint from the robot if the viewpoint is not explicitly mentioned. 
 

 
                                   

 
Fig. 5.  Viewpoints in the relative reference system 

3   Model Designed for Robot System 

3.1   Relative Reference System 

We have implemented the relative system, which may be most often used to represent 
spatial relationships. The relative system has three entities: referent (target object), 

View 

View 
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Left Right 

Left Right

Reference Direction 

relatum (reference object), and origin (viewpoint). The origin is often omitted and the 
default origin is usually the listener, sometimes the speaker. In our implementation, 
we assume that the origin is the robot (listener). If the user (speaker) and the robot are 
looking in almost the same direction, the speaker origin coincides with the listener 
origin. If we take the robot’s point of view as origin, all objects are represented in an 
arrangement resembling a plan view. Thus, the reference axis is a combination of two 
directed lines through the center of the object as a relatum, which is demonstrated in 
Fig. 6. Note that the vertical divides the reference plan as left and right parts while the 
horizontal manages the front and back parts. 
 

 
 

   
   
 
 
 
 
 
                                

     
  

Reference Direction 
 

Fig. 6.  Relatum and reference direction 

 
For more finely partition, the reference axis is rotated for 45 degrees, respectively, 

new orientation relations are found, which are called left-front, left-back, right-front 
and right-back. For combined expressions like “left-front” vs. precise expressions like 
“strict front”, we use the partition presented in Fig.7.  
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Fig. 7.  Combined expressions 
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Relatum 
Right 

Referent 

Ø

Thus, to define the partitions formally, we take the angle Ø between the reference 
direction and the directed straight line from the relatum to the referent is defined (see 
Fig.8).  The relations between spatial prepositions and Ø can be defined as: 

                Referent front relatum   : = -π/2 < Ø < π/2 

                Referent left relatum    : = 0 < Ø < π 

                Referent back relatum   : = π/2 < Ø < 3/2 π 

                Referent right relatum   : = -π < Ø < 0 

               Referent left-front relatum   : = 0 < Ø <π/2 

              Referent left-back relatum     : = -π/2 < Ø <π 

              Referent right-front relatum    : = -π/2 < Ø <0 

              Referent right-back relatum    : = -π < Ø < -π/2 

             
 
 
 
 

                               
                                       

Fig. 8. Relative reference model 

3.2   Intrinsic Reference System 

The robot needs to know the intrinsic direction of the reference object such as the 
front direction of a car to use the intrinsic reference system. To do this, the robot 
needs to recognize the object and to obtain its orientation. We have not developed this 
orientation detection method. Other things are common with the relative reference 
system. When the viewpoint is omitted in user’s instruction, the expression of the 
relative system is the same as in the intrinsic system. However, the system can differ-
entiate these two systems easily (although not implemented yet) because objects used 
for the intrinsic system are restricted and can be registered in advance. 

3.3   Group-Based Reference System 

The group-based reference system is considered to be the relative reference system 
using a group as the relatum. We assume the origin is the robot as in the relative ref-
erence system. We consider the centroid of all group objects as the center of the rela-
tum as shown in Fig. 9 and determine left, right, or middle. For example, “the middle 
object” is interpreted as the object closest to the group centroid. 

The problem here is that the robot needs to know which objects form the group 
mentioned by the user. In the current implementation, the robot can consider the same  
 

Left 
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Centroid 

Left 

Left object 

Right object 

Right 

Middle object 
 

 
 
 
 
 
  

                                          
 

                    
 

Fig. 9. Group based reference system 
 

 

attribute objects as a group. For example, if the robot finds two red objects, the robot 
says that it finds two red objects and asks the user which one. If the robot can auto-
matically recognize multiple objects, the robot can also recognize them as a group. 
For example, if the robot can recognize three cups, the robot can deal with these cups 
as a group. 

 

4   Experimental Study 

As we mentioned in Section II, it is difficult for us to use the relative system if we are 
not allowed to mention object names. However, the system may not be able to recog-
nize the objects mentioned by their names. Thus, we adopt the robot initiative way. 
The robot tells the user the names of objects that it can recognize automatically, and 
asks the positional information of the target object with respect to the objects  
mentioned.  

Fig.10 shows an example case. In this case, the robot is supposed to be able to rec-
ognize “coffee bottle” and “can” (denoted by the red circles). The target is “cup” 
(denoted by the light blue rectangle) 

The dialogs to detect the target in this image are depicted below. 
User: Bring me the cup. 
Robot: I can see the bottles and can. 
User: The object is in front of the bottle (or right front of the 

bottle). 
Robot: Which bottle? 
User: The rightmost bottle. 
Robot: I can see it. 

The robot then pointed to the intended target object.  
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Fig. 10. Example of interaction by spatial relationships. The system tells the user that it knows 
the bottles (Coffee) and the can present. Then the user says that the target is in front of the 
rightmost bottle.  The system detects the target indicated by “+” with purple. 

 

Fig. 11. Examples of experimental scenes. The autonomous method is assumed to be able to 
recognize the objects indicated by the circles. 

We have integrated the spatial relation interaction presented here and the previous 
color-based interaction [7]. It is desirable that the number of interactions is as small as 
possible. The system uses the variation of colors in a given image (scene) and the 
number of known objects to determine what questions to ask the user.  If there are 
various color objects (the number of colors >= 3 in the current implementation), the 
system first asks the user what color the target object is. If the number of known ob-
jects is large (>= 3 in the current implementation), the system says that it knows that 
such and such objects are present. The user cannot remember many object names if 
the robot mentions them at once. Thus, the robot mentions two objects even when it 
has several entries in the known object list. It selects the two that are furthest away 
around the unknown objects. If both color variation and number of known objects 
exceed the thresholds, the system takes the color based interaction first. 

We have performed experiments with this integrated system. We prepared 20 
scenes where 10 different objects were placed on a table.  Various different color 
objects were included in 10 scenes (the number of colors >= 3), whereas color varia-
tions were small in the other 10 scenes. In each scene, we assumed three cases that the 
autonomous object recognition method could recognize one, three, and six objects 
among the ten objects. Thus, the experimental cases are divided into six cases as 
shown in Fig. 11. Cases 1 to 3 are large color variation cases, whereas cases 4 to 6 are  
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Fig. 12. Average number of interactions in each case 

small color variation cases. In cases 1 and 4, the autonomous recognition method is 
assumed to be able to recognize one of the 10 objects. In cases 2 and 5, three objects; 
and in cases 3 and 6, six objects. 

We used 10 participants. All were university students. Each participant experienced 
three scenes for each case, that is, 18 trials in total. Thus, we obtained 30 data for each 
case, 180 data in total. Fig. 12 shows the average number of interactions necessary for 
the robot to determine the target object. The robot detected the target objects in all 
cases through about three interactions on average except in case 4 where the number 
of known objects is only one and the color variation is small. The experimental results 
confirms the usefulness of interactive object recognition. 

5   Conclusion and Discussion 

We have proposed a spatial relation model that is applied for the robot to interpret 
user’s spatial relation descriptions. The model represents the target object position by 
its spatial relation with the relatum (reference object) in the reference system. The 
relatum can be a group of objects. We have considered two reference systems: the 
relative reference system and the intrinsic reference system. The robot asks the user 
the spatial relationship of the target object and some known objects automatically 
recognized. From the user’s utterances, the robot determines the relatum and selects 
the appropriate reference system to detect the target object.  

Experimental results show promising results for our interactive approach. However, 
we need to discuss two issues. In the current implementation, the robot system takes 
the initiative and asks the user questions about the target object. This may not seem to 
be a human-centered design. However, since the purpose of the system is limited to 
object recognition, this robot-initiative interaction can be acceptable way for users. 
The important point in our system is that the system can understand natural  
expressions in the user’s answers. Thus, the user can make smooth interaction with 
the system even though in the robot-initiative way. The second issue is our current 
assumption that the robot vision can separate at least a part of target object from the 
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background. In other words, the robot cannot detect an object through interaction if 
any part of the object is not separated from the background or all parts of the object 
are merged into other objects. This is related to an old but fundamental problem in 
object recognition: the relation between segmentation and recognition. In old conven-
tional object recognition methods, segmentation comes first. Then, each segmented 
region is recognized. Segmentation errors are fatal in such methods. Recent object 
recognition methods [14] directly try to recognize objects. Our autonomous object 
recognition method [7] also adopts this approach. However, some segmentation is 
necessary to make interaction with the user. We think that proper interaction with the 
user enables the system to recover from segmentation errors.  This is left for future 
work and we will also consider other attributes such as object pose for intrinsic  
system. 

References 

1. Tenbrink, T., Reinhard, M.: Group-based Spatial Reference in Linguistic Human-Robot 
Interaction. Spatial Cognition and Computation 6(1), 63–64 (2006) 

2. Moratz, R., Tenbrink, T., Bateman, J.A., Fischer, K.: Spatial knowledge representation for 
human-robot interaction. In: Freksa, C., Brauer, W., Habel, C., Wender, K.F. (eds.) Spatial 
Cognition III. LNCS (LNAI), vol. 2685, pp. 263–286. Springer, Heidelberg (2003) 

3. Winograd, T.: Understanding Natural Language. Academic Press, New York (1972) 
4. Kawaji, T., Okada, K., Inaba, M., Inoue, H.: Human Robot Interaction through Integrating 

Visual Auditory Information with Relaxation Method. In: Proc. IEEE Int. Conf. Multisen-
sor Fusion on Integration for Intelligent Systems, pp. 323–328 (2003) 

5. McGuire, P., Fritsch, J., Steil, J.J., Roothling, F., Fink, G.A., Wachsmuth, S., Sagerer, G., 
Ritter, H.: Multi-modal Human Machine Communication for Instruction Robot Grasping 
Tasks. In: Proc. IROS 2002, pp. 1082–1089 (2002) 

6. Takizawa, M., Makihara, Y., Shimada, N., Miura, J., Shirai, Y.: A Service Robot With In-
teractive Vision-objects Recognition Using Dialog with User. In: Proc. First Int. Workshop 
Language Understanding and Agents for Real World Interaction (2003) 

7. Mansur, A., Sakata, K., Kobayashi, Y., Kuno, Y.: Human Robot Interaction Through Sim-
ple Expressions for Object Recognition. In: Proc. 17th IEEE RO-MAN, pp. 647–652 
(2008) 

8. Jackendff, R.: Languages of the Mind. MIT Press, Cambridge (1992) 
9. Levine, D., Warach, J., Farah, M.: Two Visual Systems in Mental Imagery: Dissociation of 

‘What’ and ‘Where’ in Imagery Disorders Due to Bilateral Posterior Cerebral Lesions. 
Neurology 35, 1010–1018 (1985) 

10. Hernández, D.: Qualitative Representation of Spatial Knowledge. LNCS (LNAI), vol. 804. 
Springer, Heidelberg (1994) 

11. Moratz, R., Fischer, K., Tenbrink, T.: Cognitive Modeling of Spatial Reference for Hu-
man-Robot Interaction. Intl. Journal on Artificial Intelligence Tools 10(4), 589–611 (2001) 

12. Tversky, B., Lee, P., Mainwaring, S.: Why Do Speakers Mix Perspective. Spatial Cogni-
tion and Computation 1, 399–412 (1999) 

13. Levinson, S.C.: Frames of reference and Molyneux’s Question: Crosslinguistic Evidence 
in Language and Space. MIT Press, Cambridge (1999) 

14. Ponce, J., Hebert, M., Schmid, C., Zisserman, A.: Toward Category-Level Object Recogni-
tion. LNCS, vol. 4170. Springer, Heidelberg (2006) 



Window Extraction Using Geometrical
Characteristics of Building Surface

Hoang-Hon Trinh, Dae-Nyeon Kim, Suk-Ju Kang, and Kang-Hyun Jo

Graduate School of Electrical Engineering, University of Ulsan, Korea
San 29, Mugeo-Dong, Nam-Ku, Ulsan 680 - 749, Korea

{hhtrinh,dnkim2005,sjkang,jkh2009}@islab.ulsan.ac.kr

Abstract. This paper describes an approach to extract windows by an-
alyzing geometrical characteristics of building surface. Firstly, building
surfaces are detected and then wall region is extracted by using hue color
of pixel; this step was well described in our previous works. The non-wall
regions are considered as candidates of other components of building such
as windows, doors, columns and so on. To extract the windows, the im-
age of candidates is recovered in rectangular shape. Then the ambiguous
candidates which have irregular shape, for example, long and thin or
very small are coarsely rejected. The geometrical characteristics such as
the center coordinates, area, aspect ratio and the aligned coexistence
are used for extracting the windows. The proposed approach has been
experimented for a database with 150 building surfaces comprising 1607
windows. We obtained 93.34% extraction rate.

Keywords: Window extraction, Aspect ratio, Geometrical character-
istics of building surface.

1 Introduction

Landmark detection and reconstruction are very important when we create an
intelligent outdoor robot. Because they are the core functions of the other ones
such as recognition, exploration, navigation, localization and mapping and so
on. Among the natural landmarks of urban environment, building is the best
one with dense appearance, rich of geometrical structure and usually locate
beside the road and street. To design the detection and recognition functions,
the authors usually used multiple images or image sequence, [1,3,4,5,6], where
the information of each image can supplement or help one another. The question
is: which information can be supported from each image?. So that many authors
tried to exploit the information of single image [2,7,8]. In our previous works,
[12,13,14,15], we detected and recognized the building surface, extracted wall
regions which is hopeful that it makes the available information for designing
all functions of outdoor robot even we use single, multiple or sequence images.
In this paper, the geometrical structure of building is analyzed more detail by
extracting the windows. Fig.1 shows an overview of proposed method where wall
region and surface detection have been done by previous works.

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 585–594, 2009.
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Fig. 1. An overview of proposed method

There are also a few researches for extracting window, [3,4,7,8], but the strate-
gies are different from our proposed method. The works of S. Pu and G. Vos-
selman [7,8] extracted window of building surface from terrestrial laser scanning
data which support the cloud point data with known 3D coordinates. So that the
user easily find building features such as wall, roof, door and so on by comparing
a set of characteristics of position, color, topology, etc [7]. The location of win-
dows did not reflect the laser beam or reflected data locates on another plane so
that it makes the holes on the wall segment. Finally, the windows are extracted
by recovering these holes. The works of S.C. Lee et al [3,4] used the combined
information of line segments and calibrated facade to detect and reconstruct the
windows in 3D coordinate. Their results were sound with centimeter error, but
some cases also needs user assistance (semi-automatic). All the above methods
had performed with a small data set; and the occlusion was not mentioned. Here,
we used just only single image and fully automatically extract the windows with
150 images of data set. Then the occluded windows in estimated by context
information.

2 Surface and Wall Region Detection

The processes for detecting building surface and estimating wall regions were ex-
plained in detail in our previous works [12,13,14]. We first detected line segments
and then roughly rejected the segments which come from the scene as tree, bush,
sky and so on. MSAC (m-estimator sample consensus, [10]) algorithm is used
for clustering segments into the common dominant vanishing points comprising
one vertical and several horizontal vanishing points. The number of intersec-
tions between the vertical line and horizontal segments is counted to separate
the building pattern into the independent surfaces. Finally, the boundaries of
surface were found as the green frame in the second row of Fig.2.
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Fig. 2. Detection of building surface and wall region

To extract wall region, we used color information of all pixels in the detected
surface [14]. Firstly, a hue histogram of surface’s pixels is calculated, then it
is smoothed several times by 1D Gaussian filter. The peaks in the smoothed
histogram are detected. The continuous bins that are larger than 40(%) of the
highest peak are clustered into separate groups. The pixels indexed by each con-
tinuous bin group are clustered together. The pixels of each group are segmented
again where the hue value is replaced by gray intensity information. Finally, the
biggest group of pixels is chosen as wall region. Fig.2 illustrates several exam-
ples; the first row is the original images; the second row shows the results where
the green frames are the boundaries of detected surfaces and the red regions are
extracted wall.

3 Natural Characteristics Based Window Extraction

For each surface, a binary image is constructed where the wall regions are consid-
ered as background and non-wall regions are considered as the other components
of building such as windows, doors, columns and so on, Fig.3(a).

3.1 Noise Rejection

Firstly, the binary image is recovered into rectangular shape where any two
windows, with the same size in the real world, have also the same size in the
image. From the convex quadrangle of detected surface, we calculate a rectan-
gle whose length and width equal the average lengths of the opposite edges of
the quadrangle, respectively. A 2D transformation matrix, Hr, is computed by
the quadrangle and the rectangle. The binary image is transformed by Hr and
2D interpolation method, the results can be shown in Fig.3(b). The ambigu-
ous candidates which have irregular shape, for example, long and thin or very
small are coarsely rejected. To do so, each column and row of pixels is sepa-
rately labeled by using labeling connected component. A label whose length,
Llabel, is not satisfied that TLmin ≤ Llabel ≤ TLmax will be ruled out; where
TLmin is a certain threshold that used for rejecting a thin connection and small
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objects, TLmax is used for discarding the long vertical noises. In the experi-
ments, TLmin = 20 pixels. TLmax is selected such that the column noise whose
length is over 2

3 the high of recovered surface will be rejected. In practice, sev-
eral windows spread all the width of surface so that the threshold TLmax is only
used for the vertical direction. The results after rejecting noise is illustrated in
the Fig.3(c). The survived foregrounds, IF , are considered as the candidates of
windows.

(a) Non-wall regions

(b) Recovered rectangular shape

(c) Candidates of windows (IF ), after rejecting the noises

Fig. 3. Noise rejection (each column according to the building in Fig.2)

(a) Geometrical characteristics (b) Aligned windows: 3 rows, 11
columns

Fig. 4. Illustration of geometrical characteristics of windows
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3.2 Geometrical Characteristics of Window

The geometrical characteristics of each candidate are calculated as in Fig.4(a)
as follows,
– Position: The position is estimated by six parameters including maximum,

minimum and centroid coordinates xmax, ymax, xmin, ymin and xc, yc, respec-
tively. The centroid is calculated by average coordinates of all pixels.

– Dimension: The dimension is represented by the high (h) and wide (w)
values of each candidate, {

h = xmax − xmin

w = ymax − ymin
(1)

– Size: The size of candidate is defined by the bounding box area, A = hw.
– Aspect ratio: The aspect ratio, Aasp, is calculated that Aasp = h

w .

3.3 Window Extraction

Let W be a set of windows where Ri (i = 1, 2, · · · , M) are the rows and Cj

(j = 1, 2, · · · , N) are the columns of windows. The windows of building are
usually coexisted to each other. So that the constraints and relation of two
candidates (a, b) are described as follows,

a ∈ W ⇒ Aa
asp ≤ τasp (2)

a, b ∈ Ri(or Cj) ⇒ |Aa − Ab|
Aa + Ab

≤ τA (3)

a, b ∈ Ri ⇒
|xa

max(min,c) − xb
max(min,c)|

ha + hb
≤ τc(τc,

τc

2
) (4)

a, b ∈ Cj ⇒
|ya

max(min,c) − yb
max(min,c)|

wa + wb
≤ τc(τc,

τc

2
) (5)

where τasp, τA, τc are certain thresholds according to 3.5, 0.25, 0.1, respec-
tively. If two or more windows locate on the same row then their upper and
under boundaries are re-calculated by iteratively reweighted least squares [9,11]
of correspondent boundary pixels. Similarly, two windows locate on the same
column then the left and right boundaries are re-calculated. Now, all windows
of one row or column have the same xmax, xmin, xc, h or ymax, ymin, yc, w,
respectively. The extracted windows are aligned into rows and columns as in
Fig.4(b); this information will be used to accurate the extraction process in
the next section. Fig.5(a) shows more several results of window extraction and
alignment. After selecting the windows, the remain of foreground, IR, is shown
in Fig.5(b) which will be used for detecting the doors and improving the results
of window extraction, it will be mentioned detail in the next sections. Fig.5(c) is
several results after transforming the extracted windows into the original images
by using matrix Hr. Here, several cases are falsely extracted; the false negative
is shown in the yellow ellipses in the first building of Fig.5(c) where the win-
dows were not extracted; the false positive is shown in the red ellipse of second
building where the noises were falsely extracted as windows.
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3.4 Improvement of False Positive and Negative

This section is mentioned about improving the false positive and false negative
of window extraction. The false positive is usually appeared at the close location
with the bottom boundary of the detected surface where many other objects on
the yard such as tree, bush, ornament and trained trees and so on are appeared.
The size of false positive windows is usually smaller than the size of the windows.
So, to improve the false positive, we consider two conditions, the first one is
x-coordinate of centroid and the second one is window area. After aligning the
windows, we re calculate the area of extracted windows and compute the median
of their area Ã. Similarly, the median of x-coordinate of centroid is calculated, x̃c.
A window not satisfied the inequations 6 and 7 is considered as a false positive
and then rejected.

Γx =
xc − x̃c

x̃c
≥ τΓx (6)

ΓA =
A − Ã

Ã
≤ τΓA (7)

where τΓx and τΓA are selected thresholds according to 0.5 and −0.5, respectively,
in the experiments. To recover the false negative, we consider each position
where a column and row of windows intersect to each other as illustrating in
Fig.4(b). The false negative usually happens where a window is occluded by the
other objects such as trees, sign and so on. Improving the false negative is very

(a) window extraction and alignment (IW )

(b) Remain of foregrounds (IR)

(c) Window extraction

Fig. 5. Examples of results of window extraction
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useful for outdoor robot, specially, when robot processes the sequent images, 3D
reconstruction and understanding environment and so on. This paper is just a
part of our programme of outdoor robot design. So we just discuss about a single
image. A intersection between a row Ri and a column Cj should be a position
where a false negative window is occluded when it satisfied two conditions. The
first condition is that it exists at least one window W lk on another column Ck,
which intersects with Ri by extracted window W ik, such that xW lk

c = xW lj

c ,
where k �= j, i �= l and W lj , W lk have been extracted, a illustration in Fig.4(b).
The second condition is that the correlative factors of Ri and Cj are satisfied
Inqe.8 (inequations).

⎧⎨
⎩

F ij
w−corr = |mean(wik)−wj |

mean(wik)+wj ≤ τF , k = 1, 2, · · · , N ; k �= j

F ij
h−corr = |mean(hlj)−hi|

mean(hlj)+hi ≤ τF , l = 1, 2, · · · , M ; l �= i
(8)

where wj (hi) is the width (high) of windows on the column Cj (row Ri), note
that all windows of one column (row) have the same width (high); threshold
τF equals 0.15 for experiments. Each intersection of Ri and Cj satisfied the
conditions is used for recovering the false negative window. Call Icand is binary
image of all recovered windows, the final result Irecov is calculated by Eq.9.

Irecov = IR ∩ not(IW ) ∩ Icand (9)

The final results are shown as in Fig.6 where the yellow quadrangles are
the recovered windows from the false negative. Fig.6(b) shows the results after
transforming into the original images by using matrix Hr, where the magenta
regions are the candidates of the doors. It exceeds the performance of this paper
and we will discuss later in the section 5.

(a) Illustration for recovering the false negative

(b) Final results of window extraction

Fig. 6. Final results of window extraction: the green quadrangles are extracted win-
dows, the yellow ones are the recovered windows of false negative, the magenta regions
are the candidates of the doors
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4 Experiments

The proposed method has been experimented by 150 facets or faces of building
images, with total 1607 windows (T). The process given out 1544 extracted
windows including 1521 correct cases (TP- true positive), 139 recovered false
negative windows, 23 false positive (FP) window extraction. So that 84 windows
are omissive extraction (FN-false negative) and 1382 correct windows are given
by the first step (results of section 3.3). Fig.7 shows more example of results
where the top figure in each sub-image, except Fig.7(f), is the original image
with the boundary of detected surface; the under figure is results of extracted
windows. Most of FN windows come from a small size window or a quadrilateral
region which is not aligned to any row or column as shown in Fig.7(d). The
second reason also affects to the FP results; for example, the window is in blue
ellipse of second image of Fig.6(b) where a omissive extraction is replaced by
the false positive window. Thus, this result gives out 1 for each FP and FN. The
top row of Fig.7(f) shows two results of the same building image. The difference
is caused by the value of TLmin in section 3.3. The results are obtained when
the values of TLmin are 15 and 20 pixels, respectively. Therefore, if TLmin is
decreased then a small window should be extracted but the number of FP is

(a) (b) (c) (d) (e)

(f) (g) (h)

Fig. 7. More examples of results of window extraction; (g,h) according to 15 pixels for
the value of TLmin
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increased. In practice, a small window is usually appeared in a far building so
their information is not so useful for robot. Another limitation of method is that
it is strong dependent on result of wall detection. For example, the building in
second row of Fig.7(f), the wall has two regions with different color while only
the bigger region was considered so that several windows can not be extracted.
The extraction rate is estimated by,

TP

T
=

1521
1607

= 94.65% (10)

or,
T − FN − FP

T
=

1607 − 84 − 23
1607

= 93.34% (11)

5 Conclusions and Future Works

The proposed method performs the window extraction for understanding and
exploring the environment for outdoor robot. Firstly, the surface and wall region
are detected by using line segment and color information of pixels, respectively.
The non-wall region is considered as the candidate of windows and then trans-
formed into the rectangular shape. The natural properties of windows such as
area, aspect ratio, coordinate position and co-existence in a row and/or column
are estimated and used to coarsely extract the windows. The false positive is im-
proved by comparing the median area and coordinate of extracted windows with
the corresponding parameters of each window. The false negative is recovered
by natural alignments of windows into row and column. We obtained 93.34%
extraction rate for 150 building images. The information of results can help the
robot to more understand and explore the surrounding environment. For exam-
ple, the size of building is estimated by the number of floors or number of room
on the same floor; robot can explores the door of building, etc.

We are going to detect the door of building and then apply the method for
designing the outdoor robot. When the robot is close the building and needs to
perform some special tasks, he should able to detect the door. After selecting
the windows, the remained regions, magenta regions in Fig.6 and Fig.7, are
considered as candidates of the doors. Different from the windows, the door
usually appears alone in the building image. Therefore, to detect the door, we
need more information such as the context and multiple cues from the neighbor
regions. For example, the bush or ornament and trained trees appears beside the
door; the location is at bottom of building surface and so on.
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Auto-surveillance for Object to Bring In/Out
Using Multiple Camera
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Abstract. This paper describes an auto-surveillance system which
tracks a person who comes in/out an office using multiple camera system.
Furthermore it automatically recognize whether the person bring an ob-
ject in/out. For this purpose, we set three steps. The first step is detecting
a person using MBM(Multiple Background Model) and TMB(Temporal
Median Background). The second step is calculation of correspondence
between persons detected by different view-point cameras in the mul-
tiple camera system. We simply calculate the correspondence based on
the principal axis and homography. The last step is generating global
color model, which includes every local color model organized by GMM
(Gaussian Mixture Model) from each camera, of the person. The global
color model represented by GMM checks the temporally varied error
and detects the object to bring in or out objects. In the experiment, we
show the detected human silhouette by background subtraction and the
tracking result by correspondence of multiple views. We also show the
color segmentation using GMM and the recognition result for detecting
objects brought in/out by the tracked person.

Keywords: MBM(Multiple Background Models), TMB(Temporal Me-
dian Background), Multiple camera system, Background subtraction,
GMM(Gaussian Mixture Model).

1 Introduction

In recent years, human tracking via vision system is one of the important tasks for
HCI(Human Computer Interaction). The simple application systems are already
used in many fields and it will be applied to organize intelligent environment such
as robot town, intelligent space and automated surveillance system [12,4,3]. For
designing those systems, the multiple camera-based method is often used to
overcome the limitation of field of view (FOV) that the demerit of using a sin-
gle camera. Thanks to many researcher, we already have many method to solve
problems which multiple camera system has like a calibration, a camera switch-
ing and a correspondence within multiple cameras [13]. In this paper, we regard
the focus as correspondence of objects between different views and checking the
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c© Springer-Verlag Berlin Heidelberg 2009



596 T. Kim et al.

difference of temporally varied correspondence in the multiple camera system.
The related works for corresponding objects in multiple camera system are intro-
duced continuously with various methods. In the geometrical based method, the
principal axis of detected object is used as feature. Then the correspondence of
object is obtained by finding intersection of features extracted from each object
using homography [8]. In another approach, the global color model generated by
color histogram of each object is used to match objects by measuring the sum of
distance in multiple camera systems [6]. Viewed in the calibration of color space
in the different cameras, Porikli [6] proposes color transfer function to match
objects among non-overlapping views. Javed et al. [11] also proposes the method
to identify same human in non-overlapping views by using color transfer func-
tion and relationships of cameras. However, those methods are usually needed
a training process in advance such as generating color model or a learning a
relationship of cameras. Therefore, we propose a method to identify a same hu-
man in the multiple views without a learning process in advance. For obtaining
correspondence, the process of proposed methods has three steps which are mo-
tion detection, color segmentation and correspondence of people. The process of
motion detection by background subtraction is explained in section 2. Section 3
introduces the process of matching people between different views for identifying
the same person. The color segmentation and generating blobs from segmented
regions are described in section 4. The experimental results and the conclusion
are presented in section 5 and section 6, respectively.

2 Motion Detection

In this paper, we use two different period background models, MBM and TMB.
MBM has strong merit to construct several clusters of varying each pixel val-
ues in long period. However it is not each to recognize that a short period
change is a temporally changed background or moving object. Therefore we use
TMB to overcome the problem in this paper. The whole progress is described in
section 2.1, section 2.2 and Fig.1. In the Fig.1, Bt and Mt are frame amounts
of generating MBM and TMB respectively. The amount of frame depends on
operator, however the less frame amount of Bt will generate the weaker MBM.
Normally Bt is much higher than Mt.

2.1 Background Generation

In this paper, we protect to be blended background model by multiple clusters
for each pixel. When we have the camera motion vector from an image pair, we
generate MBM that classify clusters for variation of each pixel value. However
original MBM is just considered the case of static camera. Therefore, we choose
current pixel connected to a pixel in a previous image by the camera motion
vector to generate. The whole process is fully described in the [10]. However we
use updated σ(standard deviation of each cluster) to the threshold in this paper
different with [10]. The next step is classification of clusters and eliminating
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Fig. 1. Block diagram of generating background and detecting objects

small clusters which describe unexpectedly included clusters by moving objects.
It is also described in the [10].

2.2 Updating Background by Temporal Median Filter

A background is normally and temporally changed. Therefore background
update is important problem not only detection of moving object but also under-
standing environment in time sequence. One of simple classification of a back-
ground is long-term and short-term background discussed by Eĺıas et al. [5]. In
their updating strategy, they use temporal median filter to generate initial back-
ground and update background using stable information in long time (long-term
background) and temporal changes (short-term background). For our case, the
progress of generating multiple background concerns classifying the clusters of
stable information. However, when a car will park in the scene or leave, it is
difficult to arrange the cluster that has previous information. For this reason,
we use temporal median filter to eliminate the effect of non-exist cluster. [2].

3 Correspondence between Different Views

It is one of the important security tasks that automatically surveillant systems
to check a human bring in or take out objects. For this purpose, we have to
track a trajectory of human who moves in the office. We track a moving tra-
jectory of human by correspondence between different views with Kalman fil-
ter. The result is described in Fig. 7. To calculate correspondence, we try to
detect the principal axis from human silhouette generated by background sub-
traction. The detected principal axis for one of the camera is translated to the
other image plane by homography [13]. Fig. 2 shows the geometrical relationship
among multiple views. We use this relationship to overcome the problem corre-
spondence across multiple views. The detailed description is fully described in
the [13].

We can use the correspondence information to track a person in each single
camera view when tracked human is within the ground plane of any two views.
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Fig. 2. The geometrical relationship among multiple views

As the principal axis of a person in each view can be detected robustly and
accurately, the intersection of the principal axis of the person in one view and
the line obtained by transforming the principal axis of the person from another
view to the first view is robust and accurate. We use this intersection to track
person in single view. As shown in Fig. 2, Li

S and Lj
K , indicated to principal

axes of person in camera i and j respectively, correspond to the same person, the
intersection Qij is used to track a person in camera i.

4 Color Segmentation

The labeled human silhouette from the previous process is segmented to several
regions for the each camera. The segmentation of human silhouette is divided
by color information. Then the segmented regions are represented as blobs. The
number of blobs in an image depends on each image properties and each person
is composed of a set of blobs. The set of blobs in a person is denoted as Eq.(1).

Ok,N
l =

{
Ok,N

l,1 , · · · , Ok,N
l,b

}
, (1)

Ol is a detected object with a label l. N and k are indices of frame and camera,
respectively. b is an index of the number of blobs in a set, i.e., a set of blobs
belonged in a person. The pixel values in separated blobs are represented as
Gaussian probability distribution with mean and variance. Therefore we obtain
the model of probability distribution as follows:

p
(
Ok,N

l,b

)
= Ab · exp

(
− (ci,j − μc)

2

2σ2
c

)
, (2)

p in the Eq.(2)is the probability model in the nth blob of the lth object, A is
the sum of each blob. μ and σ are the mean and standard deviation as the color
value c of the blobs coordinates, respectively. The model of a person is from the
distributions of blobs as a GMM by using Eq.(3)
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p (c|Θ) =
b∑

j=1

p (c|ωj , θj) p (ωj) , (3)

c is a vector which has color values as components and Θ = {θ1, · · · , θb} are
unknown parameters for each Gaussian distribution of blobs p (c|ωj, θj), j =
1, · · · , b. ωj is the jth labeled blob among known the number of blobs. θj ={
μj , σ

2
j

}
is statistical values of the mean (μ) and variance

(
σ2
)

of the jth

blob. It is able to estimation statistical values as GMM using an expectation-
maximization (EM) [1]. For obtaining correspondence, the GMMs of each chan-
nel in the HSI color space is used all together.

5 Experiments

5.1 Correspondence and Tracking

We consider to track human that we see the normal movement of human under
natural environment. However it has too many unexpected objects in real situa-
tion. Therefore we experiment recognition of indoor human movement to reduce
noise and proof the performance of correspondence among multiple cameras.
Because of indoors, it is no exaggeration to say that moving object is human.
We use five cameras that labeled C1–C5 with 5000 images(5 × 1000) for each
camera in the experiment.

Fig. 3 shows the result of multiple background model. We use 100 frames to
generate the initial multiple background model. Fig. 4 shows the result of the
median background. We use 31 frames to generate median background. Using
the multiple background model and median background, we extracted moving
a person. We apply this result to detect the principal axis of a person using

Fig. 3. Multiple background model, each row denotes cameras and each column de-
scribes the MBM ordered by their weight
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Fig. 4. Median background

Fig. 5. Result of homography between two views

Fig. 6. Result of correspondence between two views

the principal axis moment. After detection of the principal axis of the person,
we can obtain to match person between two views using homography constrain.
Fig. 5 shows the result of the homography between two views. The bounding
boxes of green and yellow are the detected moving person. The lines of green
and yellow are the principal axis and the transformed principal by homography.
The red points are the centroid and intersection with the principal axis and the
transformed principal axis. Fig. 6 shows the result of correspondence between
two views. First row is the correspondence between C1 and C2. Second row is
the correspondence between C3 and C4. The bounding boxes of green and yellow
color are detected a person for each camera. The lines of green and yellow are
the detected principal axis and transformed principal axis using homography.
The red points are the centroid point and the intersection point which principal
axis and transformed principal axis.

Table 1 shows the rate of human region detection. We use 901 images in
each camera. We can see the detected result over 99 %. If non-human region
is detected larger than human region, human region process is failed. Also, the
result of incorrectly detected region is 1.05 %. We can get the accurate result.
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Table 1. The rate of human region detection

Camera Image Total Image Detected Region Incorrectly Detected Region
C1 901 893/901, 99.11 % 13/893, 1.46 %
C2 901 885/901, 98.22 % 13/885, 1.47 %
C3 901 901/901, 100.00 % 12/901, 1.33 %
C4 901 901/901, 100.00 % 3/901, 0.33 %
C5 901 901/901, 100.00 % 6/901, 0.67 %

Total 4500 4481/4500, 99.58 % 47/4481, 1.05 %

Fig. 7. The result of human tracking in 2D space

Table 2. The rate of correspondence between two views

Stereo Image Total Object Corresponding Rate
(C1, C2) 887 867/887, 97.75 %
(C3, C4) 901 875/901, 97.11 %
(C5, C1) 893 875/893, 97.98 %

Total 2681 2617/2681, 97.61 %

However we consider only one person to stay in structured space by multiple
cameras. Table 2 shows the rate of correspondence between two views. In the
structured space, total object means stayed moving objects at the same time.
We can see the corresponding rated over 97 %. From this table, we know that
the result obtained accuracy. Fig. 7 shows the result of Kalman filter. [14] We
track a person by corresponding points on the plane. Fig. 7(a) is the trajectory in
camera 1. Fig. 7(b) is the result of Kalman filtering. The red line is the measuring
points. The blue line is the kalman output.

5.2 Global Color Model and Recognition of Objects

The tracked person silhouette is segmented to several blobs described in
Section 4. The Fig. 8 shows the example of color blobs described in GMM.
For the experiment, we take image sequence of two persons and three objects
for two below situations.
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Fig. 8. The results of motion detection

Table 3. The recognition result of object to bring in or take out

Situation Tracking
Detection rate of object

3-4 Bring in Take out
Situation 1 97.9% 100% 100%

1-4 Situation 2 76.2% 67.4% 62.1%

i. Each person moves an object for bring in or take out (total 12 cases)
ii. Two persons come in together but only one person bring an object in or take

out. (total 8 cases)

The recognition result of detecting object that the tracked person brings in or
takes out is noted in Table 3.

6 Conclusions

We described how to correspond among multiple images which are taken by
multiple structured cameras and recognize objects to bring in or take out. The
correspondence of multiple cameras is finding correspondence among simulta-
neously existed objects in different view. Based on correspondence of multiple
cameras, we estimate the relation of objects in different view and track objects
in time sequence. We applied the principal axis and the homography to solve
the problems correspondence across multi-view. For detecting moving silhou-
ette of human, we use the multiple background model. The several variations
for each pixel in time sequence are successfully contained by multiple back-
ground model. The principal axis is used to calculate the direction of principal
axis for the detected silhouette. By using the principal axis of person, we match
the person in structured space by multiple cameras based on homography. In the
3D space, we have the only one intersection of principal axis of human and the
ground plane. The intersection is the invariant point in different views. Therefore
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we estimate the invariant point of each view by a principal axis of human in a
view and a transformed principal axis to the same view using homography. The
detected intersections are shown in the experimentation result. The correspon-
dence is constructed according to relationship between intersection points. The
experimental result shows the accurate correspondence among multiple views.
The result of recognizing object move by a person is described in Table 3. In
the result we have 100% of recognition for the situation 1 described in Section
5.2. However the recognition result of detecting object for situation 2 not well
enough. It causes by the low tracking result. Because we use gray image in the
generating MBM and tracking sequences, it is weak to detect the difference if a
person wears red or blue clothes. In the experiment of recognizing object, unfor-
tunately, two persons in the image sequence wear red and blue shirts. Therefore
the tracking and recognition result are not good. To overcome this problem, we
are recomposing the color-based algorithm.
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Abstract. This paper describes the method to know objects for au-
tonomous robot navigation in an unknown outdoor environment. The
method segments the objects from an image taken by moving robot on
outdoor environment. In the beginning object segmentation, this uses
multiple features to obtain the objects of segmented region. Multiple
features are color, context information, line segments, edge, Hue Co-
occurrence Matrix (HCM), Principal Components (PCs) and Vanishing
Points (VPs). The model of the objects for outdoor environment de-
fines their characteristics individually. We segment the region as mixture
using the proposed features and methods. Next the stage classifies the
object into natural and artificial ones. We detect sky and trees of natural
object and detect building of artificial object using the combination of
appearance and context information. Then we estimate the dimensions of
building. Extensive experiments with the object segmentation and anal-
ysis on outdoor environment confirm the validity of the approach.

Keywords: Object segmentation, Multiple features, Object analysis.

1 Introduction

When an autonomous the robot navigation on outdoor environment, it is likely
for him to set specific a target. The robot also needs avoid objects when he
encounters obstacle, and know where he is and know further path take he. The
problem of long range navigation in unknown outdoors environments is not very
frequently addressed. Systems that were actually experimented were demon-
strated for road following, or motion in rather limited environment conditions.
This paper focuses on objects analysis for autonomous robot navigation in an
unknown outdoor environment. To analysis an object, we classify object into ar-
tificial and natural. Then we define their characteristics individually. We segment
the object after the process of preprocessing. We propose a method to segment
objects of outdoor environment using multiple features. To analyze and recognize
specific object, our method used property of segmented objects. Among multi-
ple features, we present a method to apply the texture with a color information
model. To use the color or texture in existing research, we have various color
models which is used widely. The kinds of color model are RGB, HSI, CIE, YIQ,
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YCbCr, etc. We use HSI color model [1]. Image segmentation can become very
difficult, as the image gray value or color alone are rarely good indicators for
object boundaries due to noise, texture, shading, occlusion, or simply because
the color of two objects is nearly the same. Zhang [2] proposed the color image
segmentation method by intensity and color. we propose a method for detect-
ing the faces of building using line segments and their geometrical vanishing
points [5,8, 9].

Haralick [3] used statistical features extracted from object using gray level co-
occurrence matrix in analysis method of texture [3]. We developed and evaluated
different implementations of GLCM, using co-occurrence matrix of hue-value in-
stead of gray-level. This paper shortened a processing time taking a displacement
vector which is specific direction 135 ◦ into accounts at HCM [8]. We analyze the
features for image segmentation using candidates by definition of object. We use
color, line segments, PCs, edge, vanishing point [8]. In additional, we use HCM
to detect tree, where H is information of Hue. Segmentation of the image uses as
mixture a feature of such multiple candidates. The methods to combine features
segment the images as the characteristic of the object.

In the following sections, we describe feature extract for objects of image that
present a color, line segment, PCs, edge, vanishing point and HCM. Section 3
presents the methods of region segmentation. Experimental results are shown in
section 4. Section 5 concludes the paper.

2 Multiple Features

When the robot navigates on outdoor environment, we classify to segment the
object from image to get as the prior knowledge, and then we apply the knowl-
edge of an object. The objects are divided into the natural and the artificial
object as a prior knowledge of the human. We present the candidate for a seg-
mented region with natural and artificial object such as sky, trees and building.
So, we segment the region by using multiple features. The features are color,
context information, HCM, line segments, PCs and vanishing point [8, 10]. The
feature of color uses the range of HSI model. Before accomplishing color seg-
mentation, we convert RGB color space to HSI. This color space describes direct
color component in reality such as human vision similarly. It used HSI space at
the application to interpret the color of the image. This paper normalizes as color
values at 0∼255 range of saturation and intensity. Also, Hue color value has the
range of 360 degrees. We found the HSI value with sky, cloud and trees of natural
object through repeated experiment. Context Information uses information
of habitual location in the image. We describes as the percentages of being at
the top, middle and bottom of an image, (LTi, LMi and LBi, respectively). The
y position of all pixels is obtained and the probability of each of them to be-
long to a certain position is computed. The main drawback of not using context
is the overlap between classes, e.g. sky and water, both blues. The system can
then easily confuse a water region, at the bottom of the image, with sky, since
they have a very similar appearance. Two small image patches are ambiguous
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at a very local scale but clearly identifiable inside their context. Specifically,
we distinguish two kinds of context information: (i) Absolute context: refereed
to the location of objects in the image, (ii) Relative context: position of the
objects respect to other objects in the images. Some proposals consider both
kinds of context [6], while only the relative context is considered by He et al. [7].
Hue Co-occurrence Matrix uses co-occurrence matrix of hue-value instead of
gray-level. To reduce the computational complexity, only some of these features
were selected. The hue value of spatial dependence frequencies are a function of
the angular relationship between the neighboring resolution pixels as well as a
function of the distance between them [8, 10]. We analyze the spatial character-
istics using HCM [8, 10]. HCM P [i, j ] is defined by specifying a displacement
vector and counting all pairs of pixels separated by distance d and direction φ
having hue level i, j. This paper uses the feature of HCM in the 135 ◦ diago-
nal directions from a simple original image having hue levels 0, 1 and 2. Line
segments have much component in artificial object such as building. The line
segment is a straight part of edge of which its length is longer than a certain
threshold [9]. The value of threshold is chosen to decide a workspace of robot.
Here, the threshold is chosen with 10 pixels for detecting line segments. For each
segment, two neighbored regions are extracted. We define a straight line segment
with following two conditions. The first step of the line segment detection is the
edge detection of image. We used the edge detection function with Canny edge
detector algorithm. The function is run in automatically chosen threshold. The
second step is line segment detection. We define a straight line as following. A
straight line segment is a part of edge including a set of pixels which have number
of pixels larger than the given threshold (T1) and all pixels are alignment. That
means, if we draw a line through the ends, the distance from any pixel to this
line is less than another given threshold (T2). Principal Components needs
to analyze the geometric information in detail. For example, line segments and
their lengths with a reference element employ the edges. In our approach, the
windows, doors and wall region are detected [10]. The edges and lengths of win-
dows are accurately estimated. The PCs are detected by merging the neighbor
parallelograms which have the similar physical properties as color [5]. We based
on the RGB color space to present the characters of basic parallelogram. In re-
ality, the light energy coming from different region of the large objects including
building to the camera is different. So their intensities with different region are
not the same although they located on the same PCs, for example the same
wall. The relatively geometrical information of PCs such as the quantity, height
and alignment are computed. Those information is available for reconstruction
of 3D model of building. After the result of line segment, we find the Vanish-
ing Points. The survived segments are processed with assumptions that if an
image contains building pattern then this pattern must be upright positioned.
The apt direction of building is flowing y-axis. The edges of PCs usually parallel
together in the real world. They are projected into 2D image with a common
dominant vanishing point (DVP). MSAC (m-estimator sample consensus) algo-
rithm [5] for clustering segments into the vanishing points as suggested in our
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previous work [9]. In practice, the building faces within non-orthogonal direction
are usually appeared in either multiple faces of building or multiple buildings in
the images. So the maximum number of DVPs are calculated for vertical and
horizontal directions according to one and five, respectively. So the maximum
number of DVPs are calculated for vertical and horizontal directions according
to one and five, respectively. For each horizontal cluster, the number of line
segments must be larger than a certain threshold (6, in the experiments). The
priority of horizontal DVPs is arranged from high to low due to the number of
segments in corresponding groups. This paper calculates one dominant vanish-
ing point for vertical direction and five dominant vanishing points in maximum
for horizontal direction. The method of object segmentation uses the multiple
features in outdoor environment.

3 Region Segmentation of Objects

The goal of segmentation is to simplify and/or change the representation of
an image into something that is more meaningful and easier to analyze. We
consider images of outdoor environment and we segment each object as sky,
trees, building, etc. Region segmentation uses the mixture such multiple features
according to the characteristic of the objects.

3.1 Sky and Cloud

This paper uses HSI color model and we find the value of sky and cloud in the
image. This method finds the value of HSI to repeated experiment. Also, we use
absolute context information for referee to the location of objects in the image.
The image divides as a three part at the top, middle and bottom. If the robot
travels as regular intervals on outdoor environment, we regard that sky and cloud
exist at top in image. Here, we add context information as sky position at top of
the image. If there is a different object in the sky, it regards as the region of sky.
The method used HSI color model and found the part to correspond to the value
of cloud and sky in the image. We find the value of HSI to repeated experiment.
The range of sky and cloud is equal to hue, saturation and intensity by [8].
Region segmentation extracts the region of the cloud after the extraction does
sky region. Region segmentation of sky and cloud shows in Fig. 1. The image to
do region segmentation of sky and cloud is seen at a Fig. 1(b), Fig. 1(c). The
merger of sky and cloud show Fig. 1(d).

3.2 Trees

To find the region of trees, we use the value of the HSI in compliance with the
experiment which is repeated. Additionally, in order to estimate the similarity
between different gray level co-occurrence matrices (GLCM), Haralick [3] pro-
posed statistical features extracted from them. GLCM, one of the most known
texture analysis methods, estimates the image properties related to second-order
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Fig. 1. Segmentation of sky and cloud region: (a) original image (b) sky (c) cloud (d)
the merger of sky and cloud

Fig. 2. Comparison results of diverse cues of segments region with trees: (a) original
images (b) trees detection using HSI (c) trees detection using HCM (d) trees detection
using HSI+HCM

statistics. Each entry (i, j ) in GLCM corresponds to the number of occurrences
of the pair of gray levels i and j which are a distance apart in original image. We
use co-occurrence matrix of hue-value instead of gray-level. To reduce the com-
putational complexity, only some of these features have select. We analyze the
spatial characteristics using HCM [8,10]. The HCM P [i, j ] is defined by specify-
ing a displacement vector and counting all pairs of pixels separated by distance
d and direction φ having hue level i, j. Kim et al. [8,10] illustrated how to object
HCM in the 135 ◦ diagonal direction from a simple original image having hue
levels 0, 1 and 2. We have get image segmentation using displacement vector
of 135 ◦ diagonal direction in the HCM. This paper thus attempts to outline an
alternative reading of GLCM. Thus, this paper proposes the method of HCM
algorithm. HCM analyzes of appearance count of hue value pixel pairs at origi-
nal image. At first, we use HSI and find the range of hue as shows in Fig. 2(b).
Then, we define a range from CM for high frequency regions. Next, we obtain
the value of HCM as shown in shows in Fig. 2(c). Finally, we use HCM and HSI
together as shown in Fig. 2(d). The method of HSI alone has many noises at the
image segmentation. We decrease such noise the method using HCM and HSI
together. HSI has been desired from the repeated experiment trials to segment
trees regions for the natural object.

3.3 Building

Building has a plane surface that contains PCs as doors, windows, wall region and
columns. The processes for detecting building face and estimating wall regions
explained in detail at our previous works [8, 9]. The first step detects region of
trees as algorithm of HSI and HCM described at previous chapter 3.2. The second
step of the line segments detection use Canny edge detector. Line segments
detection is a part of edge which satisfied two conditions [8, 9]. In experiments,
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we choose T1 and T2 as 10 and
√

2 pixels respectively. The result of line segments
detection is shown in Fig. 3(b). Most of the low contrast lines usually do not
locate on the edge of PCs because the edge of PCs distinguishes the image
into two regions which have high contrast color. We base on the intensity of
two regions beside the line to discard the low contrast lines [8, 9]. The result is
illustrated by Fig. 3(c). The vertical group contains line segments which create
an acute angle 20 ◦ in maximum with the vertical axis. The remnant lines are
treated as horizontal groups. For the fine separation stage, we use MSAC [5]
robustly to estimate the vanishing point. Suppose that the line segments end
points are x1, x2 such that l = (a, b, c)T ; l = x1 × x2 and x1 = (x́1, ý1, 1)T ,
x2 = (x́2, ý2, 1)T . Given two lines, a common normal is determined by v = li × lj,
where v = (v1, v2, v3)T . Hence given a set of n line segments belonging to the
lines parallel in 3D, the vanishing point v is obtained by solving the following
Eq. (1):

lTi v = 0; i = 1, 2, . . . , n. (1)

The robust estimation of v by MSAC has proven the most successful. We calcu-
late five dominant vanishing points in maximum for horizontal direction [8]. The
algorithm proceeds in three steps [4,8]. The priority of horizontal vanishing point
is dependent on the number Ni of parallel lines in corresponding groups. They
are marked by color as following red, green, blue, yellow and magenta color.
They are illustrated by Fig. 3(d). The vertical line segments are extended to
detect a vanishing points. We base on the number of intersection of vertical lines
and horizontal segments to detect and separate planes as the faces of building.
Fig. 3(e) shows us the results of face detection. The boundaries of faces define as
three steps by Kim et al [8]. The minimum of horizontal lines in left and right
faces is Nl and the number of points of intersection is Ni. The ratio of Nl and
Ni is larger than given threshold satisfying Eq. (2) with NT is 0.35.

N =
Ni

Nl
≥ NT (2)

Finally, the mesh of basic parallelograms is created by extending the horizontal
lines. Each mesh represents one face of building. Fig. 3(e) shows the results of
mesh of face detection.

Fig. 3. The result of building detection: (a) original images (b) line segments detection
and trees region (c) survived line segments reduction (d) dominant vanishing points
detected by MSAC (e) mesh of basic parallelograms of face
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4 Experiment

The image database used in the experiment consist about 1800 images. All the
images are taken in Ulsan metropolitan city in South Korea under general con-
dition. These images consist on object of natural and artificial on outdoor en-
vironment. The image to do region segmentation of sky and cloud is seen at a
Fig. 1. We mark sky in a Fig. 1 by black and cloud in a Fig. 1(c). The result
images are presented in a Fig. 1(d) which it merges sky and cloud. Normally,
around the leaf for the trees has high frequency. So, we search the object which
has proposed HCM algorithm for trees. The result of region segmentation with
trees is presented in Fig. 2. Also, we used HSI color model, conversion of RGB to
HSI, and found a part to correspond to the value of the trees in image. At last,
we find the region of trees as combined features of HSI, context information and
HCM. The result of segmentation of trees region is preprocessing for detection of
building. Then we remove the high frequency in trees region. Line segments for
detecting building were used because of noise reduction. For detecting the faces
of building used line segments and their geometrical vanishing points. MSAC
algorithm is used to find the vanishing points not only for the multiple faces of
building but also for the face having noises as branches of trees or electrical lines.
We can see that well result in Fig. 3(e). The meshes of parallelograms can help
us to detect more PCs as window, door and so on. In addition, the relation of
geometrical properties as the height and the number of windows can be exploited
to analyze more information of building in Fig. 4. For example, how many rooms
the building has. More examples are illustrated by Fig. 5 where the first row is
original images and the second one is result of wall and window detection. We
summarize a performance analysis about building characters of Trinh et al. [9].
For each image, the line segments were detected and then the segments coming
from the scene as trees, bush, sky and so on were roughly rejected. MSAC al-
gorithm was used for clustering segments into the common dominant vanishing
points comprising one for vertical and several for horizontal directions. The ver-
tical segments were extended across the image and the number of intersections
between the vertical lines and horizontal segments was counted to separate the
building pattern into the independent facets. Finally, the boundaries of facet
were found.

4.1 Building Analysis

This paper uses an approach that first estimates environment understanding
through region segmentation, then performs building analysis by classifying each
region using multiple features derived from the prior knowledge. After knowing
the area of an object, an object has analyzed as wall regions and non-wall regions.
The face of building usually contains three principal components such as doors,
windows and wall. In those components, the color of the windows is sensitive.
However, the wall region is insensitive so it is chosen to represent the face of
building. It detects by merging the neighbor parallelograms which have similar
colors. We use RGB color to represent a skewed parallelogram. A model of each
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Fig. 4. Geometrical facet analysis as parameter estimation of PCs.: (a) Wall region (b)
Candidates of windows (c) Rectangular shape (d) Window alignment (e) Accuracy of
boundaries (f) Detection of wall and windows

Fig. 5. Some examples of wall and window detection: (a) original images (b) result of
wall and window detection

skewed parallelogram is constructed with the RGB color model with the average
intensities in the order of strength into six groups. In practice, if two values of
component colors are approximate then their order is usually changed by the
noise or illumination condition. Thus we define a seventh when any reciprocal
differences between three averaged values are less than a given threshold [9].
The wall region detects by merging a neighbored skewed parallelogram. Any
two neighbored skewed parallelograms are clustered when they have same order
of colors and their average values satisfy conditions as denoted by Eq. 3.

|Īi
C − Īj

C | ≤ T ; C ∈ R, G, B (3)

where T =35 pixels is threshold. To reduce an noisy region like a cluttered trees
which lies in front of a building, we select only a skewed parallelogram having
at least one of average intensities larger than 75. Finally, the wall is the cluster
which contains largest number of pixels. The color information of pixels corre-
sponding to wall region is used to calculate a hue histogram and quantize into
32 bins. The PCs are apparently appeared in the image if the robot is close the
building. The result of detected wall is binaries as shown in Fig. 4(a) and 4(b).
The wall region is the background and non-wall region is the foreground. To es-
timate windows, the facet is recovered in rectangular shape [9]. Fig. 4(c) shows
the recovered rectangular facet in relative coordinate and different scale with
Fig. 4(b). The noises such as the thin connection, small regions of background
and foreground are rejected by several operators like “NOT”, “AND” and con-
nected component labeling. Each foreground is considered as a candidate PCs.
By computing the center coordinate, area and aspect ratio, the candidates of
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Table 1. Estimated size of buildings in Fig. 5

Buildings Number of Number of room in
(from left to right) floors the same floor

1 6 6
2 4 5
3 3 12
4 3 2

windows are aligned into row and column. The windows of building usually have
similar aspect ratio and area so some candidates with far different size and as-
pect ratio with majority of the others are rejected. Fig. 4(d) shows 28 candidates
of windows aligned into 12 rows and 7 columns. The windows with similar area
in the same row or column are used for accuracy of window boundaries as in
Fig. 4(e). This information uses to estimate the size of building. The number of
floors or the numbers of rooms with the same floor are estimated by maximum
number of windows in the same columns or rows respectively. Finally, the accu-
rate windows are projected into the original image. Fig. 5 is result of window
and wall estimation. Table 1 summaries the estimated size of building. This in-
formation is more confident when we apply to reconstruct building by multiple
images or image sequences of robot’s movement.

5 Conclusion

This paper proposed a method of object segmentation on outdoor environment
by using multiple features. Multiple features are color, context information, edge,
line segments, HCM, PCs and VPs. Mixing those features, we segment the image
to several regions such as sky and trees of natural object, building of artificial
object. Here, we use features of color and absolute context information for extract
of sky and cloud region. And, we use features of color, edge and HCM for extract
of trees region. Also, we use to extract building as color, edge, line segments,
PCs and VPs. Then we remove the high frequency in trees region. The meshes
of parallelograms can help us to detect more PCs as window, door and so on.
Overall the system of this paper segments the region of the object as a mixture
by using multiple features. The detailed information was analyzed by estimating
the size of a building. The number of floors or the numbers of rooms with the
same floor are estimated by maximum number of windows in the same columns or
rows respectively. We accomplished the process of preprocessing to know objects
from an image taken by moving robot on outdoor environment. In future, we will
study how to the objects respect geometric relationships on outdoor environment
between objects as well as to apply the method in a set of images containing
more objects (road, car, people, etc.).
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Abstract. In order to get the features of moving vessels at the port correctly and 
track the target quickly and efficiently, we combined the advantages of tradi-
tional invariant moments and invariant line moments, and proposed a object 
recognition algorithm based on pseudo invariant line moments. Using this algo-
rithm, first we get the calculation regions of the objects in an image, then do edge 
detection to the calculation regions and get the pseudo invariant line moments by 
calculating binary image. The experimental results show that the algorithm can 
not only get the regions of moving objects quickly and accurately, but also can 
predict the directions of moving objects effectively. This algorithm is applied in 
the intelligent video monitoring system of moving vessels successfully. 

Keywords: moment; line moment; pseudo invariant line moment; intelligent 
video monitoring; moving target detecting. 

1   Introduction 

Intelligent video monitoring is an important research field of computer vision, and it 
has a wide range of applications in the traffic information monitoring and the  
monitoring of many important places such as bank, hotel, station and so on[1-2].The 
intelligent monitoring system of customs house dock is oriented to the application of 
practical event detecting, and it has an in-depth research into the methods for detecting 
moving objects and predicting movement directions under the condition that the  
position of the camera is fixed. 

As for expressing of the feature of a image target, domestic and foreign experts have 
proposed many methods. All of these methods can be divided into two types, and one of 
them is based on regional feature and the other based on border feature. The usual 
methods of object recognition based on regional feature involve invariant moments first 
introduced by Hu [3], polar radius invariant moment [4] and etc. The methods ac-
cording to border feature mainly include rectangular approximation [5], polygonal 
approximation [6], and invariant line moment [7], improved invariant moment [8-11] 
and so on. A method based on regional characteristic has a reflection of overall in-
formation. Therefore, when the serial images collected by camera are influenced by 
light or noise, the information will have great change and we can’t get correct result. In 
addition, the calculation of regional moment is in terms of the existent regions of the 
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entire image, so the work of calculation is considerable and it is not conducive to 
real-time processing. The methods based on border characteristic utilize the fringe 
information of the targets to analyze and interpret images. As regional information, 
fringe information is affected by factors such as light much less. Moreover, the sum 
total of the pixels on the edge is much less than that of the region, thus it’s beneficial to 
calculating and accessing. However, the method based on border characteristic usually 
requires extracting the outside contour closed curve of a target effectively, and it is a 
task costing calculation to extract the closed curve of the serial images. If affected by 
light or noise, the algorithmic perhaps gets invalidated. What’s more, inside contour is 
very significant for some objects as well. After considering a variety of factors, this 
paper presents a fast algorithmic based on pseudo invariant line moment, which has 
combined the integrated characteristics of invariant moment representing regional 
feature with the quick features of the invariant line moment representing border feature, 
and realizes the method of calculating several contours inside and outside synthetically 
with the application of the formula for boundary moment. As the results of the ex-
periments demonstrated, the algorithmic proposed in this paper can not only get the 
features of the region the moving target located in relatively exactly, it can also  
improve the speed of calculation.  

2   Features of Pseudo Invariant Line Moment 

2.1   Features of Pseudo-line Moment 

As for digital image f (x,y),if it is  piecewise continuous and only has a finite number of 
non-zero points in the X-Y plane, it can be proved that all of its moments exist. The mo-
ments of a region are calculated by the use of all the points in the region, thus it’s hardly 
influenced by noise. The p+q -order moment of f (x,y) is defined as follows: 

( , )p q
pq

x y

m x y f x y x y= Δ Δ∑∑   whereΔx = 1,Δy = 1. (1) 

We use the Canny operator to get the binary edge image of a target region. Fig. 1 (a) is 
the classical image of fruits, Fig. 1 (b) is the binary edge image of Fig. 1 (a). It can be 
concluded that the binary image has many contours inside and outside which represent  
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(a) fruits                     (b) edge detection diagram  (c) connective pixel diagram 

Fig. 1. Picture fruits’ edge detection diagram and connective pixel diagram 
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the features of the target. However, the calculation of line moments can only be aimed 
at a certain closed contour, so we can’t do the calculation of line moments directly. In 
this paper, a method of expressing features by pseudo-line moments is proposed and it 
can be used to calculate on several contours inside and outside. 

After calculating the binary edge, f (x,y)degenerate into: 

1    
( , )

 0    

Contour
f x y

other

⎧
=      ⎨
⎩

  (2) 

If the pixels of M, S and T meet the condition shown in Fig. 1(c), M and T are con-
nective; M and S are Indirect- connective. 

If we know that the number of a image’s pixels in connective area is N, the p+q 
-order moment (pseudo-line moment) of the image is defined as follows: 

1

N
p q

pq
i

m x y l
=

= Δ∑  (3) 

Since all the fringe pixels are continuous, Δl meets the condition ofΔl→1, the geo-

metric significance of pseudo-line moment can be described as the moment calculation 
of all the discrete contours of the binary image showed as Fig. 1 (b). Since pseudo-line 
moment can do calculation on a number of connective contours and needn't distinguish 
inside contour from outside one, it has a good commonness. 

The central moment of a pseudo-line moment is defined as follows: 
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= is the Central coordinate of f(x,y).Unitary cen-

ter pseudo-line moment can be expressed as follows: 
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μ

=  Where 
1

2
++= qpγ

, 00 00mμ =
. (5) 

2.2   Features of Pseudo Invariant Line Moment 

According to the theory of algebraic invariants, Hu proposed a serial of moment in-
variants for the use of shape recognition. The “invariant” here means that some ei-
genvalues of an image remain unchanged in the following conditions: translation, 
rotation and scale transformation [3]. 

Hu has defined seven values which consist of the non-linear combination of stan-
dardized 3-order center moments, and they still remain unchanged when the position, 
scale or direction of a target have changed. The formulae of pseudo invariant line 
moment and those of invariant moment defined by Hu have the same form, and they are 
defined as follows: 
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2.3   Computational Complexity Analysis for Pseudo Invariant Line Moment 

In order to demonstrate the rapid character of the computation for pseudo invariant line 
moment, we need to analyze its computational complexity and compare it with other 
kinds of invariant moments. In this paper, formula (1) shows the calculation of Hu’s 
invariant moment; formulae (13) and (14)[7] show that of invariant line moment; 
formulae (15) and (16)[4] show that of polar radius invariant moment. The computa-
tional complexity concluded is shown in Table 1. From Table 1, we know that the 
computational complexity of Hu’s invariant moments is O(8N2), extremely 
time-consuming. For polar radius invariant moments, due to the need for solving the 
center of mass of targets, there is also a higher computational complexity and the total 
complexity is O(7N2).Both invariant line moments and pseudo invariant line moments 
need to calculate contours. Besides, invariant line moments need to calculate the con-
tour points of the outermost contour line. Even though the amount of contour points 
invariant line moments finally get is less than that of pseudo invariant line moments, 
the calculation of contour points for pseudo invariant line moments is a linear increase. 
So the total computational complexity of pseudo invariant line moments, which is 
O(2N2+7N), is less than that of invariant line moments, which is O(3N2+7N). By  
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Table 1. Comparison of invariant moment’ Time complexity 

Type Domain Contour line Edge Invariant moment 

Hu’s invariant moment O(N2)   O(7N2) 

Invariant line moment O(N2) O(N2) O(N2) O(7N) 

pseudo invariant line moment O(N2) O(N2)  O(7N) 

Polar radius invariant moment O(N2)   O(5N2) 

 
comprehensive analysis, we conclude that the computational complexity of pseudo 
invariant line moments is minimum. 

3   Moving Object Recognition Technology Based on Pseudo 
Invariant Line Moments 

By the derivation above, we get a rapid method to calculate pseudo invariant line 
moments. Next we will use the method to detect moving objects and predict objects’ 
moving direction. 

3.1    Getting the Calculation Domain of the Moving Object 

Usually we can use an external rectangle to represent the calculation domain of a target 
[5]. If an object’s shape is asymmetry, the center of gravity of the external rectangle is 
largely different from that of the target. If the target doesn’t fill most of the regions of 
the rectangular box, the external rectangle also can’t represent the target effectively. In 
Fig. 2 (a) A is the center of the external rectangle, and B is the actual center of gravity of 
the object. The two centers have great deviation and there is interference on the cal-
culation of the target. Fig. 2 (b) has shown the area of a external rectangle. The shape of 
a common ship is close to shuttle. And if the middle section of the ship were much 
narrow, the entire ship would only occupy a much small part of the external rectangle. 
Therefore, if we use the external rectangle to represent the object approximatively, 
there will be very great error. 

In this paper, we use an external polygon to represent the calculation domain of an 
object approximatively, and the polygon could approach the object’s boundary by 
maximum when the amount of calculation is small. In Fig. 2 (c), L1,L1’are parallel 
lines whose slope is K1, so are L2,L2’ and their slope is K2.All these lines are tangent  
to the movement region. From the picture, we know that the domain surrounded by  
the two sets of parallel lines and the external rectangle could depict the contour of the 
movement region effectively. The more the amount of tangent lines, the closer to the 
object’s actual contour the border described. In this paper, we use the domain sur-
rounded with n sets of parallel lines, which are tangent to the movement region and 
have equal interval in slope, and the external rectangle of the movement region to 
represent the object’s calculation domain. The shadow region showed in the picture is 
the calculation domain of the moving object. The method described above is relatively 
applicable to the objects with simple shape, such as the ship. 
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Fig. 2. Calculation domain diagram 

3.2   Calculation of Similarity for Pseudo Invariant Line Moments 

In the actual scene, there are rotation, translation and scale transformation among different 
images of the same object. In other words, the differences among different images of the 
same object involve. Therefore, we could get the invariants that can ascertain an object’s 
shape if we get the pseudo invariant line moments, and these invariants are only relative to 
the object’s shape, not relative to its position, direction and scale. In this way, we can use 
moment invariants to depict the domain of target image. 

Since pseudo invariant line moments remain unchanged when the object rotating, 
translating or transforming scale, and pseudo invariant line moment can be expressed as 
the form of vector, by using the model of vector space, we can take pseudo invariant 
line moment as a point in the vector space and measure the similarity between the 
moments by calculating the closeness degree of two objects. Since there is intense 
relativity among pseudo invariant line moments and they have the same weight to the 
shape description of an object, here we use Euclidean distance to measure the distance 
between two vectors. It is defined as follows: 

1
7 2

2

1 , 2 ,
1

( )i i
i

D is T T
=

= −⎡ ⎤
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∑  (17) 

where T1,i is the i-th pseudo invariant line moment for one of the two matching objects, 
and T2,i is that of the other one. T1,i, T2,i are got by formulae (6)~(12).Therefore, we 
could calculate the pseudo invariant line moments for the different image regions got 
by regional segmentation, and use the method above to match the features of the target 
images with rotation and scale transformation, which takes pseudo invariant line  
moments as the characteristic quantity. In this way, we can calculate and predict the 
object’s moving situations. 

4   Simulation Testing and Analysis 

In the experiment, the test system is Visual Studio 6.0, and the machine is configured 
with Pentium Dual-Core 2.5G CPU,1G SDRAM and 5400RPM IDE hard drive. The 
operating system running on the computer is Windows2000 Server. 
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First, we tested the effect of the detection for the moving object’s calculation domain. 
Second, in order to validate the effectiveness of pseudo invariant line moment in de-
tecting moving objects, we have tested on many different moving objects and compared it 
with several kinds of moments existent. Finally, we summarized the actual application of 
the algorithm, and the testing results are as follows. 

4.1   Domain Detecting for Moving Objects 

In Fig. 3 (a) and Fig. 3 (d) are the images needing to detect the moving objects. Fig. 3 
(b) and Fig. 3 (e) show the movement domain. After getting the movement domain, 
mark the objects in it. Then describe the marked objects with their external polygons. 
Fig. 3 (c) shows the area of the object’s external polygon. Just as the picture shows, 
since the color of some parts of the ship body is much close to the background color, 
there is a large part of defect. And it has better effect using an external polygon to 
represent the moving object’s calculation domain. The detection result of Fig. 3 (d) is 
Fig. 3 (e) which shows the movement domain. What is different from Fig. 3 (a) is that 
there are two moving objects in Fig. 3 (e). After marking the objects and getting the 
external polygons we got Fig. 3 (f), which shows the domain of the external polygons 
for the two moving objects. The method proposed in this paper can distinguish a couple 
of objects in the same scene and accordingly get a couple of calculation areas used to 
calculate the pseudo invariant line moments. 

      
        (a)          (b)         (c)                    (d)             (e)          (f) 

Fig. 3. object extraction experiments 

4.2   Performance Testing for Pseudo Invariant Line Moments 

In this paper, we have tested on 100 consecutive video images. The data of invariant 
moments got by dealing with one of the 100 images, which is shown as Fig. 3 (a), is 
showed in Table 2. The statistics for the computing time is shown in Table 3. 

Table 2. Comparison of invariant moment’ value 

1T 2T 3T 4T 5T 6T 7T

Hu’s invariant moment 0.4329 3.2134 4.4313 2.9345 8.3245 4.5673 7.3456 

Invariant line moment 0.1543 1.3234 2.1233 1.4324 6.3245 3.3453 5.4543 

Pseudo invariant line 
moment 

0.2345 2.3221 2.9727 1.3321 5.1231 3.2331 5.3212 

1V 2V 3V 4V 5V
   

Polar radius invariant 
moment 

4.9343 2.8541 3.2384 4.1035 0.2312   
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From Table 2, we can know that pseudo invariant line moments also have the ability 
to depict constant values. The numerical range of pseudo invariant line moments meets 
actual application. 

From Table 3, we know that Hu’s invariant moments which need to calculate the 
entire gray image are the most time-consuming. When the processing time of one 
method is more than one second, it is improper to apply it in a real-time system. The 
processing time of invariant line moments is less than that of Hu’s invariant moments, 
because invariant line moments only need to deal with the boundary points of a image. 
The statistic time for measuring the boundary points is about 0.9234 second, so the 
algorithm spends most of the time in calculating the boundary points. The total proc-
essing time also exceeds one second and it is improper to apply it in a real-time system 
as well. The polar radius invariant moment algorithm spends most of the time on the 
calculation for polar radius and the total processing time is nearly one second. The 
pseudo invariant line moment algorithm presented in this paper calculates fewer pixels 
to extract the features of the edge image, so its processing time is about 0.8 second less 
than that of the invariant moment calculation for the whole gray image. Though it needs 
to deal with the edge image by Canny operator, this procedure costs very little time 
about 0.2431 second. Taking the time into account, the calculation of invariant mo-
ments for the edge image is still much faster than that for the whole gray image. Pseudo 
invariant line moments contain less information than the invariant moments for the 
whole image, but they help to improve the real-time processing of a recognition system 
and they are applicable to the target tracking system. 

Table 3. The time required for feature extraction 

Method Average runtime/s 
Hu’s invariant moment 1.6523 
Invariant line moment 1.2314 

Polar radius invariant moment 0.9837 
Pseudo invariant line moment 0.5211 

4.3   Practical Application Experiment for Pseudo Invariant Line Moments 

Fig. 4 shows a variety of different types of objects detected in a scene. In this paper, we 
identify the objects in the monitoring system by calculating the Euclidean distance for 
the pseudo invariant line moments of moving objects and then track them. The object 
shown in Fig. 4 (a), Fig. 4 (b) and Fig. 4 (c) is the same vessel. However, the objects 
shown in Fig. 4 (d) and Fig. 4 (f) are different types of moving vessels.  

     
  (a)                          (b)                          (c)                         (d)                           (e) 

Fig. 4. Video surveillance in various objectives 
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Table 4. The distance of moment between the objectives 

Dis a b c d e 
a 0 0. 0122 0.1932 0.8566 0.6771 
b 0.0122 0 0.2156 0.5811 0.7567 
c 0.1932 0.2156 0 0.6736 0.7542 
d 0.8566 0.5811 0.6736 0 0.5965 
e 0.6771 0.7567 0.7542 0.5965 0 

 
Using the target recognition method based on the pseudo invariant line moment 

algorithm, whether the performance is good or not depends on the difference between 
the Euclidean distance for the pseudo invariant line moments of the same object and 
that for the pseudo invariant line moments of different objects. 

Table 4 shows all groups of Euclidean distance for the pseudo invariant line mo-
ments of the objects shown as the rectangle boxes in Fig. 4. From the Table 4, we can 
see that the Euclidean distance between the pseudo invariant line moments of the same 
object (ship) is less than 0.2, while the Euclidean distance between the pseudo invariant 
line moments of different objects is relatively large, about 0.6, which has significant 
difference from the Euclidean distance between the pseudo invariant line moments of 
the same object. The experimental results show that it is feasible using the Euclidean 
distance between pseudo invariant line moments to identify the objects. 

5   Conclusions 

By comparing a variety of methods for the feature extraction of the moving objects’ 
target areas in a scene, we introduced a method based on pseudo invariant line moments 
to express the regional features of moving objects. By this method, we can detect 
moving objects and predict their movement directions as well. The experiment shows 
that the detection method based on pseudo invariant line moments could get the domain 
of a moving object relatively exactly and rapidly. Moreover, it also can predict the 
object’s movement direction effectively. This method has been applied to the system of 
dock since Sep, 06. By constant test and modification, until now, the system has good 
effect in detecting all kinds of events at the dock and has accomplished the expected 
goal on the whole. 
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Abstract. The most important things to realize such an intelligent sys-
tem are core functions such as landmark detection, recognition and re-
construction. Since where we have core functions, the intelligent system
can propagate other procedures like navigation, mapping, localization,
etc. Thus, this paper describes an approach to construct a structural data
for core functions by using geometrical structure of building. Firstly, line
segments are detected. Then several processes such as rejecting noises,
calculating dominant vanishing points, filtering the edges of building are
used to detect the building surfaces. The criteria are created for decision
of building detection function. Secondly, for each surface, a generative
model including area, wall histogram and a list of local features are
computed for the recognition function. Finally, the geometrical features
as windows, doors, floors or rooms are estimated for reconstructing the
building. The proposed method has been performed with large databases
and sound results of all functions.

Keywords: Landmark detection, building recognition, core function.

1 Introduction

In order to create an intelligent system in the outdoor scene, the designer must
carefully consider several functions such as landmark detection, recognition, en-
vironment reconstruction, localization and mapping. So it is better if a function
can be inherited and helped from the others. In this paper, we base on nat-
ural structure of object to build a database with expectation that it can be
shared for every function. The building is chosen as an important landmark
in urban environment. The proposed method is attempted to apply to detec-
tion and recognition functions. Furthermore, the geometrical properties such as
doors, windows, columns and wall of building are analyzed. This information
can help the system understand environment more by estimated what the size
of building is. The information also can be used for reconstruction, localization
and mapping functions.

The above functions were usually solved in separateness by several literatures
[2,3,4,5,7,8,9,12]. The detection function is approached by [3,6]. Most of methods
concerned a dominance of appearance of building like facades, salient or single

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 625–634, 2009.
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building in images. Garcin et al [3] detected building by Markov object process
for aerial photography and the roof is represented the buildings. Madhavan et
al [6] used the ground surface as prior knowledge to detect the building with
LADAR data. The recognition function is solved with assumption that the im-
age always contains a single building inside [2,8,12]. The works in [2,12] used
SIFT descriptors [5] to describe the building. They flexibly chose the keypoints
and their descriptors which strongly located and described the objects. Several
literatures tried to analyze the geometrical information, for example detecting
windows and doors, with hopeful that it makes the available information for
reconstruction function and more understanding environment of robot [4,7]. S.
Pu et al [7] extracted window from terrestrial laser scanning data so that the
user easily find building features such as wall, roof, door, etc. The windows are
extracted by recovering these holes of wall plane. S.C. Lee et al [4] combined
information of line segments and calibrated facade to detect and reconstruct the
windows in 3D coordinate. The results were sound with centimeter error, but
some cases also needs user assistance (semi-automatic).

2 Line Segments for Detecting Building Surface

2.1 Line Segment Processing

Firstly, we detected line segments [10] with assumption that the building is
upright positioned. Then, along each segment, two sets (Ω1,2) of pixels are cal-
culated by four sampled segments as in Fig.1(a). A model of line segment (MLS)
is constructed by two parameters: difference of average intensities (�I) and min-
imum of variant of RGB color (σm),

�I =
1
3n

∑
R,G,B

n∑
i=1

|Ii
Ω1

− Ii
Ω2

| (1)

σΩ1,2 =
1
3

∑
R,G,B

Var(IΩ1,2) ⇒ σm = min(σΩ1,2 ) (2)

where n is number pixels of Ω1,2. Thousands of line segments in ZuBud database
[9] located on building and non-building patterns, Fig.1(b), are selected for cal-
culating �I and σm. Here, 90.16(%) non-building segments are ruled out while
8.7 (%) building segments are refused if �I ≥ 20 and σm ≤ 20, Fig.1(c). Thus,
these values are chosen as thresholds for refining the noise, Figs.1(d,e).

Dominant vanishing points (DVP) are calculated by MSAC (m- estimator
sample consensus, [1]) method with one verticality and maximum five of horizon-
tal DVPs; it is adaptable for multiple faces of building. The priority of horizontal
DVPs is arranged from high to low by their number of segments. To enhance the
junctions, the vertical segments are extended across the image while the hori-
zontal segments are extended on both of the ends with a delta length (5 pixels).
For rejecting sparse segments, a surrounding region comprising a rectangle and
two semicircles is created where relation of their sizes is shown in Figs.2(a,b).
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(a) dmax = 4, dmin = 3 pixels

(b) Sample lines (c) Distribution of �I and σm of 200 first sampled segments

(d) Example of non-building image (e) Example of building image

Fig. 1. Illustration of MLS: (d,e) from left to right are the original images, before and
after rejecting noise, respectively

A segment whose surrounding region contains less than two ends of other seg-
ments is pruned out. Finally, a few of horizontal segments which lie very near
to the vanishing line is often misgrouped. Those segments instead of belonging
to lower priority, they will go into the higher priority so that they need to be
recovered. The recovery process is performed from the lower to higher priority
group.

2.2 Empirical Assumptions and Definitions

The vertical lines (VL) are numbered from left to right. If the ith VL belongs
a facet, it will intersect horizontal segments with evident y-coordinates and the
height, hi, is defined by hi = ymax − ymin. Area, A, of candidate facet is es-
timated by A = αβLhi, where L is image width; α is a probability of spread
of candidate facet over the image; β is a scalar because of different viewpoint.
With 640x480 image size, L equals 480 (or 640). The parameters are empirically
chosen that α, β and A equal 0.5, 1 and 10,000 pixels, respectively; hi ≥ h0 (40
pixels).

Definition 1: Candidate line of a horizontal group is a vertical line whose
intersectional number satisfied that n ≥ N1 or n ≥ N2 and hi ≥ h0, table 1. n
and hi are illustrated by Figs.2(c-e). Figs.2(f,g) show two candidate line groups.

Definition 2: Face pattern is a cluster of continuous candidate lines belonging
the same horizontal groups and its width w ≥ w0 (30 pixels), Fig.2(h).

Definition 3: Non-face pattern is a space between any two face patterns if its
width is larger than w0.
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2.3 Surface Detection

A partial face (PF) is created by concatenating one or more patterns if they
have no non-face pattern inside. If two or more horizontal groups are mix-up
in one PF then only one group with largest segments is chosen. If more than
two horizontal groups distribute along vertical direction then only two PFs with
largest segments are kept. The top and bottom boundaries of PF are found out by
searching from top down and bottom up. The horizontal boundary is a segment
which satisfies one of conditions as enumerating as table 2. Each horizontal
segment is replaced by a horizontal line which lies through the middle point
and corresponding DVP. N is the number of horizontal co-existent segments on
the boundary including itself. α (degrees) is angle of horizontal line and the
segment. MD (degrees) is a mean deviation of N co-existent segments. d is ratio
of segment length and PF width. Nv is the intersectional number between the
horizontal line and vertical segments. Fig.2(i) shows that four partial faces are

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2. (a) surrounding region; (b) relation between diameter and length of line seg-
ment; (c) line segment processing; (d,e) distribution of n and hi; (f,g) face patterns of
each horizontal group; (h,i) total face patterns and partial faces; (j) surface detection

Table 1. The values of threshold N1 and N2

Group orders 1st, 2nd 3rd 4th, 5th

N1 3 4 5
N2 2 3 4

Table 2. The conditions (Cds.) of horizontal boundaries

Cds. N αo MDo d Nv

1 1 ≤0.75 - ≥0.85 -
2 1 ≤1 - ≥1 -
3 ≥2 ≤0.75 ≤1.5 - -
4 - - - - ≥4
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automatically detected. An ambiguous PF will be rejected if it satisfies one
of conditions on table 3; where Mv and Mh are the mean lengths of vertical
and horizontal boundaries. A is the area of PF. Finally, if two PFs are close
together with different DVPs then a common vertical boundary is created by
maximum number of intersections between horizontal segments of the component
PFs (more detail in [10]). If two or more PFs are close together with the same
DVP and approximate height then they will be merged into one surface, Fig.2(j).

3 Structural Data Analysis

3.1 Structural Data for Building Detection

It is difficult to clearly discriminate between building and non-building regions in
the images. It is affected by the appearance of building and the conditions when
the image is being taken. Our goal is to construct a data which can be shared by
as much functions as possible. The images are taken from ground views and their
appearances are not so far from the camera position. On a certain limitation, the
estimation for far or close building appearances is controlled by the threshold
for detecting line segment. The hierarchical conditions for detecting building are
summarized that there is at least existence of one vertical DVP, one horizontal
DVP, and the final area of facet pattern has larger than 10,000 pixels.

3.2 Structural Data for Building Recognition

Each surface is represented by three features such as area, wall color histogram
and a list of local descriptors. The wall color histogram is well described in
our previous works [11]. The color information of wall is used to calculate a
36-bin histogram. The other visual property of facet is a list of SIFT (scale
invariant feature transform, [5]) descriptors. To decrease the noise and increase
the effect of match, the surface is transformed into the rectangular shape before
calculating SIFT descriptors and only keypoint whose scale is larger than 2 is
chosen, Fig.3.

For each building, tens of images are taken under different conditions. The
corresponding surfaces are classified by user. Then a generative model (GM) is
constructed by using singular value decomposition (SVD) method. Given n × 2
matrix A, we use SVD algorithm to decompose that A = U

∑
V T , where

∑
=

diag(λ1, λ2). Let a1, a2 be the columns of A, if χ2
(a1,a2) � 0 then λ1 � λ2 and

λ2 � 0. Re-calculate A that A = U
∑′

V T where
∑′ = diag(λ1, 0). Now, new

Table 3. The conditions (Cds.) of horizontal boundaries

Cds. 1 2 3 4 5 6 (and if A ≤ 8000 pixels)
Mv (pixels) < 30 - < 45 < 120 < 60 < 200
Mh (pixels) - < 30 < 120 < 45 < 60 < 200
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vector a1 equals a2 after normalizing into unit length. Let a = a1, a is called
approximate vector. The MG is trained by supervision as follows,

1. Initial model : Randomly chose a image in training set.
2. The first update: A new facet (FN ) is directly matched to the GM. The corre-

spondences are verified and then used for updating GM by the approximate
vector. The FN is stored at another place as an auxiliary facet (FA).

3. The next update: GM is updated by FN . Then FN matches to FA, the cor-
respondences are added into GM as new features by 2D transformative ma-
trices. The FA is replaced by FN . If the number of features of GM increases
then some features whose the updated times are smallest will be ruled out.

To overcome the affection of random noise we decompose matrix A with a
control factor; A = [γa1, a2], where γ(= 2) is a control factor. Similarly, the
color histogram is updated by the approximate vector.

3.3 Geometrical Surface Analysis

For each surface, a binary image is constructed where the non-wall regions are
considered as candidates of windows, doors, columns, etc; the surface is trans-
formed into the rectangular shape, Figs.4(a-d). The ambiguous candidates with
irregular shapes, for example, long and thin or very small are coarsely rejected.
The geometrical characteristics of each candidate are represented by its coordi-
nates (xmax,min, ymax,min); centroid (xc, yc); height (h = xmax−xmin) and width
(w = ymax − ymin); bounding box area (A = wh) and aspect ratio, Aasp = h

w .
Let W be a set of windows where Ri, i = 1, 2, · · · , M , (Cj , j = 1, 2, · · · , N) are
the rows (columns), Figs.4(e,f). The windows of building are usually coexisted
to each other. Thus, two candidates (a,b) should be satisfied,

a ∈ W ⇒ Aa
asp ≤ τasp (3)

(a) The first eight of images of one building in
our database

(b) Two corresponding surfaces and their wall
regions of building

(c) Generative model of surface according to the
red surface of Fig.3(b)

Fig. 3. Structural data for an example of one building
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 4. Step-by-step for detecting window

a, b ∈ Ri(or Cj) ⇒ |Aa − Ab|
Aa + Ab

≤ τA (4)

a, b ∈ Ri ⇒
|xa

max(min,c) − xb
max(min,c)|

ha + hb
≤ τc(τc,

τc

2
) (5)

a, b ∈ Cj ⇒
|ya

max(min,c) − yb
max(min,c)|

wa + wb
≤ τc(τc,

τc

2
) (6)

where τasp, τA, τc are certain thresholds according to 3.5, 0.25, 0.1, respectively.
For two or more windows of a row (column), the boundaries are re-calculated
by iteratively reweighted least squares of their boundary pixels, Fig.4(h).

The false positive (FP) and negative (FN) are improved by aligned character-
istics of windows. From detected windows, the median of area and centroid are
calculated. The FP is appeared as small windows at bottom of surface so that it
will be pruned out. The FN is appeared when a real window is occluded. Each
position of rectangular region where three other windows are located should be
a FN. It will be recovered after checking the corresponding position of remained
image in Fig.4(g). The final results are shown in Figs.4(i,j). The remained image
is considered as the candidates of doors as magenta region in Fig.4(j). Using the
alignment of detected windows, the size of building such as the number of floors
or the number of rooms (windows) of each floor are easily estimated. For exam-
ple, the building in Fig.4 has three floors with maximum 9 rooms in each floors.
Of course, It will be mis-estimated when the building face is occluded. But this
error can be improved when we analyze the image sequence of the movement.

4 Experiments

The proposed method has been performed with three data sets, all images are
taken in Ulsan metropolitan city in South Korea.

For building detection, a data set comprising 880 images with 680 building
images and 200 non-building ones is used. The building is correctly detected
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(a) Results of building de-
tection

(b) Results of non-building
detection

Fig. 5. Examples of building detection function

(a) 30, 52 and 68 correct
matches

(b) 42, 72 and 85 correct
matches

(c) 63, 104 and 149 cor-
rect matches

(d) 45, 78 and 100 correct
matches

Fig. 6. From left to right, The results of without, 10 and 20 times of update,
respectively

(a) (b) (c) (d) (e) (f)

Fig. 7. More examples of results of window detection

when the processes given out a surface which locates on the real one. The re-
sults obtain 660 (184) correct cases for building (non-building) detection. Several
examples are shown in Fig.5. Here, we obtain 97% and 92% of detection rate of
building and non-building images, respectively.

For building recognition, 50 buildings with their neighbors are considered.
Each building is taken 22 images including one for initial model, 20 images
for training database and remained one for testing the process. 78 surfaces are
detected from 50 images of initial models. Average 369 keypoints (or descriptors)
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are found for each each building. The size of database is very smaller than the
such works, [12], where around 2500 keypoints are stored for each building. The
recognition process has performed with initial database, after 10 and 20 times of
updates. The results show that the largest number of matches (before verifying
the correspondences) is increase about 10% of each 10 times of update. But the
number of correspondences increases about 50% after 10 times of update. Fig.6
shows several examples of our results. In each sub-image, the above image is
the test and the bottom one is the initial image after training. We obtain 100%
recognition rate for the observing test images with updated database.

For geometrical analysis, 150 evidently appeared surfaces are challenged with
total 1607 windows (T). The process given out 1544 extracted windows includ-
ing 1521 correct cases (TP- true positive), 139 recovered false negative windows,
23 false positive (FP) window extraction. So that 84 windows are omissive ex-
traction (FN-false negative). Fig.7 shows some results where the top picture in
each sub-image is the original image with the boundary of detected surface; the
under one is result of window detection. We obtained 93.34% detection rate.

5 Conclusions and Future Works

The structural data for core functions has constructed by geometrical charac-
teristics of building. The MLS proves that it is very powerful to distinguish
building and non-building patterns by remarkably reducing the line segments of
non-building images. So that the building and non-building images are classified.
The GM of surface is very effect for the building recognition which automatically
verifies the informative descriptors. When the system such as the robot is close
the building he needs to more understand the environment. Thus, the window of
building is detected which can be used to estimate other information such as the
doors, floors, rooms, etc. The structural data has been applied with three large
database. We obtain the good performances with high rate of building detection,
recognition and window extraction.

We are going to detect the door of building and then apply the method for
designing the outdoor robot. Different from the windows, the door usually ap-
pears alone in the building image. Therefore, to detect the door, we need more
information such as the context and multiple cues from the neighbor regions.
For example, the bush or ornament and trained trees appears beside the door;
the location is at bottom of building surface, etc.
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Abstract. In this paper, a method is proposed, to solve correspondence problem 
under structured space which is installed multiple cameras. The correspondence 
between different cameras is an important task to use the multiple camera sys-
tem. For solving this problem, the proposed method is consists of three steps 
which are detection of moving object, feature extraction and correspondence 
among different cameras. First step is to detect moving people by background 
subtraction from multiple background model. The temporal difference is used 
jointly to remove noise occurred from temporary change. The detected regions 
are divided using labeling as individual person. The second step is to segment 
the each person by a criterion with appearance and context information. The 
segmented regions in a person are estimated as Gaussian mixture model 
(GMM) for correspondence. The final step is process of correspondence be-
tween different cameras. A GMM from a camera is matched with another 
GMM from other cameras. A ratio of those GMMs is used as a criteria to iden-
tify same person. The experiment was performed with the specific scenarios in 
quantitative results. 

Keywords: Multiple Camera System, Background Subtraction, Correspond-
ence, Gaussian mixture model. 

1   Introduction 

The automatic monitoring systems using vision sensor improve the necessity itself in 
the structured space. Those systems are investigated continuously in the field of com-
puter vision such as intelligent space, robot town, and automatic surveillance system 
[1-3]. The multiple cameras are generally used to overcome limitation of field of  
view (FOV) when a single camera is used. There are several problems to use the mul-
tiple camera systems, i.e. camera calibration, camera switching, synchronization and 
correspondence among multiple views, and so on. Among those problems, this paper 
proposes a method to obtain correspondence between different views.  

The multiple camera systems can be classified as two situations are overlapping 
and non-overlapping views. The related works for corresponding objects in multiple 
camera system are investigated continuously with several approaches. In the geomet-
rical approach, Hu et al. [4] use the principal axis of objects as feature. The corre-
spondence is obtained by finding intersection of axes extracted from each object in 
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different views using homography. In another approach, the global color model from 
color histogram is used to match objects under different views. The correspondence is 
obtained by measuring the sum of distance between global color model and local 
color model [5]. Porikli [6] proposes inter-camera transfer function from cross-
correlation matrix. The color calibration is executed in advance to calibrate images 
from non-overlapping cameras which have different lighting conditions. Javed et al. 
[7] also propose the method to identify same person in non-overlapping views by 
using color transfer function and relationships of inter-camera. However, those meth-
ods usually need a training process in advance such as generating color model, color 
calibration, and learning a relationship of cameras. Also, if the systems need to install 
additional cameras, they have to execute re-training for whole cameras. To avoid  
that problem, we propose a method to identify a same person in the non-overlapping 
cameras without a learning process in advance. 

 

Fig. 1. The process diagram for proposed method 

The proposed method is consists of three steps which are motion detection, feature 
extraction and correspondence as shown in Fig. 1. The first step is a detection of mov-
ing objects. The objects are detected by background subtraction from multiple back-
ground model. The temporal difference of consecutive images is jointly used to remove 
noise from temporary change. Then the detected objects are divided by labeling as 
individual person. In this paper, we make assumptions that moving object is only hu-
man and human is walking straightly. The second step is to extract features from de-
tected person in each camera. A person is segmented as blobs by using a criterion with 
color range and context information of human body. Each blob is generated as Gaus-
sian probability distribution in each color channel. Then, the set of blobs is represented 
as Gaussian mixture model (GMM). In the final step, a GMM from a camera is 
matched with another GMM from other cameras by maximum likelihood estimation. 
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This paper consists of five sections as follows: The method for detection of moving 
objects is introduced in section 2. The process of generating blobs and estimating 
probability model is described in section 3. The matching and experiment is presented 
in section 4 and 5, respectively. Finally, the conclusion is presented in section 6. 

2   Detection of Moving Objects 

The detection of moving object is to segment foreground which is interesting regions 
from background scene. The several methods are proposed to detect moving objects 
such as background subtraction, optical flow, statistical method, and so on. Among 
them, we use background subtraction which is more simple and efficient method in a 
fixed camera system. In here, generating background model is important task for 
accurate detection. The background model is generated as two types which are  
multiple background model and temporal difference. The background subtraction is 
executed between multiple background model and current image. Then temporal 
difference is jointly used to remove noise from temporary change in the result of 
background subtraction. When more than two objects are detected, labeling is  
executed to select an individual person. 

Table 1. Notations for the process of generating multiple background model 

It Input Image sequence, t = 1, 2, 3,…, Nt 
p Index of pixel intensity, p = 1, 2, 3,…, (width×height) 

Ci Mean value of ith cluster 

Mi The indexed number in ith cluster 

Wi Weight value of ith cluster 

Bi ith background model, i = 1, 2, 3,…, n(p) 
t Index of frame 

I Index of cluster number 

δMBM Threshold value for separation of each pixel among image sequence 

σ Threshold value for removing clusters with small weight 

2.1   Generating Background Models 

The background model is generated as two types which are multiple background 
model and temporal difference. Firstly, the process of generating multiple background 
model is described with three steps which are pixel-based online clustering, removing 
clusters by comparing weight value and generating multiple background model as 
shown in Fig. 2 [8-9]. For explaining this process, the denotation is given in Table 1. 

The input sequence is converted RGB color space into gray image in advance. 
Whole process is executed based on pixel intensity. Selected N frames among total 
number of sequence Nt are used to generate multiple background model (N = 100). 
Each pixel has several clusters (C1,…,Ci) and ith cluster has mean value Mi and weight  
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value Wi. The first step is online clustering based on pixel. Every pixel is classified as 
a cluster by comparing distance with threshold value δMBM. If the distance is smaller 
than δMBM, the pixel is classified as the same cluster. Otherwise, the pixel is updated 
as new cluster. The process of clustering is executed until no more patterns remained. 
The second step is to remove clusters by comparing threshold value σ and weight 
value of each cluster. The weight value of cluster is calculated from the ratio between 
the number of referred pixels in a cluster and total number of pixel. The final step is 
to generate multiple background model. Among remained clusters from the second 
step, the background models are generated. In here, we set the number of background 
models that is four. If the multiple background model is generated at once, we just 
need to calculate new frame over time. Therefore, it is more simple and useful than 
other approach, i.e., mixture of Gaussian, temporal difference, and so on. 

 

Fig. 2. The process for generating multiple background model: It is composed of three steps 
which are pixel based online clustering, removing clusters and generating backgrounds 

Secondly, the temporal difference of consecutive two images is obtained by (1) and 
it updates itself in each frame. 

 

                                   (1) 

 
where TDN and IN are a temporal difference and input image in N frame, respectively. 
δTD is threshold value to select motion pixels or regions. 

10,      

255,   otherwise
N N TD

N

I I
TD

δ−⎧ − ≥⎪= ⎨
⎪⎩
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2.2   Background Subtraction and Labeling 

Firstly, the moving objects are detected by background subtraction from multiple 
background model. If the subtraction between ith background MBMN,i and input image 
including person is larger than δBS, those pixels are segmented as candidate of moving 
person by (2). The intersection regions of four results from background subtraction 
are regarded as moving person BSN. 

 

                    (2) 

 
The result of temporal difference is jointly used to compensate a limitation of multiple 
background model, i.e., the system recognize objects as background when the objects 
are staying in some interval which is smaller than N frames. In the section 2, there are 
several threshold values δMBM, σ, δTD and δBS. In this paper, those values are selected 
empirically. 

 

Fig. 3. The example of occlusion 

When more than two people are detected, the labeling is used to select each indi-
vidual person. The detail process of background subtraction and labeling is described 
in Fig. 3. In the case of occlusion, the number of label in each camera is compared 
with other cameras’. The labeled regions with smallest label are divided by its histo-
gram of horizontal and vertical. The example of occlusion is shown in Fig. 4. The 
number of label in second column (C2) is smaller than others. The regions are divided 
to make same number of label in others. The detail segmentation process of occluded 
people is explained in [4]. From above process, we detect moving objects in each 
camera. 

3   Feature Extraction and Correspondence 

In this section, the detected person is segmented as feature which is a Gaussian  
mixture model (GMM). Then, the GMM of a person in a camera is compared with 
another GMM of person from different views to identify a same human. 

The RGB color space of detected region is converted into HSI (hue-saturation-
intensity) color space. A criterion is generated with color range and context informa-
tion of human body. After segmentation by the criterion, remain regions are  
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segmented and grouped using color labeling. The segmented region is represented as 
Gaussian probability distribution. The person is composed of a set of blobs; therefore 
they are generated as a model by estimation of Gaussian mixture model (GMM). Each 
GMM is used as feature to identify a same human. 

3.1   Color Segmentation 

The detected regions in RGB color space is converted into HSI color space. The range 
in each channel is normalized in 0~255. The criterion is generated with color range 
and context information. The height of detected region is used as context information. 
The criterion is given in Table 2 [10]. The person regions are divided by the criterion. 
Then, color labeling is used for segmentation of remain regions. Those are segmented 
and grouped as groups. 

Table 2.  The criterion for color segmentation 

Group Color range Context Information 

Hair 0 < Intensity < 45 

Face 
Location > 1/4 of height 

Skin in  
arm or hand 

1/4 of height ≤ Location < 3/4 of height 

Skin in leg 

0 < Hue < 30 

or 
240 < Hue < 255 

Location ≤ 3/4 of height 

3.2   Estimation of Gaussian Mixture Model 

The segmented regions are represented as nth blob, Ol,1,···,Ol,n. The blobs have  
Gaussian probability distribution which is given in (3). 

 

                                     (3) 

 
where p(O) is the probability distribution of object and A is sum of each blob. μ and σ 
are the mean and variance according as color value c of the blobs coordinates, respec-
tively. The person has a set of blobs and is represented as a model by estimating 
Gaussian mixture model in (4) from distributions of blobs. 

 

(4) 

 
where c is a vector which has color values as components and Θ = {θ1,···,θb} are un-
known parameters for each Gaussian distribution of blobs p(c|ωj, θj), j = 1,…,b. ωj is 
the j-th labeled blob among known the number of blobs. θ = {μ, σ2} is statistical values 
of the mean (μ) and variance (σ2) of the j-th blob. It is able to estimation statistical 
values as GMM using an expectation-maximization (EM) [11]. 
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3.3   Correspondence between Different Views 

A GMM in a camera is matched with other GMM from different views to identify a 
same human by maximum likelihood. The ratio of GMMs is used as a criterion to 
decide correspondence.  

From the results of previous sections, an object has three GMM in each channel of 
HSI color space. The object is represented as a model in (5). 

 

(5) 

 
where M is a feature model of each object l in the camera k. p and α are GMM and 
weight value in each channel, respectively. The weight values are as follows: αH=0.4, 
αS=0.4, αI=0.2. The intensity value is frequently changed from illumination variance. 
Therefore we set the different weight value in each channel.  

The generated models are stored during 10 frames to confirm correspondence when 
the objects are reappeared in different space.  

4   Experiments 

The system configuration for experiment is as shown in Fig. 4. The experimental 
spaces are laboratory (Slab) and corridor (Scor) which is connected with laboratory. The 
five cameras (C1~C5) and two cameras (C-A1, C-A2) are installed in the Slab and Scor, 
respectively.  

All set of cameras are used with same-typed CCD cameras. The frame ratio is 15 
fps (frame per seconds) and 1300 frames are taken by each camera. The system is 
experimented under off-line. 

 

Fig. 4. The system configuration for experiment. The five cameras (C1~C5) and additional two 
cameras (C-A1, C-A2) are installed in the laboratory (Slab) and the corridor (Scor), respectively. 

( ) ( ) ( ) ( ){ }H ,H S ,S ,Ilogk k k k
l l l I lM p p pα α α= + +
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Fig. 5. The result of motion detection 

 

Fig. 6. Comparison between GMMs of objects from different views in same spaces (Slab) 

The detected result is shown in Fig. 5. The first row is the results of background 
subtraction from multiple background model and the second row is the results of 
labeled person in each camera. The experiment for correspondence is executed with 
two scenarios as follows: 

• Case 1: The correspondence of objects among the different cameras in the labora-
tory space (Slab). We need to identify a person in the overlapping views obtained 
from multiple cameras 

• Case 2: The correspondence of objects among the different cameras in the labora-
tory (Slab) and the corridor space (Scor), respectively. The person in a space (Slab) of 
overlapping views move to another space (Scor) which is connected with (Slab). This 
correspondence is a necessity when we need to track continuously even though the 
person is stayed in the non-overlapping views. 

Fig. 6 and Fig. 7 show the result of comparison between GMM of objects under above 
scenarios, respectively. Firstly, the GMM of each person is compared in the labora-
tory as shown in Fig. 6. From comparing each distribution, we are able to identify that 
GMM of each person is obviously different. Secondly, the GMM of each person in  
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Fig. 7. Comparison between GMMs of objects from different views in different spaces 

the laboratory and corridor is described as shown in Fig. 7. In the second case, the 
distributions of same object are more different than the first case from illumination 
difference. However, the same person is identified by selecting minimum of the ratio 
of GMM. Therefore the correspondence is also obtained in case 2. The ratios of corre-
spondence are 94.88% and 86.65% in the case 1 and case 2, respectively. The 500 
images among accurate detected images in each camera are used to obtain the ratio of 
correspondence.  

5   Conclusions 

This paper proposes a kind of method to solve correspondence problem in the differ-
ent views when the system need to additional space. The moving objects are detected 
by background subtraction from multiple background model and temporal difference. 
The color distribution of detected objects is used as feature for obtaining the corre-
spondence. For extracting the color features, we make the criterion with color range 
and context information. Each object is represented as estimated GMM. The GMM of 
a detected person from a camera is matched with another GMM of another people 
from the different cameras by maximum likelihood estimation. That is, the ratio of 
GMM is a criterion to identify same person. The experiment with several sequences 
and three scenarios was performed in the quantitative results. We are able to obtain 
correspondence of objects in different views without a learning process in advance. 
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Abstract. For integrated social networking and sensor networking services, a 
unified approach using a unified directory service based on web-based directory 
was studied. As a convenient and usable mobile web service for unified so-
cial/sensor networking service, the multi-lingual single-character domain names 
as mobile user interface for accessing the metadata of social/sensor information 
in unified directory are convenient, efficient and consistent. For searching for 
social/sensor information as well as registering metadata of sensor/social  
information, we introduce the web-based unified-directory service with the re-
quirements, performance metrics for QoS, resource utilization and real-time  
estimation of the performance metrics. 

1   Introduction 

Mobile social networking services, based on mobile interaction, are emerging as a 
result of the evolution of mobile communication technology and multimedia mobile 
devices in the ubiquitous information society. Various sensor networks composed of 
nodes are being deployed, and we found an analogy between human-centric social 
networking and highly evolved sensor networking. We attempted to find a unified 
approach for integration and found an analogy between a social and sensor network on 
the basis of a unified directory service. 

A social network is a social structure made of nodes that are generally individuals or 
organizations. The maximum size of a social network tends to be approximately 150 
people and the average size is about 124 [1]. To better understand the concept of cul-
ture, and how it is related to human-computer interaction, Ford and Kotze [2] state that 
culture, as patterns of thinking, feeling and acting, influences the way in which people 
communicate amongst themselves and with computers. We studied interaction with 
mobile devices as well as with sensors beyond ‘computers’ because of the proliferation 
of mobile devices and applications with intelligence based on context-awareness. 

The complexity involved with providing consistent information access from portals 
or community sites has been increasing and the inconvenience of user interaction for 
information access has become confusing for even skilled users. For sensor network-
ing, the complexity of accessing to the metadata information in distributed directories 
will be increased significantly. We suggest and introduce a ubiquitous and unified 
directory service with the convenient interaction in social/sensor networking. 
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The mobile phone can be the sink node or the sensor node in a ubiquitous net-
working environment because the mobile service has been available worldwide even 
before the proliferation of sensor networks. The mobile device has several features that 
support the use in the middle of sensor networks; beside local connectivity with 
stand-alone sensor motes, connecting sensor networks to the Internet on a global  
scale creates endless opportunities for applications and services, as well as new 
emerging models of operation [3]. We studied the mobile interaction between a user 
and the unified USN (ubiquitous sensor network) directory for highly evolved sensor 
networking applications. 

In the following sections, we discuss requirements for social/sensor networking 
service considering social networking types. We also discuss a unified and web-based 
directory service for the social/sensor networking types. We then discuss the per-
formance metrics for QoS in accessing a unified directory. Resource utilization and 
real-time estimation are presented. Mobile interaction for a unified directory service is 
discussed on the basis of the implementation of a unified web site. Finally, we conclude 
our study with a consideration of a unified social/sensor directory service including the 
metadata of sensors in u-City, a highly evolved sensor networking environment. 

2   Requirements for Social/Sensor Network Services 

We characterized the types of social networking. With e-mail or an SMS/MMS, we can 
communicate with one or several persons via sending a message (i.e. for out-going) as 
well as by receiving a message from them (i.e. for in-coming). With an instant mes-
senger, we can send a message to a person or to a group of people; therefore we can 
communicate in characteristics of one-to-one or one-to-many. In a café or on a bulletin 
board, we can communicate with shared information or message in the form of 
many-to-many (notated as n in the Fig.1). Similarly, on a blog or mini home page (i.e. 
the personal home page), each person can send shared information or messages to many 
persons (i.e. in the form of one to many). 

The evolution sequence is as follows. The individual user has his/her own ID or 
number, e-mail, mobile phone, bulletin board, home page, café, blog, mini home page, 
mobile blog, instant messenger and so forth. Each has its own advantages and disad-
vantages (i.e. pros and cons). A large portion of e-mails being received everyday is 
spam, and with white-lists such as the buddy-list in instant messaging people often 
communicate within closed circles [4]. If the originator in social networking tools is 
easily traceable, then the amount of spam is relatively small, however even SMS spam 
and IP-phone junk calls are commonplace, unless we initiate appropriate safeguards. 

Most sensor network researchers would probably agree that we have placed too 
much attention on the networking of distributed sensing and too little on the tools 
necessary to manage, analyze, and understand the data [5]. However, with standards in 
place for networking and other infrastructure-related issues, or at least an emerging 
consensus as to how to solve these issues, the demands for a sensor web revolve around 
questions of information management. In terms of service discovery, service discovery 
protocols are designed to minimize administrative overhead and increase usability [6]. 
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Fig. 1. Social Networking Types and Characteristics 

Design goals for a unified web service must be considered on the basis of a real 
service from a user’s perspective. We tried to satisfy the design concept for the im-
plementation of a unified and web-based directory for mobile interaction between 
human beings and social groups as well as for interaction between sensor nodes and 
sensor network. We tried to improve the design goals. We introduce the current status of 
our research to apply the insight of social networking to the advanced sensor net-
working for the u-City of the future, especially for the integration of two heterogeneous 
types of networking. 

3   Unified Directory Service for Social/Sensor Network 

Ubiquitous applications need a middleware platform to interface between many dif-
ferent sensors/transducers and applications. Adding context awareness to middleware 
increases device usability and allows better user interaction [7]. We found that the 
ontology for semantics is heavily related to the word or letter of a multilingual language 
such as Korean. We found also the first letter of a person’s name in social networking as 
well as a name of a sensor network/node in sensor networking could be used as an index 
key in a directory service. Therefore, if we use the first letter of names for social/sensor 
networking service, integrated user interface will be quite convenient. We studied using 
the consonants and vowels of the first multi-lingual letter as index keys and domain 
names for real-time access of information with mobile devices. 

We characterized the sensor networking types to integrate with a social networking 
area for the unified directory service. In the sensor networking type in Fig.2, there is no 
posting type as in the social networking type. We can use the metadata directory for 
posting the sensed information. 
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Fig. 2. Sensor Networking Types 

For consistency of information when using real-time social/sensor networking ser-
vices, in addition to usable user interfaces, we need a unified and a ubiquitous web 
service based on the wired and mobile Internet. Fast and convenient access to metadata 
information as well as registration is required for the unified social/sensor networking 
service. We need to write the information in the ubiquitous and unified directory and 
make it accessible with single-character multilingual domain names instead of long 
URL strings for convenient web-based information management. 

For ubiquitous information portals of social/sensor networking services, the unified 
information service is indispensable in social/sensor networking even before the 
full-browsing capability of mobile phone. The full-browsing phone becomes popular. 
The ubiquitous web server must have the capability of showing unified contents, i.e. the 
HTML contents for wired Internet as well as the mobile contents for many different kinds 
of mobile Internet and various contents using different mobile markup languages, e.g. 
WML (Wireless Markup Language) and mHTML (mobile Hypertext Markup Language). 
Easy typing of the URL is also important especially for usable mobile Internet interac-
tion. The single-character multilingual domain names, which could become the indexing 
key character for information retrieval from ubiquitous and unified directory as well as 
for information registration into unified and web-based directories, have been considered 
a convenient user interface for unified social/sensor networking services. 

4   Performance Metrics for QoS 

We need to consider the accessibility to ubiquitous web-based directory sites as well as 
the performance of the mobile interaction for a unified web service. We used a single 
web server for metadata information access as a unified service for the simplicity of 
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information management and for cost-effectiveness in this study. This method gives 
effectiveness and efficiency for the access of information and the utilization of re-
sources, in terms of the bandwidth for communication and the size of disk storage to 
build ubiquitous web-based directory sites for mobile social networking service as well 
as the metadata USN directory service. 

Understanding user experiences taking place in different social contexts and physi-
cal and cultural environments is not an easy task for designers [8] or for performance 
analysts. We studied the important performance metric, e.g. delay from the user’s 
perspective as well as the performance metric, e.g. delay, not only with the time in the 
network and server, but also with the spent time by the user and the input interaction 
time with the keypads for URLs or metadata information for the notifica-
tion/registration interaction with the web site for mobile social community services as 
well as for the metadata USN directory service. 

As performance metrics for the end-to-end QoS, we assume that the random vari-
ables, the round-trip response time for a user’s single interaction in a session, from user 
to the contents in a unified directory through wired/mobile Internet before the next 
interaction with a mobile phone is R. The preparation time for any user/agent in online 
social/sensor networking to get devices for interaction is U. The time spent by the 
user/agent with mobile devices to do an appropriate interaction for a service is D. The 
aggregate interaction time to the web-based and unified directory server after the mo-
bile device through networks for service is S. The interaction time depending upon 
social/sensor information in the metadata directory DB is C.  

For the pulling service, we may order the dominating factors in the overall per-
formance of mobile interaction from the user/agent’s perspective as follows. In general, 
the relationship between the delay metrics for interaction with a mobile device could be 
U>D>S>C. Here, we need to decrease the major interaction times U and D for the 
pulling service with usable mobile interaction, as well as the network and server  
interaction time S (or interaction time to contents or metadata in a unified DB, C). 

To be time-deterministic for an application with QoS (Quality of Service) in the 
unified directory service, e.g. the searching of required metadata in one minute, the 
interaction with the device must be usable, the unified directory server must be efficient 
and must have a high interaction performance, and the metadata of social/sensor in-
formation for interaction must be simplified in an efficient format. The user/agent’s 
preparation time for metadata access, or the ubiquity metric, U, will decrease (i.e. 
improve) depending upon the proliferation of ubiquitous computing and networking 
environments. The average keypad-press number with mobile phones is related to the 
interaction time related to the mobile UI agent. 

The aggregate interaction time is related to the performance metric, which can  
be improved with a simple user/agent interface and a web-based metadata USN di-
rectory for the sensor web, especially for usable interaction in a unified and web-based 
directory service. 

5   Resource Utilization and Real-Time Estimation 

We need a social/sensor network (SSN) directory for a unified service for social net-
working as well as for the sensor networking service. For this unified service, we need 
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a unified directory service including the integrated metadata information for social 
networking as well as sensor networking service. We used a ‘HandBoard’ (i.e. online 
whiteboard service using hand-sized information in PC or handheld phone) as a 
common posting way for both the metadata information for sensor networks and the 
person/group information for the social networking service. 

Fig.3 shows the integrated social-sensor networking service with ‘HandBoard’ for 
web-based unified-directory service. For general application as well as a specific ap-
plication (e.g. web name card service) with the social-sensor network (SSN), directories 
are shown on the basis of out-going and in-coming characteristics. 

We used a single web-based server for the simplicity of management and the 
cost-effectiveness of implementation for the text-based web information portals for 
the mobile social networking services. This helps with the reliability of duplicated 
web-based directory servers, which will be implemented. We considered the  
effectiveness and efficiency of the management of web-based information and the 
utilization of resources for social networking in terms of the bandwidth for commu-
nication and the size of Web DB for usable mobile interaction in a ubiquitous web 
service. 

We need to form an efficient way for resources to interact with the unified and 
web-based directory using pulling interaction schemes instead of the push-style inter-
action scheme in the real-time social networking service as well as in the metadata 
information management for the sensor networking service. This concept will be im-
portant for the unified directory services in the ubiquitous social/sensor networking 
services because of the requirement for real-time characteristics and QoS.  

 

Fig. 3. Social-Sensor Networking Service with HandBoard 
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Fig. 4. Resource Utilization vs Ubiquitous Accessibility for Social Net 

The adaptability to sensor networking will increase according to the proliferation of 
the ubiquitous accessibility by individual users. Depending upon the application, the 
integration of social networking and sensor networking may or may not be possible, 
adequate, or valuable. We compared the pulling interaction schemes, e.g. mini home-
pages, blogs, mobile blogs, UCCs, mobile UCCs, and ‘HandBoard’ services, in terms 
of the resource consumption for interaction, i.e. telecommunication bandwidth and disk 
space. As a scheme for ‘1-to-many’ interaction service (i.e. one information provider 
notifies social information to many participants or customers) the above pulling in-
teraction scheme seems to be satisfactory, even though the levels of efficiency and 
effectiveness are very different. 

Resource utilization for interaction is also different from one interaction scheme to 
another. We do not need to analyze each interaction scheme in detail; instead we can 
differentiate the above services into two interaction schemes as follows. One scheme, 
based on multimedia contents, i.e. mini homepages, blogs, mobile blogs, UCCs, mobile 
UCC services, and another interaction schemes, is using only text-based contents with a 
limited size, i.e. our proposed ‘HandBoard’ interaction service. We chose the ‘Hand-
Board’ interaction service because of the efficiency and effectiveness of resource 
utilization and TTS (text to speech) functionality for the mobile social networking 
service with hand-held mobile devices, especially for usable mobile interaction. This 
concept is applicable to the unified directory service including the metadata USN  
directory for static or dynamic metadata information management. 

We considered resource utilization for sensor networking as follows. With a dif-
ferent DB table for the metadata USN directory service, the manager or user compo-
nents for the web-based USN directory service can efficiently manage the metadata 
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information. The resource utilization for sensor networking is very important because 
the QoS performance for the unified directory service is heavily dependent upon the 
scheme of the real-time metadata USN directory service. 

Important issues such as data quality of sensor nodes, real-time aggregation and 
estimation of random variables (e.g. temperature, humidity, blood pressure, beat rate, 
data-update frequency, etc) for the social/sensor networking service have been con-
sidered. For real-time estimation, we used an exponentially weighted moving average 
model with the appropriate smoothing parameter α  to get the mean value of the 
random variable kx . To find the statistical outlier we need to get deviation, and we used 
the mean absolute deviation (MAD) model to reduce the complexity of calculation. 

1(1 )k k kx x xα α −= + − , (1) 

where 0 1α< < . The mean absolute deviation (MAD) is defined by  
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MAD x x
= − +

= −∑ , (2) 

where the chosen sample size for statistics is N, that is the number of samples to be 

stored in memory for estimation, the samples have values ix , the mean is kx  (k > N-1) 

and 
1

N
α

≈ . If the smoothing parameter α  is too small, N becomes larger. For 

sensor networks, if Ns  is the number of sensors, then the memory size for real-time 

estimation becomes
1

* *s sN N N
α

= . The right place for real-time estimation may be 

chosen on the basis of the appropriate requirement, for example in a sensor/sink node, 
in a gateway node, in a middleware, or in an application program. 

For mobile interaction in a web service, the implemented system is not only based 
on wired or mobile Internet, but also many multilingual single-character domains for 
fast access to the unified directory, the mobile social networking service as well as the 
sensor networking service. We implemented a web service for a lecture group, com-
posed of approximately 120 students, and an alumni association, composed of about 60 
members, and various social networking services. We focused on the social network-
ing, and we applied sensor networking assuming the number of interacting nodes to be 
between 70 and 160, which is the similar number of sensor nodes in an automobile. 

In the deployment of real sensor networks, the appropriate group size of sensor 
nodes for each sensor network as well as the appropriate group size of sensor networks 
for the unified directory service will be realized depending upon the application service 
including the u-City (ubiquitous city). 

The pulling of metadata in the directory can be considered similarly to the sampling 
theorem, the pulling (i.e. sampling) frequency sf , which is the frequency of pulling the 

ubiquitous record in the metadata DB table, i.e. a searched web site for mobile social 
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networking service, and uf  is the frequency of notification (i.e. updating) in ‘Hand-

Board’ by the association for mobile social networking service. Then, 2s uf f≥ . 

If Tu is the mean of updating period, and tu is the random variable of updating time 
interval, then 

1(1 )u u k kT t at a t −= = + − . (3) 

The sampling frequency fs  may be different for each random variable, and 

1

2 2 2
2

(1 )
s u

u u k k

f f
T t at a t −

≥ = = =
+ −

. (4) 

(fu is the updating or changing frequency of a random variable). 

With the pulling (i.e. sampling) frequency sf , the member in the social network and 

the monitoring agent in the sensor network need to pull the metadata information in the 
unified directory. In the directory service, the pulling rate by manager or components 
for the updated metadata information of a sensor network or a sensor node will be very 
similar to the above concept. It will be also helpful for the queuing analysis within the 
above arrival rate, i.e. as a practical pulling rate, for the USN directory service. With 
any mobile device, the directory service for social interaction as well as the sensor 
networking will be feasible in ubiquitous computing and networking environments 
with the real-time information management. We implemented the web-based uni-
fied-directory service with a single-character multilingual alphabet as well as with the 
English alphabet as shown in Fig.5. 

 

Fig. 5. Web-based Unified Directory with Multilingual Alphabet and English Alphabet 

6   Conclusions 

A unified approach for an integrated social/sensor networking service was studied. As a 
convenient and usable mobile interface for mobile web service for online social/sensor 
networks, the multi-lingual single-character domain names as indexing keys to so-
cial/sensor information in ubiquitous web service are convenient mobile user inter-
faces. We studied the application of the metadata directory service because of the 
analogy. The convenience of multilingual single-character domain-names and the tiny 
‘HandBoard’ for usable mobile interaction was studied for a unified and web-based 
directory service. We implemented a unified directory service for the social/sensor 
networking services. The unified directory service including applications for the u-City 
will be studied further on the basis of this unified directory. 
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Abstract. Energy markets are systems for effecting the purchase and sale
of electricity using supply and demand to set the price. A typical energy
market involves a wholesale market for electricity generation, when competing
generators offer their electricity output to retailers, and a retail market
for electricity retailing, when end-use customers choose their supplier from
competing electricity retailers. This paper addresses the challenges created by
competitive energy markets towards ensuring the full benefits of deregulation.
It presents a multi-agent energy market composed of multiple autonomous
computational agents, each responsible for one or more market functions, and
each interacting with other agents in the execution of their responsibilities.
Additionally, the paper presents a negotiation model for autonomous agents. The
model handles bilateral multi-issue negotiation and formalizes a set of negotiation
strategies studied in the social sciences and frequently used by human negotiators.

1 Introduction

Multi-agent systems (MAS) have generated lots of excitement in recent years because
of their promise as a new paradigm for conceptualizing, designing, and implementing
complex software systems. The major motivations for the increasing interest in MAS
research include the ability to solve problems in which data, expertise, or control is
distributed, the ability to allow inter-operation of existing legacy systems, and the ability
to enhance performance along the dimensions of computational efficiency, reliability,
and robustness. Agent technology has been used to solve real-world problems in a range
of industrial and commercial applications, including manufacturing, process control,
telecommunications, air traffic control, information management, electronic commerce,
and business process management (see, e.g., [3, 12, 13]).

The electrical power industry provides the production and delivery of electricity
to businesses and households through a grid. This industry is commonly split into
four processes, namely electricity generation, electric power transmission, electricity
distribution, and electricity retailing. Electricity is most often produced at power
stations, transmitted at high-voltages to multiple substations near populated areas, and
distributed at medium and low-voltages to consumers. Electricity retailing has not
changed much over time − customers are normally charged based on the amount of
energy consumed.
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The electrical power industry was traditionally heavily regulated with extensive
public ownership, federalized organisational structures, and a lack of market-price
mechanisms. Its deregulation basically separates the contestable functions of electricity
generation and retail from the natural monopoly functions of transmission and
distribution. This, in turn, leads to the establishment of a wholesale market for
electricity generation, when competing generators offer their electricity output to
retailers, and a retail market for electricity retailing, when end-use customers choose
their supplier from competing electricity retailers. Clearly, opening up electricity
production to competition is an important tool to improve the efficiency of the electricity
production industry and therefore to benefit all electricity consumers. Competitive
forces can drive producers to innovate and operate in more efficient and economic ways.
Innovation can lead to lower prices and a better use of energy resources.

Energy markets in general and multi-agent energy markets in particular have
received some attention lately (see, e.g., [2, 14, 20]). However, despite these and other
relevant pieces of work, most challenges created by deregulation are still waiting to be
addressed more thoroughly. At present, there is a need to develop computational tools
to help manage the complexity of energy markets towards ensuring long-term capacity
sustainability. Against this background, the purpose of this paper is twofold:

1. to present a multi-agent energy market − the market is composed of a collection
of autonomous computational agents, each responsible for one or more market
functions, and each interacting with other agents in the execution of their
responsibilities;

2. to present a negotiation model for autonomous agents − the model handles bilateral
multi-issue negotiation and formalizes a set of negotiation strategies studied in the
social sciences and frequently used by human negotiators.

This paper builds on our previous work in the area of automated negotiation [7, 8, 9].
In particular, it considers a number of strategies based on rules-of-thumb distilled from
behavioral negotiation theory. It also lays the foundation for performing an experiment
to investigate the performance of agents operating in the energy market and equipped
with the negotiation model.

The remainder of the paper is structured as follows. Section 2 describes a multi-agent
energy market. Section 3 presents a negotiation model for autonomous agents, focusing
on the operational and strategic process of preparing and planning for negotiation
(usually referred to as pre-negotiation), and the central process of moving toward
agreement (usually referred to as actual negotiation, or simply negotiation). Finally,
related work and concluding remarks are presented in sections 4 and 5 respectively.

2 Multi-Agent Energy Market

Multi-agent systems are ideally suited to represent problems that have multiple problem
solving entities and multiple problem solving methods. Central to the design and
effective operation of a multi-agent system are a core set of problems and research
questions, notably:
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1. the design problem − how to formulate, describe, decompose, and allocate different
problems and synthesize results among a group of intelligent agents?

2. the coordination problem − how to ensure that agents act coherently,
accommodating the local decisions or non-local effects and avoiding harmful
interactions?

The design problem is focused on the domain the system is intended to solve in a
distributed manner, i.e., a deregulated energy market involving a wholesale market and
a retail market. Practically speaking, the role of the wholesale market is to allow trading
between generators and retailers both for short-term delivery of electricity and for future
delivery periods − competing generators can offer their electricity output to retailers.
The role of the retail market is to allow trading between energy consumers and retailers
− end-use customers can choose their supplier from competing electricity retailers.
Accordingly, we consider the following types of agents:

1. generators or producers, who in aggregate sell to the wholesale market;
2. retailers or suppliers, who in aggregate buy from the wholesale market and sell to

the retail market;
3. customers or consumers, who in aggregate buy from the retail market.

The agents are computer systems capable of flexible autonomous action in order to
meet their design objectives. They can to respond in a timely fashion to changes that
occur in the environment, exhibit goal-directed behavior, and interact with other agents
in order to reach their design objectives. In particular, competing generators can interact
with various retailers to offer their electricity output and, mainly, end-use customers can
interact with competing electricity retailers to choose their supplier.

The coordination problem is focussed on ensuring that autonomous agents act in a
tightly coordinated manner in order to effectively achieve their goals. This problem
is addressed, at least in part, by designing agents that are able to coordinate their
activities through negotiation. Specifically, for the case of a deregulated market, the
agents are charged with executing actions towards the achievement of their private
goals and, thus, conflicts inevitably occur among them. Negotiation is the predominant
process for resolving conflicts. Accordingly, the agents are equipped with a negotiation
model enabling them to: (i) prepare and plan for negotiation, (ii) generate, evaluate and
exchange offers, (iii) come to agreements acceptable to all parties, and (iv) implement
final agreements, i.e., determine who needs to do what once contracts are signed.

Now, in order to move towards the full benefits of deregulation, we put forward
the following requirement for market design: the arrangement of customers’ electricity
supply should be achieved by having contracts that specify the provision of an amount
of energy for a certain period of time (e.g., one hour). At present, the overall energy
consumption in several countries seems to be increasing at a faster pace than energy
production. The consequences of not being able to support the demand of energy in
the near future are seriously worrying: brownouts or blackouts and the subsequent
economical loses. Furthermore, peak loads can approach or even go beyond existing
supply capabilities. An appealing method to prevent this worst-case scenario consists
of reducing the energy demand and, if this is not possible, executing energy intensive
processing tasks whenever the demand of energy is lower.



658 F. Lopes, A.Q. Novais, and H. Coelho

To this end, there have been a number of initiatives to distribute energy demand
over time to avoid peak loads. In particular, many companies have already presented a
two-rate tariff to smooth the daily demand profile (cheaper night tariff). This dual model
can easily be refined if, instead of two rates, companies offer three rates or even an
hour-wise tariff. For instance, a company can present a three-rate tariff by considering
that from 7 to 9 am and from 7 to 9 pm are peak hours, from 12 am to 3 pm and from
10 pm to 11 pm is a medium-load period and, finally, the rest is low-demand time.

Furthermore, we put forward another requirement for market design: suppliers and
consumers should be able to enter into contracts to protect themselves from volume and
price risks. Volume risk is a term used to denote the phenomenon whereby the market
participants have uncertain quantities of consumption or production. Price risk is a term
used to denote extremely high price volatilities at times of peak demand and supply
shortages.

3 Multi-Agent Negotiation

Negotiation is an important and pervasive form of social interaction − it may involve
two parties (bilateral negotiation) or more than two parties (multilateral negotiation),
and one issue (single-issue negotiation) or many issues multi-issue negotiation). This
section briefly introduces a model for autonomous agents that handles two-party
multi-issue negotiation (see [7, 8, 9] for an in-depth discussion).

3.1 Pre-negotiation

Pre-negotiation is the process of preparing and planning for negotiation and involves
mainly the creation of a well-laid plan specifying the activities that negotiators should
attend to before actually starting to negotiate [6]. Accordingly, we describe below
various activities that negotiators make efforts to perform in order to carefully prepare
and plan for negotiation.

Let Ag={ag1, ag2} be the set of autonomous negotiating agents. Let
Agenda={is1, . . . , isn} be the negotiating agenda − the set of issues to be
deliberated. The issues are quantitative variables, defined over continuous intervals.
Effective pre-negotiation requires that negotiators prioritize the issues, define the limits,
and specify the targets. Priorities are set by rank-ordering the issues, i.e., by defining
the most important, the second most important, and so on. The priority pril of an agent
agi ∈Ag for each issue isl ∈Agenda is a number that represents its order of preference.
The weight wil of isl is a number that represents its relative importance. The limit limil

or resistance point is the point where agi decides that it should stop to negotiate, because
any settlement beyond this point is not minimally acceptable. The level of aspiration or
target point trgil is the point where agi realistically expects to achieve a settlement.

Additionally, effective pre-negotiation requires that negotiators agree on an
appropriate protocol that defines the rules governing the interaction. The protocol can
be simple, allowing agents to exchange only proposals. Alternatively, the protocol
can be complex, allowing agents to provide arguments to support their negotiation
stance. However, most sophisticated protocols make considerable demands on any
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implementation, mainly because they appeal to very rich representations of the agents
and their environments (see, e.g., [4, 10]). Therefore, we consider an alternating offers
protocol [11]. Two agents or players bargain over the division of the surplus of n≥2
issues (goods or pies) by alternately proposing offers at times in T = {1, 2, . . .}. The
negotiation procedure, labelled the “joint-offer procedure”, involves bargaining over
the allocation of the entire endowment stream at once. An offer is a vector (x1, . . . , xn)
specifying a division of the n goods. Once an agreement is reached, the agreed-upon
allocations of the goods are implemented.

The players’ preferences are modelled by assuming that each player agi discounts
future payoffs at some given rate δt

i , 0<δt
i <1, (δt

i is referred to as the discount factor).
The cost of bargaining derives from the delay in consumption implied by a rejection of
an offer. Practically speaking, the justification for this form of preferences takes into
account the fact that money today can be used to make money tomorrow. Let Ui be the
payoff function of agi. For simplicity and tractability, we assume that Ui is separable in
all their arguments and that the per-period delay costs are the same for all issues:

Ui(x1, . . . , xn, t) = δ
(t−1)
i

∑n
l=1 wil uil(xl)

where wil is the weight of isil and xl denotes the share of agi for isil. The component
payoff function uil for isil is a continuous, strictly monotonic, and linear function. The
distinguish feature of time preferences with a constant discount rate is the linearity of
the function uil [11]. The payoff of disagreement is normalized at 0 for both players.

3.2 Actual Negotiation

Actual negotiation is the process of moving toward agreement (usually by an iterative
exchange of offers and counter-offers). The negotiation protocol defines the states (e.g.,
accepting a proposal), the valid actions of the agents in particular states (e.g., which
messages can be sent by whom, to whom, at what stage), and the events that cause states
to change (e.g., proposal accepted). It marks branching points at which negotiators have
to make decisions according to their strategies. Hence, this section formalizes a set of
strategies studied in the social sciences and frequently used by human negotiators.

Negotiation strategies can reflect a variety of behaviours and lead to strikingly
different outcomes. However, the following two fundamental groups of strategies are
commonly discussed in the behavioral negotiation literature [15, 19]:

1. concession making − negotiators who employ strategies in this group reduce their
aspirations to accommodate the opponent;

2. problem solving − negotiators maintain their aspirations and try to find ways of
reconciling them with the aspirations of the opponent.

Two explanatory and cautionary notes are in order here. First, most strategies are
implemented through a variety of tactics. The line between strategies and tactics often
seems indistinct, but one major difference is that of scope. Tactics are short-term moves
designed to enact or pursue broad (high-level) strategies [6]. Second, most strategies
are only informally discussed in the behavioral literature − they are not formalized, as
typically happens in the game-theoretic literature.
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Concession making behaviour aims at partially or totally accommodating the other
party. Consider two incompletely informed agents bargaining over n distinct issues
{is1, . . . , isn}. For convenience, each issue isl is modelled as an interval [minl, maxl].
The opening stance and the pattern of concessions are two central elements of
negotiation. Three different opening positions (extreme, reasonable and modest) and
three levels of concession magnitude (large, moderate and small) are commonly
discussed in the behavioral literature [6]. They can lead to a number of concession
strategies, notably:

1. starting high and conceding slowly − negotiators adopt an optimistic opening
attitude and make successive small concessions;

2. starting reasonable and conceding moderately − negotiators adopt a realistic
opening attitude and make successive moderate concessions;

3. starting low and conceding rapidly − negotiators adopt a pessimistic opening
attitude and make successive large concessions.

Let pt−1
j→i be the offer that agj has proposed to agi in period t−1. Likewise, let pt

i→j be
the offer that agi is ready to propose in the next time period t. The formal definition of
a generic concession strategy follows.

Definition 1. Let agi ∈Ag be a negotiating agent. A concession strategy for agi is a
function that specifies either the tactic to apply at the beginning of negotiation or the
tactic that defines the concessions to be made during the course of negotiation:

conc
def
=

⎧⎨
⎩

apply tact1i if agi’s turn and t=1
apply tactti if agi’s turn and t>1
if Ui(pt−1

j→i)≥Ui(pt
i→j) accept else reject if agj’s turn

where tact1i is an opening negotiation tactic and tactti is a concession tactic.

The two aforementioned concession strategies are defined by considering different
tactics. For instance, the “starting reasonable and conceding moderately” strategy is
defined by: “tact1i=starting realistic” and “tactti = moderate” (but see below).

Problem solving behaviour aims at finding agreements that appeal to all sides,
both individually and collectively. This behaviour can take several forms, notably
logrolling − negotiators agree to trade-off among the issues under consideration so
that each party concedes on issues that are of low priority to itself and high priority
to the other party [15, 19]. Effective logrolling requires information about the two
parties’ priorities so that concessions can be matched up. This information is not always
easy to get. The main reason for this is that negotiators often try to conceal their
priorities for fear that they will be forced to concede on issues of lesser importance
to themselves without receiving any repayment [15]. Despite this, research evidence
indicates that it is often not detrimental for negotiators to disclose information that can
reveal their priorities − a simple rank order of the issues does not put negotiators at
a strategic disadvantage [19]. Hence, we consider that negotiators willingly disclose
information that can help to identify their priorities (e.g., their interests). The formal
definition of a generic logrolling strategy follows.
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Definition 2. Let agi ∈Ag be a negotiating agent and agj ∈Ag be its opponent. Let
Agenda denote the negotiating agenda, Agenda⊕ the subset of the agenda containing
the issues of high priority for agi (and low priority for agj), and Agenda� the subset
of the agenda containing the issues of low priority for agi (and high priority for agj).
A logrolling strategy for agi is a function that specifies either the tactic to apply at
the beginning of negotiation or the tactics to make trade-offs during the course of
negotiation:

log
def
=

⎧⎨
⎩

apply tact1i if agi’s turn and t=1
apply tactt

⊕

i and tactt
�

i if agi’s turn and t>1
if Ui(pt−1

j→i)≥Ui(pt
i→j) accept else reject if agj’s turn

where tact1i is an opening negotiation tactic, tactt
⊕

i is a concession tactic (to apply to
the issues on Agenda⊕), and tactt

�

i is another concession tactic (to apply to the issues
on Agenda�).

A number of logrolling strategies can be defined simply by considering different
tactics. For instance, a strategy that specifies an optimistic opening attitude followed
by null concessions on issues on Agenda⊕ and small concessions on issues on
Agenda� is defined by: “tact1i=starting optimistic”, “tactt

⊕

i = stalemate”, and
“tactt

�

i = tough”. Similarly, a strategy that specifies a realistic opening attitude
followed by null concessions on issues on Agenda⊕ and large concessions on issues
on Agenda� is defined by: “tact1i=starting realistic”, “tactt

⊕

i = stalemate”, and
“tactt

�

i = soft” (but see below).
At this stage, it is worth making the point that logrolling is a major route − though

not the only route − to the development of mutually superior solutions (i.e., solutions
that are better for all parties). In fact, the host of existing problem solving strategies
includes expanding the “pie”, nonspecific compensation, cost cutting, and bridging.
These strategies are implemented by different sets of tactics and require progressively
more information about the other parties (see, e.g., [15]).

Opening negotiation tactics are functions that specify the initial values for each issue
isl at stake. The following three tactics are commonly discussed in the behavioral
literature [6]:

1. starting optimistic−specifies a value far from the target point;
2. starting realistic−specifies a value close to the target point;
3. starting pessimistic − specifies a value close to the limit.

The definition of the tactic “starting realistic” follows (the definition of the other two
tactics is essentially identical, and is omitted).

Definition 3. Let agi ∈Ag be a negotiating agent and isl ∈Agenda a negotiation issue.
Let trgil be the target point of agi for isl. The tactic starting realistic for agi is a function
that takes isl and trgil as input and returns the initial value v[isl]1i of isl:

starting realistic(isl, trgil) = v[isl]1i

where v[isl]1i ∈ [trgil −ε, trgil +ε] and ε>0 is small.
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Concession tactics are functions that compute new values for each issue isl. The
following five tactics are commonly discussed in the literature [6]:

1. stalemate − models a null concession on isl;
2. tough − models a small concession on isl;
3. moderate − models a moderate concession on isl;
4. soft − models a large concession on isl;
5. accommodate − models a complete concession on isl.

The definition of a generic concession tactic follows (without loss of generality, we
consider that agi wants to maximize isl).

Definition 4. Let agi ∈Ag be a negotiating agent, isl ∈Agenda a negotiation issue,
and limil the limit of isl. Let v[isl]ti be the value of isl offered by agi at period t. A
concession tactic for agi is a function that takes v[isl]ti, limil and the concession factor
Cf∈ [0, 1] as input and returns the new value v[isl]t+2

i of isl:

concession tactic(v[isl]ti, limil,Cf ) = v[isl]t+2
i

where v[isl]t+2
i = v[isl]ti − Cf (v[isl]ti−limil).

The five tactics are defined by considering different values for Cf . In particular, the
stalemate tactic by Cf =0, the accommodate tactic by Cf =1, and the other three tactics
by different ranges of values for Cf (e.g., the tough tactic by Cf ∈ ]0.00, 0.05], the
moderate tactic by Cf ∈ ]0.05, 0.10], and the soft tactic by Cf ∈ ]0.10, 0.15]).

4 Related Work

Artificial intelligence (AI) researchers have investigated the design of agents
with negotiation competence from two main perspectives: a theoretical or formal
mathematical perspective and a practical or system-building perspective. Researchers
following the theoretical perspective have drawn heavily from game-theoretic and
economic methods (see, e.g., [1, 5, 17]). Most researchers have primarily focused on
formal bargaining, auctions, market-oriented programming, contracting, and coalition
formation. On the other hand, researchers following the practical perspective have
drawn heavily on social sciences techniques for understanding interaction and
negotiation (see, e.g., [4,10,16]. Most researchers have primarily focused on the central
process of moving toward agreement, notably the design and evaluation of negotiation
protocols and negotiation strategies.

The theoretical models have some highly desirable properties such as Pareto
efficiency, stability, and the ability to guarantee convergence. However, most models
work with abstract problems and often fail to capture the richness of detail that would
be necessary to successfully apply them in realistic domains. Furthermore, most models
make the following restrictive assumptions: (i) the agents are rational, (ii) the set of
candidate solutions is fixed and known by all the agents, (iii) each agent knows either the
other agents’ potential payoffs for all candidate solutions or the other agents’ potential
attitudes toward risk and expected-utility calculations.
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Most computational models are being used successfully in a wide variety of
real-world domains. These models exhibit the following desirable features: (i) they
are based on realistic assumptions, and (iii) they make use of moderate computational
resources to find acceptable solutions (according to the principles of bounded rationality
[18]). However, most models lack a rigorous theoretical underpinning − they are
essentially ad hoc in nature. Also, they often lead to outcomes that are sub-optimal.
Finally, there is often no precise understanding of how and why they behave the way
they do. Consequently, they need extensive evaluation.

Nevertheless, the class of models referred to as computational models is gaining
increasing popularity within the mainstream AI community and therefore has received
our attention in this paper. Furthermore, despite the aforementioned pieces of work
and other relevant models, we are aware of no similar efforts to define strategies as
functions that specify the tactics to be used at every period of negotiation. Tactics, in
turn, are defined as functions that specify the short-term moves to be made throughout
negotiation. Also, our interest lies in formalizing important strategies studied in the
social sciences and frequently used by human negotiators, and in evaluating the
effectiveness of these strategies in different situations.

5 Conclusion

This article has presented a simplified multi-agent energy market composed of a
collection of autonomous computational agents, each responsible for one or more
market functions, and each interacting with other agents in the execution of their
responsibilities. Additionally, the article has presented a negotiation model for
autonomous agents that handles bilateral multi-issue negotiation and formalizes a
set of negotiation strategies studied in the social sciences and frequently used by
human negotiators. The strategies are based on rules-of-thumb distilled from behavioral
negotiation theory.

Autonomous agents equipped with the negotiation model are currently being
developed using the Jade framework and the Java programming language. Our aim
for the future is to perform a set of inter-related experiments to empirically evaluate the
key components of the agents operating in the energy market. Each experiment will lay
the foundation for subsequent experimental work. Also, the current work forms a basis
for the development of more sophisticated agents that are able to negotiate under both
complete and incomplete information. In particular, we intend to study the bargaining
game of alternating offers in order to define equilibrium strategies for two incompletely
informed players.
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Abstract. The paper presents an approach to automated user interest matching 
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1   Introduction 

Nowadays the online classified advertising systems are becoming one of the most 
popular and rapidly growing classes of Internet resources. The goal of a user of such 
web resources is to find a user, a contact and interaction with whom may lead to the 
matching of their mutual interests.  

This goal can also be achieved by using other classes of the Internet resources - 
general and vertical search engines, but certain differences make online classified 
advertising systems a separate class. General search engines have the widest search 
range, but the lowest search depth. Vertical search engines are intended for informa-
tion retrieval in specific domains, therefore they can perform the deepest search, but 
only in a narrow field. The class of online classified advertising systems is intermedi-
ate between the abovementioned classes. 

Statistic data indicates high traffic to online classified advertising systems and 
proves their relevance and importance. According to comScore Media Metrix re-
search, traffic in July 2006 has grown by 47 percent compared to 2005 and made up 
37.4 million visitors, which is about 22% of total amount of Internet users in USA [1]. 

The most recent research (April 1, 2009) in this area by Hitwise® shows that the 
amount of traffic to online classified advertising systems continues to grow. The traf-
fic increased 84 percent in February 2009 compared with last year [2]. 

Today there are a lot of software tools for development of online classified adver-
tising systems, such as Esvon Classifieds, e-Classifieds, PHP Classifieds Script, 68 
Classifieds and others. There are also standalone systems that were built without us-
ing any public software tools. The most popular online classified advertising systems 
belong to the latter. Examples of such systems are: Craigslist, Backpage, Oodle, 
Geebo, Kijiji, Facebook Marketplace etc.  



666 V. Gribova and P. Kachanov 

The existing online classified advertising systems use the following methods to 
match user interests: 

1. Hierarchical classification of the classified ads [3, 4]. A system administrator 
sets up a set of hierarchical categories, and each classified in a system belongs to a 
certain category. Such classified structuring makes the active interaction with system 
easier: users have the ability to look through the subset of all classifieds in a system, 
not the full list of them. 

2. Either structural or natural language input, or both combined. A standard 
classified structure for all of the online classified advertising systems is a set of two 
fields: “Title” and “Description”. Simple systems allow users only to fill these two 
fields when posting a classified. More complicated systems allow their administrators 
to describe the classified structure as a set of fields of different types. These fields 
may vary for different classified ad categories. Thus the classified ad author can use 
these fields when posting a classified, and this makes the description of his/her inter-
est more formal and convenient to search. 

3. Either full-text search or the parameter search based on the classified ad 
structure [5]. The existing online classified advertising systems allow searching for 
classified ads according to the input method used in a specific system. Again, a stan-
dard for the existing systems is the full-text search. It allows users to find classified 
ads that contain specific keywords in their descriptions and titles. If a system supports 
complex classified ad structure, it can also use the additional classified ad fields as the 
search parameters. Both search types allow a user to choose the category of a desired 
classified ad. Some systems also allow a user to save the search query and perform 
the search repeatedly as new classifieds are posted to the system. If there are classi-
fieds that match the specified search conditions, the system sends a notification email 
to the user. 

The analysis of existing systems has shown that these systems and the methods they 
use to match user interests have serious drawbacks. 

These drawbacks can be divided in two groups. The first is the functionality that is 
present in standalone online classified advertising systems but is lacking in the sys-
tems implemented with existing software tools. The second group contains of the 
common drawbacks of both standalone systems and the systems implemented with 
software tools. 

1. The drawbacks of the systems implemented with the software tools com-
pared to the standalone systems: 

a. Rigid classified ad structure that does not allow to describe a user’s interest 
in a flexible way. This includes the possibility to extend the classified ad structure by 
allowing a user to form a specific set of structure fields he/she needs. This also in-
cludes the possibility to extend data directories by allowing a user to add the neces-
sary data to these directories if such data does not exist there yet. 

b. The methods of user interests matching do not utilize the interest types (de-
mand or supply). 

c. The methods of user interests matching do not support partial interest match-
ing. The existing systems also lack the ability to calculate the relevance of each 
matching result to the user’s interest. 
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2. The common drawbacks of both standalone systems and the systems imple-
mented with software tools: 

a. An action is an essential part of a classified ad structure, but in the existing 
systems actions are used as parts of hierarchical classifier categories and not in a 
classified ad structure. This leads to the data duplication and also makes it impossible 
to use semantics of the actions in user interest matching process. 

b. A classified can describe only a single object of interest while there are 
classes of classified ads that require the description of several objects. 

c. The existing systems are supply-oriented and do not allow a user to describe 
an interest that implies demand. The possibility to describe both the desired object 
and the one being offered (i.e., in classified ads of “exchange A for B” type) is not 
supported in existing systems. 

d. The lack of automated user interest matching after a new classified has been 
posted to the system. 

e. The auto-notification features of existing systems are one-way. The saved 
search query used for the notifications is actually a description of an interest of a user, 
and it may be useful for those users who have matching interests. But the existing 
systems make these descriptions internal and not available to other users. 

f. The drawbacks of the administrative tools used to describe domain ontolo-
gies. This includes the lack of inheritance support for the ontology classes and the 
lack of a possibility to use the classes that are already defined as the properties of the 
new classes. 

g. The drawbacks of the classified ad description methods. This includes sup-
port of synonymic values and values with spelling errors. 

To eliminate the drawbacks of existing tools a new approach to development of tools 
for design of online classified advertising systems has been proposed by the authors 
of the report [6]. One of the main ideas of the approach is to automate the process of 
user interest matching by applying both active and passive interaction methods. By 
using the combination of these methods the system automatically chooses classified 
ads which are potentially interesting for a user. 

The aim of this report is to describe the basis for the approach to the automated 
user interest matching. 

2   Basic Ideas of the Approach to Automated User Interest 
Matching 

Automated user interest matching is based on the structure and semantics of classi-
fieds. To provide it we propose the following: to define classified advertisement types 
in accordance with their structure and semantics; to develop a domain independent 
ontology of classified ads for matching user interest; to develop extendable ontologies 
for different domains for forming classified ads using these ontologies and user’s 
information about classified details.  

Thus the approach utilizes two basic structures: the interest matching ontology and 
domain ontologies. The interest matching ontology describes structural and semantic 
elements of a classified such as actions, objects, links between them etc. The type of a 
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classified ad is determined in the beginning of the user interest matching process, and 
the information about the type determines the method of user interest matching.  

Domain ontologies contain descriptions of domain objects and relations between 
them along with the additional information which is useful for interest matching.  
Such information includes a set of synonyms for an object name, a set of alternative 
names et al.  

3   Structural and Semantic Classified Ad Types for Automated 
User Interest Matching 

The analysis of Internet classified ads has allowed us to reveal the structural and se-
mantic elements of classified ads. The main classified parts are actions and objects. 
The complementary elements are locations and additional information. 

The commitment of an action with an object (or objects) meets user interest. An 
object consists of a name and a set of properties and their values representing user 
interest. Locations are descriptions of object positions or places related to the user 
interest. Additional information is the textual description with information that cannot 
be described using the abovementioned structural elements. 

An action may have an additional attribute called an opposite action. This attribute 
means an action that satisfies the interest of another user. Also, according to seman-
tics, a classified ad has the following elements: links and interest fields. Links repre-
sent relations between the actions and objects described in the classified. A link  
consists of four attributes: an action and an object described in the classified ad; a link 
type (“demand” or “supply”); interest matching conditions that specify what is neces-
sary for the interests to be matched. The interest matching condition has an additional 
attribute called an obligation attribute and indicating whether the condition must be 
implemented for the interest matching. An interest field is a short textual description 
of an area related to the classified author interest.  

Using this structure we have defined three main classified ad types: classified ads 
with single-type links, classified ads with multi-type links, classified ads without 
links. 

1. Classified ads with single-type links. All links in classified ads of this type 
have the same type. The type consists of subtypes: action – link type; action – opposite 
action, link type; object – link type. 

1.1. Action – link type. Classified ads of this type are characterized by an action 
name, which determines the type of the link related to this action unambiguously. A 
classified ad of this type is illustrated by Example 1.  

Note: This example (and all the further examples) does not imply any natural lan-
guage processing of the classified. The certain structure presented in an example is 
just a way of representing a classified in the framework of the structural and semantic 
classified model. 

Example 1. An action – link type classified. 
I am looking for a big (42" or bigger) lcd/plasma/projection TV. I can pick it up if it is 
till 100$. 
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Here the action name is “looking for” and the object is “TV”. We cannot determine 
the opposite action exactly (it can be “sell” or “give”) but the type of link between the 
“looking for” action and the object is “demand”. The “TV” object will have such 
properties as “screen size”, “type” and “price”. The ability of a customer to pick up a 
TV will be the content of additional information element. 

1.2. Action – opposite action, link type. Classified ads of this type are character-
ized by an action name, which determines the opposite action and the type of the link 
related to this action unambiguously. A classified ad of this type is illustrated by  
Example 2. 

Example 2. An action – opposite action, link type classified ad. 
Selling Glass Mosaic Tiles: Copper Link mosaics 13"x13" $8.99 per pc, buy 3 get 1 
free. Each sheet is about 13” x 13” (1.15 Sq. ft each sheet) Each small tile is 3/4" x 
3/4" x 5 mm thick. The sheets are back mounted on mesh with a joint of 1/8"; it is 
much easier to be installed than paper mount. This is great for kitchen back splash, 
wall, floor, bathroom/shower, and swimming pool. We have everything in stock. 

Here the action name is “selling” and the object is “tile”. The opposite action for the 
“selling” action is “buying”, and the type of link between the action and the object is 
“supply”. The interest fields of the author may be, for example, “construction” or 
“interior design”. The additional information element will contain the “The sheets are 
back mounted on mesh with a joint of 1/8"; it is much easier to be installed than paper 
mount. This is great for kitchen back splash, wall, floor, bathroom/shower, and 
swimming pool. We have everything in stock” part. 

1.3. Object – link type. In classified ads of this type the action is not defined, but 
the type of link related to the object can be determined unambiguously. A classified of 
this type is illustrated by Example 3.  

Example 3. An object – link type classified ad. 
Established and well known barber shop, in great condition, and location. It is fully 
equipped and ready for the right person to take over. This barber shop has been in 
business since 2000. Has 5 stations, overhead spot lights, etc. Starting price is 
$57,000 or best offer, owner retiring. Must see, best looking shop in town. 

Here the object is “barber shop”, with properties “condition”, “number of stations”, 
“price” etc. The action is not specified but we can determine the link type related to 
the object, which is “supply”. Such characteristics as “It is fully equipped and ready 
for the right person to take over” and “best looking shop in town” will be placed in 
the additional information. 

2. Classified advertisements with multi-type links. Classified ads of this type 
contain both links of “demand” and “supply” types. This type consists of two sub-
types: action – link type and action – opposite action. 

2.1.  Action – link type. Classified ads of this type contain an action name, which 
determines the type of link related to this action unambiguously. A classified of this 
type is illustrated by Example 4. 

Example 4. An action – link type classified with multi-type links. 
22 years old student is looking for restaurant work in the North Bay preferably in 
Petaluma or Novato. I would prefer to bartend, prep cook, or line cook. I have about 3 
years total in the restaurant industry. I have gone to the Santa Rosa Bartending School 
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and I am in the process of applying to culinary school. I am honest, trustworthy, quick 
learner, and a critical thinker when problems arise. The thing I want the most out of a 
job in the culinary field is to learn as much as I can and continue training.  

Here the action name is “looking for”, and the objects are “work” and “student”. The 
“looking for” action is connected to these objects with the links of different types: the 
link for the “work” object has the “demand” type, and the link for the “student” object 
has the “supply” type. The opposite action cannot be determined. The interest match-
ing conditions, and interest fields are not specified for this classified. The additional 
information contains “The thing I want the most out of a job in the culinary field is to 
learn as much as I can and continue training”. The locations in this classified will be 
the following: “North Bay”, “Petaluma”, “Novato”. 

2.2. Action – opposite action. Classified ads of this type contain an action name, 
which determines the opposite action unambiguously. A classified of this type is 
illustrated by Example 5. 

Example 5. An action – opposite action classified with multi-type links. 
Cute smart girl (19) wants to meet funny intelligent boy not older than 23. I'm not a 
country girl. Sorry country boys. Go find someone else who enjoys that stuff. I don't 
really know what to say about myself except I like some sports, watching nascar, 
playing games on the computer, riding horses. I like to try new things. Would like to 
find someone to do these things with. 

Here the action name is “meet”, and the objects are “girl” and “boy”. The action is 
connected to these objects with the links of different types, but unlike the previous 
example the opposite action can be determined. The additional information is “I'm 
not a country girl. Sorry country boys. Go find someone else who enjoys that stuff”. 

3. Classified advertisements without links. This type contains classified ads 
consisting of the object description and nothing more, therefore it is impossible to 
determine actions and links in it. A classified of this type is illustrated by Example 6. 

Example 6. A classified without links. 
I’ve launched my brand new 3D city website. Please visit http://ggeometr.narod.ru. 
Only a web-browser is required. 

Here the object is “website” with the “URL” and “Requirements” properties. This 
classified ad does not contain any actions and links.  

4   A Classified Ontology for Automated User Interest Matching 

The results of structural and semantic analysis of classified ads published in existing 
online classified advertising systems were used to develop an ontology for user inter-
est matching. It describes all classified ad components, relations between them and 
defines a possible set of values and (or) data types for these components. Using this 
ontology a user of the system can form a classified ad according to his/her real 
knowledge about it. We also use this ontology as a basis for development of methods 
for automated user interest matching. This report describes the ontology using set-
theoretical notation and includes four high-level elements – data types, concepts, 
domain ontologies and classified ads: Model = <DataTypes, Concepts, DomainOn-
tologies, Classifieds>, where DataTypes is the data types set, Concepts is the  
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concepts set, DomainOntologies is the set of domain ontologies and Classifieds is the 
classified advertisements set. DataTypes and Concepts sets are not described in this 
paper due to large size. 

4.1   Domain Ontologies 

The DomainOntologies set consists of the domain ontologies used to describe the ob-
jects in a classified and to match user interests at the object level: DomainOntologies = 

{DomainOntologyd}
_
0

do count
d = , where do_count is the number of domain ontologies and 

DomainOntologyd is the ontology of a specific domain. 
A domain ontology consists of a domain name, domain objects and relations be-

tween them: DomainOntologyd = <DomainNamed, DomainObjectsd, DomainRela-
tionsd>, where DomainNamed is the domain name, DomainObjectsd is a set of domain 
objects, DomainRelationsd is a set of relations between domain objects. Domain  
ontologies are described with OWL (Web Ontology Language), and the domain  
ontology structure is not examined in this paper. 

4.2   Classified Advertisements 

A classified ad consists of actions, objects, links between them, interest fields, 
additional information and location information: Classified = <Actions, Objects, 
Links, InterestFields, AdditionalInfo, Locations>, where Actions is a set of classified 
ad actions; Objects is a set of classified ad objects (objects are described by a specific 
domain ontology); Links is a set of links between actions and objects; InterestFields is 
a set of interest fields related to the classified; AdditionalInfo is the extra information 
for the classified; Locations is the set of locations related to the classified. 

The set of all classified ads contains all classified ads defined in the system: Classi-

fieds = {Classifiedi} 1
advcount
i= , where advcount is the number of all classified ads in the 

system, and Classifiedi is a single classified ad. 

4.3   Actions  

The classified ad actions set has the following structure: Actions = {Actioni} 1
actioncount
i= , 

where actioncount is the number of actions in the classified, and Actioni is one of the 
actions  in the classified ad. An action Actioni = <ActionNamei, OppositeActioni>, 
where ActionNamei is an action name, OppositeActioni is an opposite action. The action 
name is a concept: ActionNamei ∈ Concepts, where Concepts is a set of all concepts. 
The opposite action is one of the actions defined in the system: OppositeActioni ∈  
AllActions, where AllActions is a set of all actions defined in the system. 

4.4   Objects 

Here we describe a simplified structure of classified ad objects for interest matching. 
Objects themselves are described in specific domain ontologies. The set of classified 

ad objects has the following structure: Objects = {Objecti} 1
objectcount
i= , where  
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objectcount is the number of objects in the classified ad, and Objecti is one of the 
objects in the classified. An object  Objecti = <ObjectNamei, PropertiesAndValuesi>, 
where ObjectNamei is an object name, PropertiesAndValuesi is a set of object proper-
ties and their values. The object name is a concept: ObjectNamei ∈ Concepts,  
where Concepts is a set of all concepts. The set of object properties and their values 
consists of “property-value” pairs: PropertiesAndValuesi = {<ObjectPropertyij, Ob-

jectPropertyValueij>} 1j
propertycount
= , where ObjectPropertyij is a object property, and  

ObjectPropertyValueij is the value for this property.  
The object property ObjectPropertyij consists of a property name and a property 

data type: ObjectPropertyij = <PropertyNameij, PropertyDataTypeij>, where Proper-
tyNameij is the property name, and PropertyDataTypeij is the property data type. The 
property name is a concept: PropertyNameij ∈ Concepts, where Concepts is a set of 
all concepts. The property data type belongs to a set of all data types defined in the 
system: PropertyDataTypeij ∈ DataTypes, where DataTypes is a set of all data types 
defined in the system. The property value belongs to a range defined by a property 
data type: ObjectPropertyValueij, ∈ PropertyDataType, where DataTypes is a range 
of values defined by  the property data type. 

4.5   Links  

The set of classified ad links has the following structure: Links = {Linki} 1
linkcount
i= , 

where linkcount is the number of links in the classified, and Linki is  a link between an 
object and an action described in the classified. The link Linki = <ClassifiedActioni, 
ClassifiedObjecti, LinkTypei, MatchConditionsi>, where ClassifiedActioni is one of 
the actions defined in the classified ad, ClassifiedObjecti is one of the objects defined 
in the classified ad, LinkTypei is the link type, MatchConditionsi corresponds to inter-
est matching conditions. ClassifiedActioni ∈ Actions, where Actions is a set of classi-
fied actions; ClassifiedObjecti ∈ Objects, where Objects is a set of classified objects; 
LinkTypei ∈{“Demand”, “Supply”}, where “Demand” corresponds to “demand” link 
type, and “Supply" corresponds to “supply” link type. 

Interest matching conditions have the following structure: MatchConditionsi = 

{MatchConditionij} 1
mccount
j= , where mccount is a number of interest matching conditions 

for the link, and MatchConditionij is an interest matching condition. This condition has 
the following structure: MatchConditionij = <ConditionNameij, Obligatoryij>, where 
ConditionNameij is the condition content, and Obligatoryij is the obligation attribute. 
Condition content is a concept: ConditionNameij ∈ Concepts, where Concepts is a set 
of all concepts. Obligation attribute is a logical value: Obligatoryij ∈ Boolean. 

4.6   Interest Fields  

The set of interest fields has the following structure: InterestFields = {Interest-

Fieldi} 1
interestcount
i= , where interestcount is the number of interest fields in the classified 

ad and InterestFieldi is one of interest fields for the classified ad. Interest field is a 
concept: InterestFieldi ∈ Concepts, where Concepts is a set of all concepts. 
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4.7   Additional Information  

The additional information of a classified ad is a string: AdditionalInfo ∈ String. 

4.8   Locations  

The set of locations in a classified ad has the following structure: Locations = {Loca-

tioni} 1
locationcount
i= , where locationcount is the number of locations for a classified ad, 

and Locationi is one of locations defined in a classified ad. Locationi has a value of 
type «Address»: Locationi ∈ Address. 

5   Conclusions 

The analysis of existing online classified advertising systems and tools for their de-
velopment has shown that they have various drawbacks. In the Intelligent Systems 
Laboratory of the Institute of Automation and Control Processes of Far Eastern 
Branch of Russian Academy of Sciences the new approach to design of an intelligent 
tool for automated user interest matching was proposed. The approach is based on the 
structural and semantic classified ad model and intended for eliminating the draw-
backs of existing tools. 
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Abstract. There are several existing buyer coalition schemes. These
schemes do not consider forming a buyer coalition with bundles of items.
There is only one scheme that forms a buyer coalition with bundles of
items. Nevertheless, the scheme suffers from computational complexity.
In this paper, we have applied genetic algorithms (GA) to form buyer
coalitions with bundles of items, called the GroupPackageString scheme.
The fitness function is defined by total discount of the buyer coalitions
over the GA to measures the GroupPackageString scheme. The coalition
results show that the total discount of any coalition in this scheme is
higher than those in the GroupBuyPackage scheme.

Keywords: group buying, coalition formation, bundles of items, genetic
algorithm.

1 Introduction

A buyer coalition is a group of buyers who join together to negotiate with sellers
for purchasing identical items at a larger discount [5]. Buyer coalitions have be-
coming widely important on the internet [5]. One reason is that buyers can also
improve their bargaining power and negotiate more advantageously with sellers
to purchase goods at a lower price. The other reason, it helps to reduce the cost
of communication and makes buyer comfortable in joining a coalition. Buyers can
benefit from purchasing the items in large lots or bundles of items through buyer
coalitions if the price of the lots or the price of the bundles of items is less than
the normal retail price. Additionally, the buyer coalitions may help to reduce cost
of stock of the items in case that the items are not produced yet. On the other
hand, sellers can benefit from selling the items at large lots or bundles of items1

1 Bundles of items refers to the practice of selling two or more goods together in a pack-
age at a price that is below the sum of the independent prices [1].

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 674–685, 2009.
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via buyer coalitions if the cost of wholesale marketing (such as the advertising or
bidding costs) is less than that of the retail marketing or their market power are
preserved or increased.

Many existing buyer coalition schemes [2,3,5,6,8,9,10,11,12,13,14,15] are pro-
posed. Nevertheless, these schemes do not consider forming a buyer coalition
with bundles of items. This practice can be frequently noticed in the real world
such as durable consumer goods (e.g., personal computer options), and non-
durable consumer goods (e.g., dishwasher detergent and rinse aid packages).
There is only one scheme, GroupBuyPackage scheme [4], that forms a buyer
coalition with bundles of items. However, the scheme meet with computational
complexity. Specifically, when the number of buyers increases, the run time of
these algorithms increases drastically.

In this paper, we use a genetic algorithm approach for forming a buyer coali-
tion with bundle of items, called the GrouPackageString scheme, which aims at
maximizing the total discount. Of course, there is no guarantee for convergence
of genetic algorithms but our experimental results have shown that in most cases
the result of the algorithm is acceptable. The rest of the paper is organized as
follows. Section 2 compares related works. Section 3 is an important part of the
full paper, the design of our GroupPackageString scheme. Section 4 presents the
simulation and experimental results before we discuss the conclusions with our
future works in Section 5.

2 Related Works

Several existing buyer coalition schemes are proposed. The GroupBuyAuction
[15] scheme forms a buyer coalition with item categories. The Combinatorial
Coalition Formation scheme [11] looks on an e-market where buyers bid on
item combinations with reservation prices while sellers offer discounts for each
item based on volume. Hyodo, Matsuo, and Ito [6] optimally allocate buyers
to several group buying sites that are selling similar (or the same) goods by a
genetic algorithm. In Matsuo, Ito, and Shintani [13] scheme, buyers with multi-
attribute preferences (utilities) are integrated into a coalition and the system sup-
ports buyers’ decision-making by using an analytic hierarchy process. In He and
Ioerger [2] scheme, individual buyer wants to purchase different goods as bundle,
while sellers offer discounts based on the total cost of goods sold in one trans-
action. They propose some purchasing strategies that give the maximized dis-
counts to buyers. In addition, a buyer coalition scheme [14] considers e-market
where each buyer places a bid for all possible sets of items with reservation
prices, while sellers offer discounts based on volume of each item. All of the
research above do not consider forming buyer coalitions with bundles of items.
GroupBuyPackage scheme [4] is only one existing scheme that forms a buyer
coalition with bundles of items. Nevertheless, computation of this scheme is still
complexity.
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3 Forming Buyer Coalitions with Bundles of Items by
Using Genetic Algorithm

3.1 Example

The purchasing office of a parent company wants to get a discount on purchasing
bundles of items for all subsidiaries in the parent company. Therefore, when any
subsidiaries in the parent company orders the items within the bundle of items,
the purchasing office will gather these orders to purchase the bundles of items
with a larger discount. The price list for these computer packages is shown
in Table 1. Additionally, the price of these packages is set by simple rule as
following. The average price of any item to a package is high if the package is
a single item. For instance, the Package Number 1, 2, 3 and 4, called p1, p2, p3
and p4, are a single item package. These packages cost $1000, while the package
p5 consisting of a unit of printer and CPU is sold at the price of $1950. For
this particular package, the average price of each item is 1950/2 = 975 which is,
obviously, cheaper than p1 and p2. The subsidiaries or buyers in the company
cannot buy the bundles of items by themselves. The maximum price that these
buyers are willing to pay for a unit of each item, called reservation price rs,
as shown in Table 2. For instance, the buyer A requests to purchase a unit of
printer at the maximum price of $990.

3.2 Problem Formulation

To form the coalition for buyers with bundles of items, the GroupPackageString
is definded. The GroupPackageString is a fixed-length character string with the
size of L. If a seller has made a set of m packages, {p1, p2, ..., pm}, then the

Table 1. The price list for particular computer packages

Package Number Printer CPU Monitor RAM Unit Price ($)
p1

√
- - - 1000

p2 -
√

- - 1000
p3 - -

√
- 1000

p4 - - -
√

1000
p5

√ √
- - 1950

p6 -
√

-
√

1850
p7

√
-

√ √
2750

Table 2. Subsidiaries’ required computer equipments and their reservation prices

Subsidiaries rs of Printer ($) rs of CPU ($) rs of Monitor ($) rs of RAM ($)
A 990 - - -
B - 920 925 -
C 925 930 - 925
D 930 - 930 930
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GroupPackageString Pseq = {pj}L where seq is order of the GroupPackageString
generated by GA and pj ∈ {p1, p2, ..., pm}. Any package pj , where 0 ≤ j ≤ m is
comprise of items in the Gd = {gd1, gd2, ..., gdq} and its package price Pricej .
Additionally, given a set of buyers B = {b1, b2, ..., bk} in a community, each
buyer bi ∈ B wants to purchase only one unit of each item within a set of
Gd = {gd1, gd2, ..., gdq}. Each buyer bi ∈ B places a set of reservation prices
Rsi = {rsi

1, rs
i
2, ..., rs

i
q}. A buyer can place only a set of seal bids to an honest

coordinator H . Different buyers generally want different items and have different
bids. A coalition C is a subset of buyers C ⊆ B who want to join together to
purchase the bundles of items pj with a larger discount. The coalition C has a
set of items GdC which is the sum of the items that the coalition buyers require.
The problem that we solve is forming buyer coalitions C ⊆ B for purchasing
many packages of bundles of items such that ∀bi ∈ B can purchase required
items and

∑
i Vi is maximal where Vi is the joint utility that members of C can

reach by cooperating via coalitional activity for purchasing a specific bundles of
items. Formally, the utility V of a coalition C in purchasing item packages pj is
defined as Vcl =

∑
rsi

h - Pricel, called PackageEanedPrice.

3.3 Genetic Algorithm (GA)

In general, the genetic algorithm begins with generation 0 (Gen := 0) with the
population size M which is randomly created. There exist three operations to
perform during one generation, reproduction, crossover, and mutaion. During the
run, a given individual might be mutated and reproduced and reproduced and
crossed with in single generation. GA searches the space of possible character
strings in an attempt to find good string based on fitness value of strings. There
are three steps in preparing to use the genetic algorithm [7].

1. determining the representation scheme: Selecting a representation that fa-
cilitates solution of the problem by means of the genetic algorithm.

2. determining the fitness measure: In general, the fitness measure is inherent
in the character string it encounters. The fitness measure assigns a fitness
value to each possible member in the population.

3. determining the steps of algorithm: Once representation scheme and fitness
function have been competed, the genetic algorithm can be run. Three are
three substeps in executing our simplified genetic algorithm operating on
fixed-length character strings can be summarized as follows:
– Randomly create an initial population of individual fixed-length charac-

ter strings.
– Create a new population for the next generation based on fitness value

by randomly applying two operators, crossover operator and mutation
operator together with reproduction operator.

– The best individual based on the fitness function in any generation is des-
ignated as the result of the genetic algorithm. The result may represent
approximate solution to the problem.

The entire complexity of this algorithm is O(n) computations, where n is the
number of buyers in B.
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3.4 Example Revisited

The algorithm in this research will be described through the example as follows:

1. determining the representation scheme
For this problem, the representation scheme in the algorithm is a mapping
that expresses each possible GroupPackageString in the search space of the
problem as fixed-length character string. Specification of the representation
scheme requires selecting the string length m. In this problem, the set of al-
phabets of this string is {p0, p1, p2, ..., pm}. Each individual in the population
belongs to (m + 1)L.

2. determining the fitness measure
The fitness function is defined by total discount of the buyer coalitions over
the GA to measure the profit from the GroupPackageString. Execution of
the genetic algorithm begins with an effort to learn the problem by testing
a number of randomly selected GroupPackageString in the search space. For
this particular problem, the fitness function of GroupPackageString is the
PackageEanedPrice.

3. determining the steps of algorithm
– Randomly create an initial population of individual fixed-length charac-

ter strings. All initial parents of the population are GroupPackageString
randomly selected according to their fitness value. Each individual will
be evaluated in order to satisfy all of the buyers’ requirements. Suppose
four initial random members of population, with the of size L <= 5,
are as shown below. These GroupPackageString are P1 = p2p7p7p5,
P2 = p1p5p6p7p3, and P3 = p1p3p7p6p1p2. The first package of Group-
PackageString P1 is p2 which has only one unit of CPU. The algorithm
will find the buyer with the highest reservation price of CPU from Table
2, which has not been choosen for this item. we can see that the buyer
C has made the hight reservation price of $930 to CPU. If the package
is comprise more than one item, the algorithm will map the rest of the
item to the rest of buyers in the group who have made best reservation
price. The difference of the sum of reservation price and package’s price
is -70 which will be called PackageEanedPrice. As shown in Table 3, the
sum of PackageEanedPrics P1 is -45. This value will be assigned to be a
fitness value of P1. As the same way, the fitness value of the P2 and P3
are -145 and -195, respectively.

– Create a new population for the next generation based on fitness value by
randomly applying two operators, crossover operator and mutation op-
erator together with reproduction operator. Suppose that the simulation
randomly chooses crossover operator to perform for creating generation
1. The crossover operation is applied to individual GroupPackageString
in the population with a specific control of frequencies, Pc. After that,
the individual of population will be copied to next population based on
its fitness value. At this point, the adjustment is needed to apply to in-
dividual GroupPackageString, if its fitness value is negative. The best-of-
generation is P1 which has the probability of (−45+195)/((−45+195)+
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Table 3. Observe values of the fitness of PackagesStrings P1

GroupPackageString Package No. Printer CPU Monitor RAM PackageEanedPrice
Individual package Sum

P1 p2 - 930 - - 930-1000=-70 -70
p7 990 - 930 930 2790-2750=100 30
p7 930 - 925 925 2780-2750=30 60
p5 925 920 - - 1840-1950=-105 -45

Table 4. The resulting of the crossover operation at random crossover point = 2

Parents Crossover fragments and Offspring produced
remainder flagmeng after spliting by crossover

1 p2p7p7p5 p2p7 −−, −− p7p5 p2p7p6p7p3

2 p1p5p6p7p3 p1p5 −−, −− p6p7p3 p1p5p7p5

(−145+195)+(−195+195)) = 0.75. Thus, it will be appeared 75 percents
in the new population. Similarly, the individual P2 has the probability of
25 percents, and the worst-of-generation of the experiment is P3 with the
0 percents of the probability of being selected for participating in the next
processing. The resulting of population is called the mating pool.

After create mating pool, the crossover operation randomly chooses
two existing parents in the mating pool, and also randomly selects the
position of a string in the GroupPackageString. Suppose that the position
point is 2. Each parent will be split at this position into two substrings,
a crossover fragment and the remainder. The two random parents in the
mating pool selected in proportion to the fitness value are P1 and P2.
The offspring produced by the crossover operation are p2p7p6p7p3 and
p1p5p7p5, as shown in the Table 4. These new GroupPackageString can
be added into the next generation, if their fitness value is better than the
current population of generation. For this paper, the first operations, re-
production operation, is applied to individual GroupPackageString with
Pr = 100all of the population in the current generation will be automat-
ically transform to the next generation.

For creating generation 2, suppose that the simulation randomly
chooses the mutation operator. Originally, the mutation operator is
controlled by a parameter called the mutation probability, Pm. This
probability is calculated by 1-Pc. The simulation begins by randomly
a GroupPackageString from the current population of generation 1, and
then randomly selects a number as the mutation point for GroupPack-
ageString. Then, a single character at the position point of the selecting
GroupPackageString is changed. The single character can be changed
to be any packages in the GroupPackageString, {p1, p2, ..., p7}. Suppose
that the random selecting GroupPackageString in the mating pool is
P2, and the random number is 5. The possible result would have been
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the new GroupPackageString of p1p5p6p7p7. This new offspring is also
required to calculate the fitness value.

– The best individual based on the fitness function in any generation is des-
ignated as the result of the genetic algorithm. The result may represent
approximate solution to the problem. At the end of each generation,
the reproduction operator will be applied to all current members and
new offspring besed on the fitness value. The genetic algorithm keeps
processing in the same steps finding new population for each generation
until it gets maximum number of generation to be run. The best Group-
PackageString which are possible to yield the highest profit to the group
buyer might be found.

4 Simulation

In this section, we have used the simulation to show the performance of the
proposed GA-based algorithm.

4.1 GA-Based Program Setup

We have implemented more than 3000 lines of C++ program to simulate all of
the proposed algorithms. All simulation experiments are run on a Pentium(R) D
CPU 2.80 GHz, 2 GB of RAM, IBM PC. We have tried several of run with dif-
ferent values of the population size (M), mutation probability Pm, and crossover
probability Pc, to find which values would steer the search towards the best solu-
tion. The default parameters were varied and the results collected from test runs
were used to study the effects of changing these parameters. Table 5 summarizes
the simulation parameters.

4.2 Experimental Results and Analysis

In order to get best experimental results, we have tried several of run to find the
parameter settings of our algorithm. We discover from the experimental results

Table 5. Summarize the control of simulation parameters for the genetic algorithm

Constant Detail Range
NumOfBuyer The size of the group buyer 10-20

NumOfPackage The total number of the packages made by a seller 15
NumOfItem The number of items 4

Gen The Maximum number of generation to be run 50-300
AIS The Average items per package of the seller 1-2
M The population size of each generation 300
Pc The crossover probability 0.95
Pm The mutation probability 0.05
Pr The reproduction probability 1.0

GroupPackageStringLength The fixed length of the GroupPackageString 20
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when the crossover probability Pc is 0.95 and mutation probability Pm is 0.05,
the convergent rate is fast.

Changing the number of generation (Gen)
Average total discount of any coalition comparison while increasing the number
of generation is shown in Figure 1. The horizontal axis of this graph is the num-
ber of generations. The vertical axis of this graph is average total discount of any
coalition. Brief justifications for the values of these figures used are given below.
These values were: M = 300, Pc = 0.95, Pm = 0.05, GroupPackageStringLength
= 20, NumOfPackage = 15, NumOfBuyer = 20. From Figure 1, while the num-
ber of generations was increased, average total discount was increased. When
the number of generation was 300, the curve of the graph of our scheme was
higher than the resulting of GroupBuyPackage scheme. It is because the quality
of the formed buyer coalition is improved after each generation.
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Fig. 1. Average total discount of any coalition while increasing the number of
generation

Changing the population size (M)
Average total discount of any coalition comparison while increasing the popula-
tion size is shown in Figure 2. The horizontal axis of this graph is the population
size. The vertical axis of this graph is the average total discount of any coalition.
Brief justifications for the values of these figures used are given below. These
values were: M = 300, Pc = 0.95, Pm = 0.05, GroupPackageStringLength = 20,
NumOfPackage = 15, NumOfBuyer = 20. From Figure 2, while the population
size was increased, average total discount was increased. When the number of
the population size was set to be over 100, the curve of the graph of our scheme
was higher than the resulting of GroupBuyPackage scheme. It is because the
number of parents of the population was increased; therefore better offspring
of the next generation may be generated. It might be possible to lead to the
optimal outcome.
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Fig. 2. Average total discount of any coalition comparison while increasing the popu-
lation size

Changing the buyers’ order
In order to evaluate a buyer coalition in this algorithm, we have set three tests of
the experiment with different number of buyers. The parameter settings for GA
based simulation is shown in Table 6. Each test operates 10 runs with specific
packages made by the seller. Moreover, for each test, we have set the buyer’s
reservation price of each item at the retail price which is $1000, the highest
price of each item. The parameters for our scheme are: Generation (Gen) = 300,
crossover probability Pc = 0.95, and mutation probability Pm = 0.05.

From Table 7, the experimental results show that when the the average items
per package of seller (AIS) is high, the average total discount will be obviously
high. It is because higher AIS might be able to lead less effort for the group
buyer to form the coalition. In Figure 3, the horizontal axis of this graph is
standard deviation (SD) of buyer’s order, which indicates the characteristic of
group’s orders. If SD is high, it means that most of buyers tend to buy very close

Table 6. Parameter settings for GA based simulation

No. of test NumOfBuyer NumOfPackage NumOfItem Total number of Items
required from buyers

Test 1 10 15 4 20
Test 2 20 12 4 20
Test 3 20 10 4 20

Table 7. Experimental results of four tests for GA based simulation

No. of test Average of Average of Average total AIS Average required items
best discount (10 runs) worst discount discount per buyer

Test 1 2500 0 1092.89 2.00 2
Test 2 1500 -46.25 756.13 1.92 1
Test 3 1450 -100.00 609.51 1.80 1
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Fig. 3. Average total discount of any coalition comparison while increasing SD

Fig. 4. Average total discount of any coalition comparison while increasing average
price of buyer/item

to the few items. For instance, if all buyers of the group want to purchase only
printer, the SD of the group is 100. On the other hand, when buyers have made
their requests with the low SD, the total numbers of each type of item in the
package are very much the same. For instance, if the total numbers of printer,
CPU, monitor, and RAM are 5:4:4:7, the SD of group is 2. The vertical axis of
this graph is average total discount of any coalition. From Figure 3, we found
that all of the tests give the largest total discount when the SD of buyer’s order
is low. It is because buyer’s order is spread equally in the items of the package,
which is easily for GA to form the best solutions.

From Figure 3, the low SD of group’s order obviously yields the good discount
to the group buyer. So, we arbitary choose the SD of group = 2 for Figure 4. In
Figure 4, the horizontal axis of this graph is average total discount. The vertical
axis of this graph is average price of buyer/item. As the resulting, it shows that
when the average price of buyer per item is high, the average total discount is
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high. It is true for every value of AIS. Moreover, the GroupPackageString scheme
can form the group with some profit at the point below the average price of item
of seller.

5 Conclusions and Further Work

This paper presents the GA-based algorithm for forming a buyer coalition with
bundles of items. This algorithm is suitable for cases where individual buyer in
a coalition cannot purchase the bundles of items by themselves and they want
to get maximum total discounts from forming a buyer coalition. Nevertheless,
they may not want to form the coalition if the different between discounts from
purchasing a bundle of items and those from buying the items individually is
low. To evaluate a buyer coalition in this scheme, we compare the results of this
scheme with those of the GroupBuyPackages scheme. The complexity of this
algorithm (O(n)) is less than that of the algorithm in the GroupBuyPackage
scheme (O(2n)). From Figure 1 and Figure 2, we found that the total discount
of any coalition in this scheme is higher than that in the GroupBuyPackage
scheme, especially, in case that the number of generations was increased and the
population size was increased average total discount was increased. Additionally,
we found the experimental results as follows 1) from Table 7, when the AIS is
high, the average total discount will be obviously high 2) from Figure 3, all of
the tests give the largest total discount when the SD of buyer’s order is low and
3) from Figure 4, when the average price of buyer per item is high, the average
total discount is high.

This scheme has restrictions of forming a buyer coalition as follows 1) only
the price attribute is considered in forming a buyer coalition 2) each buyer can
buy only one unit of each item 3) unlimited units of the item are supplied by one
seller 4) the period of time for forming the buyer coalition is not limited and 5)
the package in this scheme is mixed bundling in which the bundle of items are
also sold separately. These constraints can be extended to investigate in future
research.
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Abstract. In wireless sensor networks (WSNs) individual sensor nodes are sub-
ject to security compromises. An adversary can use compromised sensor nodes 
to inject false reports into the WSN. If undetected, these false reports are for-
warded to the base station. Such attacks by compromised sensor nodes can not 
only result in false alarms but also depletion of the limited amount of energy in 
battery powered sensor nodes. The statistical en-routing filtering (SEF) scheme 
can detect and drop false reports during the forwarding process. In SEF, the 
number of the message authentication codes (MAC length) is important for de-
tecting false reports and saving energy in network. In this paper, we present a 
fuzzy-based MAC length determination method for SEF. If there are fewer 
nodes surrounding the occurred event in the field in the network than the MAC 
length, the node cannot generate a legitimate report in SEF. The fuzzy-based 
method can prevent this problem and provide energy savings. We evaluated the 
proposed method’s performance via simulation. 

Keywords: Wireless sensor networks, SEF, Injected false report attack, Fuzzy, 
Filtering scheme. 

1   Introduction 

Recent advances in micro-electro-mechanical system (MEMS) technology, wireless 
communications, and digital electronics have enabled the development of low-cost, 
low-power, multifunctional sensor nodes that are small in size and use untethered 
communication over short distances [1]. Sensor networks consist of a large number of 
sensor nodes that monitor the environment, and a few base stations that collect the 
sensor readings [10]. Sensor networks may be deployed in hostile environments and 
potential threats can range from accidental node failures to intentional tampering. Due 
to their relatively small size and unattended operations, sensor nodes are at high risk 
of being captured and compromised [2]. If sensor nodes are physically captured and 
compromised, the security information such as the keys used to generate message 
authentication codes (MACs), will be revealed to the adversary. False sensing reports 
can be injected into sensor networks by adversaries via compromised nodes. These 
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false reports can not only result in false alarms but also depletion of the finite amount 
of energy in sensor nodes [3].  

To combat false reports injected via compromised nodes, several research have pro-
posed mechanisms [3-9, 11]. Fan Ye et al. [3] proposed statistical en-route filtering 
(SEF) as a means to detect and drop injected false reports during the forwarding proc-
ess. SEF carefully limits the amount of security information assigned to each node, in 
order to prevent any single compromised node from disrupting the entire system. It 
relies on the collective decisions of multiple sensors for false report detection. When 
an event occurs in the field, multiple surrounding sensors collectively generate a le-
gitimate report and endorse it by attaching to it their MACs. Thus a report with an 
inadequate number of MACs, viz., MAC length is dropped during the forwarding 
process by intermediate nodes. As a report is forwarded via multiple hops toward the 
base station (BS), each intermediate node verifies the correctness of the MACs carried 
in the report with a certain probability, and drops the report if an incorrect MAC is 
detected. Therefore the MAC length is very important in SEF, since it involves a trade-
off of security against communication overhead. The probability of detecting incorrect 
MACs increases according to the number of hops the report travels. 

In this paper, we propose an energy efficient MAC length determination method 
for SEF using fuzzy logic. In the proposed method, the BS determines the MAC 
length based on the node density, the number of hops traveled by the reports, and the 
energy of nodes. Thus the proposed method prevents the problem in SEF whereby 
nodes cannot generate legitimate reports, when there are fewer nodes sensing the 
same event than the MAC length. 

The rest of the paper is organized as follows: Section 2 briefly describes SEF as 
background knowledge. Section 3 details the proposed method. Section 4 reviews the 
simulation results. Finally, section 5 concludes the paper. 

2   Statistical En-Route Filtering Scheme (SEF) 

Fan Ye et al. proposed SEF [3] as a means to detect and drop injected false reports. In 
SEF, each legitimate report carries multiple MACs generated by different nodes de-
tecting the same event. As a report is forwarded via multiple hops toward the BS, 
intermediate forwarding nodes detect incorrect MACs and drop the false report en-
route. The BS verifies the correctness of each MAC and eliminates any remaining 
false reports that eluded en-route filtering. Before the nodes are deployed, the BS 
maintains a global key pool and each sensor node stores a small number of keys that 
are randomly chosen from the global key pool in order to endorse and verify the re-
ports. When real events occur in the sensing field, multiple surrounding nodes can 
detect the event and a center of stimulus (CoS) node is elected in order to generate the 
report. Each detecting sensor node endorses the report by producing a keyed MAC via 
one of the stored keys and sends a message that includes the event information and 
key index, and the generated MAC to the CoS node. The CoS collects messages from 
the nodes and attaches them to the report. However, when no real event occurs, nor-
mal sensor nodes do not detect events. Thus they do not send a message to the CoS 
node. Therefore, compromised nodes are forced to forge MACs in order to generate a 
false report, which is dropped by en-route filtering or discarded by the BS. The  
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number of MACs (i.e. the MAC length) attached to the report is important, because if 
the MAC length is small, an adversary can generate false reports using only few 
forged MACs. On the other hand, if the MAC length is too big, the overhead of each 
report is increased. 

2.1   Key Assignment and Report Generation 

The BS maintains a global key pool, and divides it into n non-overlapping partitions. 
Each partition has m keys, and each key has a unique key index. Before the nodes are 
deployed, the user randomly selects one of n partitions, and randomly chooses k keys 
from it. The chosen keys and the associated key indices are stored in the node(Fig. 1). 

 

Fig. 1. The global key pool is divided into n partitions, and k keys chosen from a randomly 
selected partition and the associated key indices are stored in the node 

When an event occurs in the sensing field, all surrounding nodes detect the event 
and one of these nodes is elected to the CoS node. Detecting nodes generate the MAC 
via one of keys, and send it along with the key index to the CoS node. The CoS node 
collects and classifies MACs based on the key partitions. Then the CoS generates a 
report consisting of the event information and the set of key indexes and MACs cho-
sen from distinct partitions. If the MAC length is T, each report carries exactly T sets 
of key indexes and MACs. A report with fewer T MACs or key indices or more than 
one key index in the same partition is dropped. 

The MAC length involves a trade-off between the detection power and overhead. 
A larger MAC length makes it difficult to generate false reports, but the communica-
tion overhead is increased. In an area with low a node density, there can be fewer 
distinct partition nodes than the MAC length. In this case the CoS node cannot gener-
ate a legitimate report. In the proposed method, we carefully determine the MAC 
length via fuzzy logic in order to complement this case. 

2.2   En-Route Filtering 

As a report is forwarded multiple hops, each intermediate forwarding node can verify 
it(Fig. 2). The reports are verified in intermediate nodes via the following operations: 

 



 Energy Efficient MAC Length Determination Method 689 

1. Check that the number of sets of MACs and key indexes are exactly the same as 
the MAC length. If the report has a different number of sets than the MAC length, 
the node drops the report. 

2. Check that the key indices in the attached report belong to distinct partitions. If the 
report has more than one key index in the same partition, the node drops the report. 

3. If the node has a key that is the same as that of a report, the node generates a MAC 
with that key. If the generated MAC and the corresponding MAC are different, the 
node drops the report. 

4. If the report does not match any of cases 1-3, the node sends the report to the next 
hop. 

SEF can drop the false report en-route, but if there are no detected false reports arriv-
ing at the BS, the BS can check the correctness of every MAC and it can detect a 
forged MAC, because it has all keys. If there are one or more mismatches, the BS 
discards the report.  

 

Fig. 2. En-route filtering 

3   MAC Length Determination Method Using Fuzzy Logic 

We propose the MAC length determination method in order to complement SEF and 
save energy of sensor nodes via fuzzy logic. In this section, we provide the basic 
assumptions and motivations of our method and its detailed operation. 

3.1   Motivations and Assumptions 

In SEF [3], when there are occurred events in the sensing field, they are detected by 
all surrounding sensor nodes. Then each node generates MAC via one of its keys, and 
sends the set of MAC and key index that are used to generate MAC to the CoS node. 
The CoS randomly chooses received sets from distinct partitions. Then it generates a 
legitimate report consisting of event information and sets of key indexes and MACs. 
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The MAC length, that is the number of attached sets of key indexes and MACs in 
legitimate report, is important, because it involves a trade-off of the probability of 
detecting false reports and the communication overhead. Moreover, if the event oc-
curs in an area of low node density, the CoS node may not be able to collect enough 
MACs, so it cannot generate a legitimate report of an event. Therefore we carefully 
determine the MAC length based on the node density and the hop count of the report 
and the remaining energy of nodes. 

We consider a sensor network composed of a large number of small sensor nodes 
and a BS. We also assume that the reports are forwarded via multiple hops toward the 
BS and that the BS should know or estimate the density of the nodes, the average 
number of hops traveled by reports, and the node’s energy level. Since SEF relies on 
the MAC length carried MACs to detect false reports, an attacker that compromises 
keys in MAC length or more distinct partitions can successfully fabricate reports. In 
this case, SEF cannot detect or drop such false reports [3], and the proposed method 
does not address this case. 

3.2   Overview 

The proposed method is based on SEF. It consists of the same operations involved in 
partition dividing and key assignment before the nodes are deployed. However the 
SEF determines the fixed MAC length before deployment, whereas the proposed 
method determines it after the nodes have been deployed, based on the density of 
nodes, the number of hops traveled by reports and the nodes’ energy level. 

Fig. 3 shows the MAC length determination process. The sensor nodes are  
randomly deployed in the sensing field. The BS estimates the density of nodes, the 
average number of hops traveled by reports, and the remaining energy level. The 
estimation of each factor is beyond the scope of this paper. Therefore, we assume that 
the BS should know the factors. The BS determines the MAC length via fuzzy logic, 
based on the density, hop count and energy (a). Then the BS broadcasts the MAC 
length to all nodes (b). 

The BS determines the MAC length every time the network status changes, based 
on the density of nodes, the average number of hops traveled by reports and the en-
ergy level, and then rebroadcasts the MAC length. Thus the proposed method is more 
flexible than the SEF. 

 

Fig. 3. The MAC length determination process (a) The BS determines the MAC length based 
on fuzzy logic. (b) The BS broadcasts the MAC length to the nodes. 
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3.3   Factors 

In this section, we discuss the factors that are used for fuzzy inference.  

• Hop count (i.e., number of hops traveled by reports): As reports are generated in 
the CoS node, they are forwarded via multiple hops toward the BS and the com-
munication overhead is increased according to the MAC length. In the case of a 
large hop count, if the MAC length is large, more energy is consumed in transmit-
ting but false reports are detected in early hops. If the MAC length is small, the 
overhead is decreased but the probability of detecting false reports is also de-
creased, thus, the nodes waste energy in transmitting false reports. Therefore, the 
MAC length is carefully determined based on the hop count. 
 

• The density of nodes: As events occur in the sensing field, the CoS node generates 
a legitimate report. The legitimate report consists of event information, sets of 
MAC and key index. The number of sets including the report is exactly same as 
MAC length. But if the number of nodes detecting the same event is too small to 
generate a legitimate report, the CoS node cannot generate a legitimate report and 
the real event cannot be forwarded. Thus, determination of MAC length must be 
based on the density of nodes. 

 

• The remaining energy of nodes: Generally, sensor nodes expend their limited en-
ergy in sensing events, performing computations and transmitting information in a 
wireless environment [1]. Thus, the energy is the most important resource that 
should be considered in sensor networks. 

3.4 Fuzzy Membership Functions and Rules 

Fig. 4(a), (b), (c) illustrate the membership functions of fuzzy logic input parameters. 
The labels of the fuzzy variables are represented as follows: 

• Hop count = { S(Small), M(Medium), L(Large) } 
• Density = { VL(Very Low), L(Low), M(Medium), H(High), VH(Very High) } 
• Energy = { S(Small), N(Normal), L(Large) } 

 
Fig. 4. Fuzzy membership functions 
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Fig. 4(d) is the membership function of fuzzy logic output parameters. The labels are 
presented as follows: 

• MAC length = {VS(Very Small), S(Small), M(Medium), L(Large), VL(Very 
Large) 

Examples of fuzzy rules are as follows: 

• RULE 8: IF (Hop_count IS S) AND (Density IS VL) AND (Energy IS S) THEN 
(MAC_length IS VS) 

• RULE 13: IF (Hop_count IS M) AND (Density IS L) AND (Energy IS M) THEN 
(MAC_length IS S) 

• RULE 19: IF (Hop_count IS L) AND (Density IS M) AND (Energy IS M) THEN 
(MAC_length IS M) 

• RULE 39: IF (Hop_count IS M) AND (Density IS VH) AND (Energy IS L) THEN 
(MAC_length IS VL) 

 
In our method, we defined 45 fuzzy rules. If Hop count is S, Density is VL, and  
Energy is S, then we may decrease MAC length to conserve energy (Rule 8). For-
warding nodes do not need to verify such report. They may be detected by the BS 
immediately. If Hop count is L, Density is M, and Energy is M, then the MAC length 
is M (Rule 19). In this case, forwarding nodes should detect false reports in earlier 
stage. Therefore we may increase the MAC length to detect false reports. 

4   Simulation Results 

To show the effectiveness of proposed method, we compare the proposed method with 
the original SEF that has a fixed MAC length via simulation. Each node consumes 
16.25μJ and 12.5μJ to transmit and receive a byte, respectively. Each MAC generation 
consumes 15μJ. The size of an original report and a MAC is 24bytes and 1byte, respec-
tively. This data is derived from the simulation results of SEF [3]. There is a global key 
pool of 1000 keys, number of partitions is 25 and each node possesses 20 keys. 

 
Fig. 5. The probability and energy consumption of transmit normal reports when the hop count 
and remaining energy are large enough (i.e., hop count=100, energy=100) 
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Fig. 5 shows the changes in the probability of reports transmit and energy con-
sumption when the number of sensor nodes detecting the same event is increased and 
hop count is large enough and energy level is high. Fig. 5(a) shows that the proposed 
fuzzy-based MAC length determination method has higher performance than SEFs 
with a fixed MAC length (i.e., 5 and 10). Due to the fact that the proposed method can 
determine the MAC length based on the node density, it can generate legitimate re-
ports when there are a small number of nodes detecting the same event, but the SEF 
with a fixed MAC length (i.e., 5 and 10) cannot generate legitimate reports until the 
number of nodes exceeds their MAC length. This is because the CoS nodes need 
distinct partitions keyed MACs to generate legitimate reports. Fig. 5(b) shows the 
energy efficiency of the proposed method. The SEFs with a fixed MAC length (i.e., 5 
and 10) consume no energy until the number of nodes exceeds their MAC length, 
because the CoS nodes cannot generate a legitimate report in this case, so real oc-
curred events cannot be forwarded to the BS. On the other hand, the proposed method  
 

 

Fig. 6. Energy consumption for a the false reports ratio of 80% 

 

Fig. 7. Energy consumption for a the false reports ratio of 90% 
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can generate legitimate reports via small number of nodes, and it consumes less en-
ergy than SEFs in the case of the reports generated. 

Fig. 6 and Fig. 7 show the energy consumption of reports transmission for a false 
reports ratio of 80% and 90%. The false reports ratio indicates the number of false 
reports injected into the network. The simulation results show that when the number 
of compromised partitions is large and the false reports ratio is large, the SEF with the 
larger MAC length (i.e., 10) consumes less energy and the proposed method con-
sumes less than or same amount of energy than other methods. In addition we know 
that the SEF with the larger MAC length (i.e., 10) can detect false reports early, but 
during normal reports forwarding it has more overhead. Thus the proposed fuzzy-
based MAC length determination method is more efficient, because it can adapt to the 
network conditions. 

5   Conclusion and Future Work 

In this paper, we proposed a fuzzy-based MAC length determination method as a 
means to conserve energy. In SEF, a small MAC length reduces the overhead but it 
also reduces the probability of false reports being detected. On the other hand, a large 
MAC length can detect false reports in early hops, but if the number of nodes detect-
ing the same event is too small to generate legitimate reports, it cannot forward the 
reports to the BS. Thus we consider the node density, the hop count and the energy in 
order to determine an efficient MAC length. The simulation results show that the 
proposed method can provide greater flexibility and higher energy efficiency. 

In future works, we will research the mean to improve the accuracy of estimating 
the fuzzy input parameters affecting the performance of the proposed method. We 
will also research optimization of fuzzy logic in the proposed method in order to  
improve the performance. 

References 

1. Akyildiz, I.F., Su, W., Sankarasubramaniam, Y., Cayirci, E.: A Survey on Sensor Net-
works. IEEE Commun. Mag. 40(8), 102–114 (2002) 

2. Przydatek, B., Song, D., Perrig, A.: SIA: Secure Information Aggregation in Sensor Net-
works. In: Proc. SenSys, pp. 255–265 (2003) 

3. Ye, F., Luo, H., Lu, S.: Statistical En-Route Filtering of Injected False Data in Sensor Net-
works. IEEE J. Sel. Area Comm. 23(4), 839–850 (2005) 

4. Yang, H., Lu, S.: Commutative Cipher Based En-Route Filtering in Wireless Sensor Net-
works. In: Proc. VTC, pp. 1223–1227 (2003) 

5. Al-Karaki, J.N., Kamal, A.E.: Routing techniques in wireless sensor networks: a survey. 
IEE Wirel. Commun. 11(6), 6–28 (2004) 

6. Yu, Z., Guan, Y.: A Dynamic En-route Scheme for Filtering False Data Injection in Wire-
less Sensor Networks. In: Proc. of SenSys, pp. 294–295 (2005) 

7. Zhu, S., Setia, S., Jajodia, S., Ning, P.: An Interleaved Hop-by-Hop Authentication 
Scheme for Filtering of Injected False Data in Sensor Networks. In: The IEEE Symposium 
on Security and Privacy, pp. 259–271 (2004) 



 Energy Efficient MAC Length Determination Method 695 

8. Li, F., Wu, J.: A Probabilistic Voting-Based Filtering Scheme in Wireless Sensor Net-
works. In: The International Wireless Communications and Mobile Computing Confer-
ence, pp. 27–32 (2006) 

9. Lee, H.Y., Cho, T.H.: Fuzzy Adaptive Selection of Filtering Schemes for Energy Saving 
in Sensor Networks. IEICE Trans. Commun. E90–B(12), 3346–3353 (2007) 

10. Buttyán, L., Dóra, L., Vajda, I.: Statistical wormhole detection in sensor networks. In: 
Molva, R., Tsudik, G., Westhoff, D. (eds.) ESAS 2005. LNCS, vol. 3813, pp. 128–141. 
Springer, Heidelberg (2005) 

11. Lee, H.Y., Cho, T.H.: Key inheritance-based false data filtering scheme in wireless sensor 
networks. In: Madria, S.K., Claypool, K.T., Kannan, R., Uppuluri, P., Gore, M.M. (eds.) 
ICDCIT 2006. LNCS, vol. 4317, pp. 116–127. Springer, Heidelberg (2006) 



A Coverage and Energy Aware Cluster-Head
Selection Algorithm in Wireless Sensor Networks

Thao P. Nghiem, Jong Hyun Kim, Sun Ho Lee, and Tae Ho Cho

School of Information and Communication Engineering
Sungkyunkwan University

Suwon 440-746, Republic of Korea
{thaonp,jonghkim,sunholee,taecho}@ece.skku.ac.kr

Abstract. The issue of identifying appropriate cluster-heads has re-
cently been the focus of extensive research and development in wireless
sensor networks. Unfortunately, cluster-heads are generally chosen either
in a random manner or mainly based on nodes’ residual energy. Accord-
ingly, there is no guarantee that network coverage is well-preserved while
this QoS is vital in target tracking and surveillance applications. In order
to enhance both coverage preservation and energy efficiency, we propose
a Coverage and Energy Aware Cluster-Head Selection Algorithm which
fully considers three critical factors: the node’s energy, location and es-
pecially coverage cost metric. Simulation results demonstrate that our
algorithm cannot only prolong the network lifetime over 11%, but also
substantially enlarge network coverage, from the middle phase of the
network lifetime, by over 20% compared to the traditional energy-based
selection methods in LEACH and HYENAS system.

Keywords: Wireless sensor network (WSN), Cluster-based protocol,
Energy efficiency protocol, Coverage, Cluster-head selection.

1 Introduction

Wireless sensor networks (WSNs) have recently attracted interest for potential
application in future ubiquitous computing systems. Due to limited and irre-
placeable energy of sensors, the energy efficiency becomes one of the most chal-
lenging tasks for WSN design [1,2]. Besides, coverage is another critical measure
of network QoS offered by a WSN. It reflects how well an area is monitored or
tracked by sensors [3].

For the initial reason of saving energy, a WSN is broken down into several
clusters to reduce communication overhead, and then save energy consumption
as in Fig. 1. Close nodes group themselves into local clusters with one node
acting as cluster-head. The cluster-head collects data from other cluster nodes
and send aggregrated data to the base station (BS).

Most of existing research on cluster-head selection is only based on energy con-
sumption [4,5,6]. Low-Energy Adaptive Clustering Hierarchy (LEACH) is a
cluster-based protocol that uses randomized rotation of cluster-heads to distribute
energy dissipation evenly throughout the sensors [4]. Instead of randomly choosing

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 696–705, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Black nodes are cluster-heads. White nodes are ordinary cluster nodes.

the cluster-head like in LEACH, the HYENAS system in [5] takes several param-
eters into consideration including node location and remaining energy. Though
these approaches perform much better with regard to reducing energy consump-
tion, they do not ensure to preserve the network coverage.On the other hand, there
are also studies on coverage preservation in WSNs [7,8,9]. They show the concept
and importance of this metric; however, their cluster-head selection methods are
only based on coverage metric rather than integrate this with energy factor.

For integration of coverage preservation and energy efficiency in cluster-based
WSNs, we propose a Coverage and Energy Aware Cluster-Head Selection
(CEACHS) Algorithm. The main contribution of our paper is suggesting a
method to select cluster-heads by taking advantage of nodes’ characteristics
and especially their coverage cost metric. By applying the proposed CEACHS,
we can modify HYENAS system in order to achieve the best sensing cover-
age and energy efficiency. Simulation results prove that the proposed approach
consistently outperforms LEACH and HYENAS in terms of not only extending
network lifetime by over 11%, but also enlarging total network coverage by over
20% from the middle phase of the network lifetime.

The rest of the paper is organizedas follows. Section 2 is a brief description of the
state-of-artwork includingLEACH,HYENAS and coverage costmetric. In Section
3, we present the overview and details of our algorithm. Section 4 is a discussion of
the simulation and its results. Finally, we concludes our work in Section 5.

2 Related Work

2.1 Low-Energy Adaptive Clustering Hierarchy (LEACH)

LEACH is a self-organizing, adaptive clustering protocol. In LEACH, the nodes
organize themselves into local clusters with one node acting as the cluster-head.
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At each round, every node m is assigned a random number X between 0 and
1. If X is less than a predefined threshold T (m), node m will be selected as a
cluster-head node at the current round. The threshold T(m) is set to

T (m) =

{
p

1−p[λ mod 1
p ] , if m ∈ G;

0, otherwise
(1)

where p is the desired ratio of cluster-heads, λ is the current round and G is the
set of nodes each of which has not acted as a cluster-head yet within a period of
1/p round.

These cluster-head nodes broadcast their status to the other sensors in the
network. Each sensor determines which cluster it wishes to join by choosing
the cluster-head that requires the minimum communication energy. Once all are
organized into clusters, each cluster-head creates a schedule for the nodes in its
cluster. Once the cluster-head has all the data of nodes in its cluster, the cluster-
head node aggregates the data and then transmits the compressed data to the
BS. Since the cluster-heads spend more energy than other nodes, it is essential
to re-select cluster-heads periodically.

2.2 HYENAS System

The HYENAS System selects cluster-heads using a hybrid algorithm which com-
bines model-based processing with a machine learning technique called Case-
Based Reasoning (CBR). To appropriately select a cluster-head for each cluster,
the BS determines a node metric CH(m) for each node m in the cluster by tak-
ing into account each node’s remaining energy Er(m), the total sum of squared
distance dmi from the concerned node m to other nodes i in the same cluster and
distance from node m to the BS dBS . CH(m) is calculated using the formula as
below.

CH(m) = W1Er(m) + W2(1 − 1

(
∑N

i=1 d2
mi) + d2

BS

) (2)

where W1 and W2 are weights for the node’s remaining energy and location
respectively. N represents the number of all nodes in the cluster.

2.3 Coverage Cost Metric

Coverage cost is originally introduced in DAPR as a routing metric to avoid
routing of data through areas sparely covered by the sensor nodes [8]. Since
then, there have been several studies which focus on analyzing the coverage cost
metric to prolong network lifetime [9,10].

In the Coverage Preserving Protocol, Y.R. Tsai proposed a cluster-head selec-
tion algorithm based on the coverage cost or normalized sensing coverage area
of each sensor node m [7]. Accordingly, they assume η0 is the percent of sensing
area only covered by node m and ηi is the percent the percent of sensing area
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Fig. 2. The overlap of sensing areas for two adjacent nodes

covered by this node and other i neighbor nodes. Coverage cost η(m) of node m
is defined as below

η(m) = η0 +
∞∑

i=0

ηi

i + 1
(3)

For the simplest example in Fig. 2(a), η(m) is calculated as

η(m) = η0 +
η1

2
= (1 − Amn

πR2 ) +
Amn

2πR2 = 1 − Amn

2πR2 (4)

where η1 is the percent the percent of sensing area covered by node m and node
n, Amn is the overlapping are of those two nodes.

In fact, the sensing range of a specific node m likely overlaps with several
nodes like Fig. 2(b), thus calculating becomes complicated and needs location
information for all nodes. Therefore, they approximate all neighbor nodes as
an equivalent node with an equivalent distance to the desired node m. The
estimation of this distance is based on energy consumption to transmit and
receive beacon messages to all its neighbor nodes.

In addition, four approaches to measure the coverage cost metric are evalu-
ated in [9]. Among them, coverage redundancy cost is similar to the normalized
sensing coverage area η in [7].

3 Coverage and Energy Aware Cluster-Head Selection
(CEACHS) Algorithm

3.1 Motivation

In HYENAS, the cluster-heads are selected according to their energy and lo-
cation but not coverage while this is a vital metric, especially in surveillance
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applications. If nodes with large coverage area are selected as cluster-heads,
they will spend a large amount of energy and die off first. As a result, the total
network coverage quickly falls down. Vice versa, if nodes with small coverage
area are selected as cluster-heads and run out of their energy first, the reduc-
tion of the total network coverage due to these dead nodes is minimized. In this
paper, we propose a cluster-head selection algorithm which aims to integrate
both coverage preservation and energy efficiency. Apart from those factors in
HYENAS, coverage is carefully considered in cluster-head selection procedure.

3.2 Detailed Algorithm

Calculation of Coverage Cost η. At first, every node m calculates its coverage
cost or estimated normalized effective sensing area η(m) in the initialization and
set-up phase. As shown in [7], it is too complicated to calculate the exact value
of η(m). Therefore, an approximate approach which was based on the amount of
energy consumption to transmit and receive beacon messages was proposed.

The specific node m, with radius R, sends beacon messages to neighbors which
are in range of 2R radius. Transmission energy Ertrans (dB) is calculated as

Ertrans = Ersens + L(2R) (5)

where R is the sensing radius of node m. Ersens (dB) represents the sensitivity of
radio receiver and L(2R) is denoted as the propagation loss for a distance of 2R.

It is assumed that there are M neighbor nodes responding to beacon messages.
Node m must spend Erreceive (dB) to receive these replies

Erreceive = 10log10

∑M
i=0 10

Pi
10

M
(6)

where Pi is the received signal energy level, for i = 1, 2,..., M .
The equivalent distant R′ from the equivalent node m′ to node m is approxi-

mated as
R′ = 2R10

(Ersens−Erreceive)
10β (7)

where β is denoted as the path loss exponent.
With ρ = R′/2R, the equivalent normalized overlapping area Φ(m) of node

m is obtained.

Φ(m) =
2[cos−1(ρ) − ρ

√
1 − ρ2]

π
(8)

According to (3), η(m) finally becomes:

η(m) = 1 − Φ(m)
2

(9)

Cluster-Head Selection. For each cluster, the BS calculates the CH(m) value
for each node m. The node which possesses the maximum value of CH(m) in each
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cluster will become the cluster-head of that cluster. Five input factors related to
node m’s characteristics are considered to decide CH(m) value. Those are:

– Residual battery power Er(m). The higher Er(m), the higher the probability
node m becomes cluster-head.

– Relative distance d1 from node m to the other nodes in the same cluster.

d2
1 =

N∑
i=1

d2
mi (10)

where dmi is the distance from node m to other nodes i which is in the same
cluster with node m and N is the size of the cluster which contains node m.
The lesser d1, the higher the probability node m becomes cluster-head.

– Coverage cost η(m), which has already been calculated. The less η(m), the
higher the probability node m becomes cluster-head.

All those factors are combined to calculate CH(m) value in the following formula:

CH(m) = W1Er(m) + W2(1 − 1
d2
1 + d2

2
) + W3[1 − 1

η(m)
] (11)

where W1, W2 and W3 are weights for the node’s remaining energy, location and
coverage cost, respectively.

The selection of these weights is adjusted to fix the purpose of WSN appli-
cations. For example, coverage is the most critical metric in target tracking and
surveillance applications, thus the value of W3 here should be higher than the
others. Otherwise, in networks where full coverage is not an important require-
ment, W1 and W2 should be increased while W3 should be tuned into a small
value.

3.3 Adaption of CEACHS

We apply the proposed algorithm into HYENAS in order to achieve the best
improvement in both coverage and energy efficiency. The new protocol is named
H-CEACHS. In H-CEACHS, the algorithm is executed in the initialization and
set-up phase of each round or when CBR in HYENAS decides to reform clus-
ters. Moreover, it is noted that calculation of coveage cost η should be done
whenever the network topology changes. However, the energy consumption for
this calculation is insignificant since the amount of energy to transmit and re-
ceive beacon messages is too small to compare with that to transmit and receive
sensing reports.

4 Performance Evaluation

4.1 Energy and Channel Models

In our proposed algorithm, we use a simple propagation loss model to compute
the energy consumption of radio transmission in [7]. According to this model,
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the energy dissipation for transmitting a k-bit message to a receiver at a distance
d is:

ETx(k, d) = k(Eelec + εampd
β) (12)

where Eelec = 50nJ/bit is the energy used to operate the transmitter or receiver
circuitry and εamp = 100pJ/bit/unitβ is the transmitter power amplifier for
transmitting a bit to a receiver with a distance d = 1 unit and a path loss
exponent β.

To receive a k-bit message, a node spends:

ERx(k) = kEelec (13)

4.2 Simulation Environment

We randomly and uniformly deploy 100 nodes with a sensing radius of 7.5 units
in a network area of 50x50 using MATLAB programming language. The BS is 50
units away from one side of the sensing area. The path loss exponent β = 2 for
transmission between nodes and β = 2 for transmission between cluster-heads
and the BS. The initial energy of each node is 1J. When a cluster-head node
receives data from other non cluster-head nodes in its cluster, it aggregated and
compressed data with a compression coefficient . Data sent from a node to its
cluster-head node in each round has a length of k = 2000bit. The initial number
of cluster is 5, which equals to 5% of the total live nodes. This simulation run
for 2000 rounds, which are divided into three phases: the early phase (from the
1st round to the 500th round), middle phase (from the 501st round to the 1300th

round), and the final phase (from the 1301st round to the 2000th round).
Since nodes are deployed randomly in the network, the results of each run

time are different from the others. We therefore executed this simulation up to
100 times to obtain average results for more accurate and objective data.

4.3 Simulation Results and Discussion

In our simulation, we focus on comparing four metrics of network performance:
sensing coverage, number of alive nodes, distribution of dead nodes and network
energy consumption among LEACH, HYENAS and H-CEACHS.

In Fig. 3(a), we compare the network sensing coverage C versus the time
steps among LEACH, HYENAS and H-CECHS. The network sensing coverage
C% between 0% and 100% is defined as the ratio of the network coverage area
to the entire desired area. Overall, it is easy to see that H-CEACHS is definitely
better in whole network lifetime. Specially, H-CEACHS demonstrates its superior
performance with a gain of over 20% from the middle phase onwards. Since our
algorithm carefully considers coverage as a factor when selecting cluster-head, it
can avoid choosing nodes with high coverage cost as cluster-heads. As a result,
a considerable amount of network sensing coverage is preserved in H-CEASHS.

Fig. 3(b) shows number of alive nodes in H-CEACHS is sometimes better and
sometimes worse than that in HYENAS before the final phase; however, it is
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Fig. 4. Location of dead nodes when the number of dead nodes exceeds 30 nodes

absolutely the best at the final phase and always better than that in LEACH.
Moreover, to preserver the network coverage, the less number of dead nodes is
not as important as the more even distribution of dead nodes. We simulated a
case to reflect the location of dead nodes when the number of dead nodes is over
30 in Fig. 4. With the assumption that the BS is far below each sub figure, nodes
which is farther from the BS will die off sooner than the other. Compared with
LEACH and HYENAS, dead nodes in H-CEACHS spread more widely rather
than concentrate in a small area, and thus their invalid coverage area is possibly
covered by their neighbors without much reducing the total network coverage.

Fig. 3(c) demonstrate the total energy consumption in the whole system versus
time step for LEACH, HYENAS and H-CEACHS. This metric in H-CEACHS is
lower and steadier than the other protocols. Furthermore, while other protocols
used up their energy before the 1700th round, our protocol still worked after 2000
rounds. As a result, our protocol can extend network life-span by over 11%.

5 Conclusion

In this paper, we proposed CEACHS, a hybrid algorithm to select appropri-
ate cluster-heads. This algorithm considers many critical parameters including
nodes’ remaining energy, location and, most importantly, coverage cost to achieve
optimal energy efficiency and coverage preservation. Our simulation results prove
that the proposed algorithm outperforms other ones in baseline protocols such
as LEACH and HYENAS in terms of both network sensing coverage and energy
efficiency.
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Abstract. We developed a middleware platform, i.e. COSMOS (Common Sys-
tem for Middleware of Sensor Network), for several types of sensor networks 
including the Zigbee wireless sensor network, the CDMA cellular phone-based 
network, the RFID reader-based network and the IP-USN based on 6LowPAN. 
Development has been focused on interfaces for application programs as well as 
on sensor network abstractions for various ubiquitous sensor networks (USN). 
Standard interfaces were defined between the USN middleware and USN  
networks as well as application services. We studied several USN services in-
cluding u-Healthcare to examine important issues about middleware platform 
for integrating with other standardized communication framework, e.g. a medi-
cal device communication framework. We introduce application services and 
the real-time data analysis for QoS in the u-healthcare service. 

1   Introduction 

The middleware for ubiquitous sensor networks, i.e. USN middleware, was studied to 
support a variety of applications with the available sensor information and computing 
resources in standardized way. For USN middleware, we abstracted lower layers  
related to various sensor networks as well as RFID readers. Various application ser-
vices can be developed above the USN networks. USN middleware on the USN net-
works shall support context-aware processing based on qualified data-acquisition for 
context-aware applications.  

The discovery of appropriate sensor/network/service is a key function in the im-
plementation of context-aware applications for mobile users in ubiquitous computing 
environments. An efficient semantic service discovery scheme called UbiSearch [1] 
for large-scale ubiquitous computing environments was introduced. We also studied 
and present a unified USN Directory Service based on the indexing key and metadata 
for the appropriate discovery of the sensor/network/service. 

We introduce the USN software platform in the COSMOS project, a (Common 
System for Middleware of Sensor Network) middleware platform developed by ETRI 
in Korea [2]. We developed four kinds of application services operating on the plat-
form, and we introduce one application service among them, i.e. the u-Healthcare ser-
vice. We focused on the study of an application service, i.e. a u-Healthcare service, of 
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the various services based on its sensor networks composed of wired sensors or wire-
less sensors in the USN. We defined the USN as a sensor network composed of ubiq-
uitously prevalent wired-sensors as well as ubiquitously prevalent wireless-sensors, 
which are connected in the network. Beyond the e-healthcare service, the ubiquitous 
healthcare (u-healthcare) service will be more evolved in the emerging ubiquitous 
computing and networking society.  

Feki et al. [3] introduced the integration of context-awareness and multimodal 
functionalities in the smart environment. In the emerging USN, sensor devices could 
be greatly miniaturized and can harvest energy from the environment and will be able 
to communicate with other networks and devices integrated in our homes or our cities 
(e.g. u-city) as smart environments. Recently, the new application of health monitor-
ing and medical care based on USN is gaining popularity among researchers and  
offers genuine promise for future practical uses. We introduce a manager-agent 
framework for medical device communication for u-healthcare services with USN in 
smart environments. 

The paper is organized as follows. We discuss the USN middleware platform: 
COSMOS, a framework for u-healthcare, examples of application service including u-
Healthcare and data analysis for QoS. The USN middleware platform must be consid-
ered for integration with standardized application platforms such as a medical device 
communication framework (X73). We present the X73 framework for healthcare ser-
vice to find some issues for integration with the COSMOS platform. Real-time esti-
mation of sensed parameters has not been studied in previous research. We present an 
applicable scheme for stochastic parameter estimation. For quality of service (QoS), 
we introduce an evaluation scheme for the u-healthcare service in smart environ-
ments. Finally, we conclude our study. 

2   USN Software Platform 

We attempted the development of an intelligent and autonomous service platform in the 
USN software platform, COSMOS. USN middleware covers various heterogeneous 
sensor networks, RFID readers including the mobile RFID reader in mobile phones, 
CDMA mobile devices such as sensor/sink/gateway nodes, and IP-USN networks. Ad-
ditionally, the COSMOS middleware platform supports intelligent processing capabili-
ties such as sensed-data mining, context-awareness, intelligent management and unified 
metadata/application directory services. The standardization for interoperability is im-
portant because of the heterogeneous middleware platform. At the ITU-T SG16/Q22 
meeting , the concept of USN middleware was introduced as a new work area for USN 
standardization, and the discussion with revised contributions for standardization of 
USN middleware continued at the next meetings, as an officially new work area. 

The need for health monitoring in the e-healthcare service is gradually increasing 
and its application is becoming feasible with sensor network technology. By adopting 
tiny wireless sensor network devices into the ubiquitous networking environment with 
some sort of specific health monitoring system, the chronically ill and the elderly can 
be observed in smart environments that provide an e-healthcare service. For this pur-
pose, wearable vital sign sensors can be attached to the body, allowing continuous 
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communication transferring the sensed physical status of the wearer. Health monitor-
ing with ubiquitous sensor networks (USN) in the ubiquitous networking environment 
has some outstanding features compared to traditional medical healthcare systems. 

USN middleware is comprised of a Service Layer, Intelligence Layer and Abstrac-
tion Layer. The Service Layer is comprised of OAPIC (Open API Component), 
UMMC (USN Middleware Management Component), USSC (USN Middleware  
Security Service Component) and UDSC (USN Directory Service Component). 

This layer provides an application interface for various services. Among the compo-
nents in this service layer, we focused on the components for a unified and ubiquitous 
web service. The UDSC contains various metadata to find appropriate resources such as 
components or sensor networks. If some services are required to monitor an area, then 
the USN Directory Service can help to look them up. The USN Directory Service offers 
all relevant information such as the location, wireless protocol, sensor type, number of 
sensor nodes, sensor network lifetime, etc. Scalability and modularity are very important 
factors in distributed environments. For a unified and ubiquitous service in heterogeneous 
middleware environments, we need to develop this UDSC into a unified-UDSC. 

The Sensor Network Intelligent Layer is composed of a SDMC (Sensor Data Min-
ing Component), an IEMC (Intelligent Event Management Component) and a SIIMC 
(Sensor Information Integration Management Component). This layer provides  
intelligence for sensed-data processing, event processing and context information 
processing. It requests data from the wireless information infrastructure, i.e. USN 
networks, through Sensor Network Abstraction Layer. 

The SDMC creates query plans to request data. This component is in charge of si-
multaneous scheduling for requests as well as processing for responses. This compo-
nent provides mining functionality for sensed-data. The IEMC models an application 
specific event and notifies the requesting service of the result. It may use the SIIMC 
to obtain proper sensed information or use a sensor network monitoring component. 
The SIIMC models service-specific context information and defines the rules to cap-
ture the specific context. This component may use the SDMC to obtain context in-
formation. This component enables USN middleware to provide intelligent  
context-aware processing. 

The Sensor Network Abstraction Layer is comprised of the SNCIC (Sensor Network 
Common Interface Component), the SNAMC (Sensor Network Autonomous Manage-
ment Component) and adaptor components. This layer provides wireless information  
infrastructure abstraction and sensor network monitoring functionality. The wireless in-
formation infrastructure includes RFID readers, various kinds of sensor networks, 
CDMA mobile devices as sensor/sink/gateway node and IP-USN router/node, etc.  
This layer provides an abstract interface to the upper layer to use any kind of USN net-
work. The adaptor is responsible for transforming the data format and the command 
format between USN middleware and the actual wireless infrastructure protocols. The 
abstraction layer is realized for various USN networks by various adaptors. 

3   Framework for u-Healthcare 

Health monitoring based on USN in the ubiquitous networking environment provides 
a totally different healthcare system scenario. The general features of the sensor  
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network such as tiny sensor nodes, network construction and self-configuration allows 
for potential uses in medical care monitoring applications. 

The standard for point-of-care connectivity [4] establishes a set of specifications 
that allow seamless multi-vendor interoperability and communication between point-
of-care devices, data concentrators, and clinical information systems. The most influ-
ential standards in the vendor community derive from bodies that have achieved  
international influence and authority beyond the formal International/European stan-
dards bodies, e.g. the U.S. based HL7 for messaging, DICOM for imaging and IEEE 
for medical device communications [5].  

ISO11073/IEEE1073 (known as X73), Standard for Medical Device Communica-
tions, is a family of documents that defines the entire seven layer communication  
requirements for the ‘Medical Information Bus’ (MIB). This is a robust, reliable com-
munication service is designed for intensive care units, operating rooms, and emer-
gency room bedside devices. The goal of X73 is to improve the interoperability and 
plug-and-play capabilities of the different medical devices and medical information 
systems. Peripheral Area Network Interface (PAN-IF) connects an application hosting 
device, such as a personal computer, cell phone, or monitoring hub, to a PAN device, 
which is either a sensor or an actuator. The PAN-IF upper layers are implemented us-
ing the ISO/IEEE 11073-20601 Optimized Exchange Protocol, which leverages work 
from the ISO/IEEE 11073 Medical Device Communications working group. [6] 

The following diagram [7] based on a manager-agent framework of medical device 
communication shows the upper layer communication stack in X73, or layered set of 
protocol and service components.  The manager/agent (client/server) framework for 
communication systems is defined in the standard. Application processes in both the 
manager and the agent provide the (user) functionality of the device. For example, the 
agent has at least one application process that is able to process signals from an inva-
sive blood pressure transducer. The manager application process is responsible for 
collecting and archiving vital signs information that is provided by the agent. 

The Association Control Service Element (ACSE) is the ISO/OSI standard for as-
sociation control. The Common Medical Device Information Service Element 
(CMDISE) is an object management service in principle, a lightweight version of the 
ISO/OSI Common Management Information Service Element (CMISE). The Remote 
Operation Service Element (ROSE) provides basic services used by the CMDISE  
(invoke an Operation, return the result of an operation, return an error, and reject an 
operation). To comply with the definition of optimized encoding rules, a modified 
version of the ROSE is needed to work with the CMDISE. 

ACSE means Association Control Service Element, MDIB means Medical Data 
Information Base and MDSE means Medical Device Service Element. The Session 
Layer and Presentation Layer produce a minimized overhead only. 

Fig.1 shows the X73 Framework and the layered COSMOS USN middleware  
platform. The ISO/IEEE 11073 (known as X73) set of standards for Point of Care 
Medical Device Communication based on a manager-agent framework of medical de-
vice communication is the best-positioned international standard to provide interop-
erability with different sensors [8]. The X73 standard, currently in the development 
phase, is a single set of standards for complete connectivity between medical devices 
that contribute plug-and-play, transparency, and ease of use and configuration. X73 
distinguishes four main standards groups: transport (e.g., wireless or cabled), services  
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Fig. 1. X73 Framework (Manager/Agent) and USN Middleware Platform 

of general applications (e.g., for events or polling), device data (e.g., object-oriented 
model and representation terminology), and network communication standards (e.g., 
gateway between the representation of data and ISO/IEEE 11073, DICOM, or HL7 
messages). Toledo et al. [8] found a problem with the lack of X73 standardization of 
wireless connectivity. They plan to fix it when required by using the lower layers of 
the wireless technology (Bluetooth, Zigbee, etc), then merging them with the upper 
layers, which actually follow the standard, waiting for the X73 to get updated to these 
technologies. 

In the new and exciting field of Ubiquitous Sensor Networks (USN), e-healthcare 
services for medical care applications appear as a promising research area with a wide 
range of possibilities. The following use cases [9] reflect diversity, and there is 
throughout an assumption of use of existing or supplemented 11073 (X73) standard 
provisions.  

UseCase#1: Mobile Wellness Monitoring of a Single Cardiac Patient; 
UseCase#2: Wellness Weight Monitoring of a Single Patient Home; 
UseCase#3: Chronic Respiratory Patient Management; 
UseCase#4: Elderly patient follow-up; 
UseCase#5: Cardiac Parameter Monitoring of a Single Patient Home; 
UseCase#6: Secure Registration of Tele-monitoring Device; 
UseCase#7: Body Area Network Monitoring; 
UseCase#8: Critical cardiac alarms. 

The monitoring service keeps tabs on his vital signs once a day and generates a 
summary of his/her level of activity. Vital signs are recorded using a pressure cuff 
(blood pressure and heart rate) and a digital thermometer. A wearable 3D accelerome-
ter records patient movements all day and generates parameters that summarize pa-
tient activity (% time sitting, % time standing, % time laying, % time sleeping) All 
this information is sent to a gateway (embedded PC located at the home). 
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For u-healthcare with the USN, we must consider both the wired sensor/network 
and the wireless sensor/network. Considering the WSN, we must refer to the afore-
mentioned Use-Case#1, #3 and #7 based on X73. We studied the real-time health-
monitoring applications, frequently acquiring personal information as well as writing 
analyzed information as a response to requests from clients or health-monitoring 
agents in the mobile Internet environment. 

4   Application Services and u-Healthcare 

We abstracted the sensor network by defining the standard interface between the USN 
middleware and the sensor network. We decided to use the communication transport 
protocol with a TCP/IP. The abstraction was accomplished in several steps.  First, we 
standardized the sensing type as temperature, remaining battery lifetime, pressure, gas 
gauge, bpm (beat per minutes), etc. Second, we defined common message formats 
used between the USN middleware and the adaptors. We categorize all possible mes-
sages into 3 groups. The first group is data request/response. This group contains 
messages associated with sensor data request/response. The second group is com-
mand/notification. This group includes asynchronous sensor data request/notification, 
activate/deactivate of actuator and error report. The last group is for communication 
control between the USN middleware and adaptors. This definition of common  
message format will be refined after further development. 

For the consistency of health-monitoring information and for a convenient user  
interface, we need a unified health-monitoring web server for wired and mobile Inter-
net. We need to consider the health-information center accessibility of the doctor or 
nurse as well as of the patient within the concept of the X73 framework. The health-
care web server must have the capacity to show the appropriate health contents, i.e. 
the HTML contents for the wired Internet as well as the mobile contents for many dif-
ferent kinds of mobile devices, e.g. WML, mHTML, etc. For the unified service, there 
are several constraints compared to the content for the wired Internet. First of all, we 
must consider the various kinds of mobile devices as well as browsers for the mobile 
Internet, and each of those devices may have different functionalities. We considered 
only text-based health-monitoring information from the wrist phone to the health-
monitoring Web server and vice versa to be immune to any type of Internet traffic 
load as well as to minimize the mobile communication cost for cost-effective  
health-monitoring services based on the X73 framework. 

5   Data Analysis for Quality of Service 

Important issues such as data quality of sensor nodes, real-time aggregation and esti-
mation of random variables for comprehensive accessibility in relation to the  
u-Healthcare service must be considered. We have implemented health-monitoring 
sensors in the wrist phone for a patient as a primitive example with single-hop sensor 
nodes. 

We used an exponentially weighted moving average model with appropriate 
smoothing parameter β  to get the mean value of the random variable kh . To find the 
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statistical outlier we need to get deviation, and we used the mean absolute deviation 
(MAD) model to reduce the complexity of calculation. 

1(1 )k k kh h hβ β −= + −   (where 0 1β< < ). (1) 

The mean absolute deviation (MAD) is defined by 
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(Fu is the updating or changing frequency of a random variable).  Equations (1) 
through (4) will be used for real-time estimation of parameters for u-healthcare service. 

We studied real-time health-monitoring applications, frequently gaining access to 
personal information. Fig.2 shows u-Healthcare service with sensor nodes (e.g. wrist 
phones) and USN middleware: COSMOS. We will discuss various aspects of the QoS 
of a ubiquitous application service. 

For the real-time health-monitoring network using the mobile Internet in the USN 
environment, the dominating factor and the standard deviation (or MAD) of that  
random variable must be bound within the deterministic response time. 

We studied the important QoS metric, delay, from the user’s perspective. The 
preparation time for a patient to get a service (e.g. medical device, mobile device, 
etc.) is E (ubiquitous environment time metric); the time spent by the patient with 
medical devices to make an appropriate action for the service is M (device time met-
ric); the aggregate time to the medical healthcare server after the medical device for 
medical service is W (service time metric for wired/wireless communication and Web 
server); the time depending upon medical contents is H (health contents time metric). 
If iteration of each variables is required, then subscript i, j, k, l, m can be used as Ei, 
Mj, Wk, Hl, Pm. Depending upon ubiquitous environment, device, service and patient, 
the iteration i, j, k, l, m may be different. 
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Fig. 2. u-Healthcare Service with Sensor Nodes and USN Middleware: COSMOS 

We can represent the statistical values (i.e. mean, deviation or MAD using equa-
tions (1), (2)) of random variables as performance metrics for QoS (quality of service) 
of real-time medical service, and the quality of u-healthcare service can be compared 
with the QoS performance metrics as comprehensive accessibility. Each performance 
metric can be used to enhance the QoS as follows. The ubiquitous environment time 
metric E will be shortened depending upon the proliferation of the smart environ-
ments for u-healthcare. Medical device time metric M, i.e. the handling speed of the 
medical device, is one of the most important performance factors in any medical ser-
vices for the patient. Wired/wireless Web service time metric W can be shortened ac-
cording to the communication facility and Web server with the DB in the e-hospital. 
Health contents time metric H can be shortened considering accessibility in contents 
design for the u-healthcare service. Patient time metric P may be different from  
patient to patient depending upon the disability of the patient. 

Among various application services, we focused on the u-healthcare service among 
them, using the USN middleware platform. We considered important issues such as 
data quality of sensor nodes, real-time aggregation and estimation of random vari-
ables for comprehensive accessibility. We considered various aspects of the QoS of a 
ubiquitous application service. 

With the performance metrics (E, M, W, H, P), we can estimate other metrics for 
QoS. For example, total service time for a patient, T. We can use the mean values of 
the random variables of metrics as follows: , , , ,E M W H P  and  

T E M W H P= + + + + . (5) 

With the combination of equations (1), (2), (3), (4) and (5), we can estimate the QoS 
for each different service requirement based on the random variables. For example, 
the total service time of u-healthcare for QoS may be more important than each em-
bedded time delay. For improvement of QoS, the statistics and analysis for each ran-
dom variable may also be important. In the case of Web contents for u-healthcare, the 
Web-contents accessibility may be more important than the elapsed time to access 
web contents, if we consider the unified and ubiquitous Web service.  



714 Y.B. Kim 

6   Conclusion 

We introduced a USN middleware platform, COSMOS, for ubiquitous environments. 
USN middleware covers various USN networks. We introduced a USN middleware 
platform defined with standardized interfaces between wireless infrastructure and ap-
plication services. Of the many services, we studied a u-Healthcare service to con-
sider important issues such as QoS, real-time data analysis of random variables and 
comprehensive accessibility in the USN environment. A manager-agent framework of 
medical communication for ubiquitous healthcare service based on X73 with USN 
was introduced, focusing on the integration of USN middleware platform and medical 
device communication framework for a u-Healthcare service. We showed important 
issues of real-time data analysis for QoS metrics for u-healthcare service in the USN 
environments. 
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Abstract.  In order to effectively monitor the state of software running, it is 
necessary to embed the software sensor into the program. New software sensors 
based on aspect oriented technology was designed for overcoming the deficien-
cies of traditional method in software sensor design and implantation. An  
inertial navigation system was taken as example and discussed. Practical appli-
cation shows that the method of software design and implantation of the sensor 
has guiding significance.  
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tion, reentrant. 

1   Introduction 

With the development of the computer software, the effect to performance and func-
tionality of the entire aviation system is more obvious. Software of its own complex-
ity and scale is also increasing, such as the United States Joint Strike Fighter project 
in the software required as many as 15 million lines of code, around 35 processes and 
400 tools [1]. In china, a number of aviation flight model, the accident more than 60% 
caused from software. A real-time monitoring technology for aviation software needs 
to be development urgently [2]. Sensor application software is very flexible and can 
easily be implanted to the target system, access to the state of procedure, such as the 
value of a variable, method call, the program’s control flow and so on, it can effective 
to overcome these difficulties. 

As the Avionics software systems extremely large and also very high reliability re-
quirements, so it is a very complex task for tracking of its status. Even if the detection 
logic well designed for sensors, their implantation is a very complicated matter, but 
reasonably efficient software architecture design can be a very good solution to this 
problem. Object-oriented technology [3] can effectively achieve software systems, but 
OOP is only specific object package, its can not good support to the abstract meaning 
of the act, and sensor information to monitor acts of the majority belong to this scope. 
Aspect oriented modeling [4] can very well make up for these deficiencies. 

This article from the time avionics software features to start. First it extracted the 
different time points of concern property and formed time aspects, then through soft-
ware sensors implanted complete the restriction of time aspects, at last sensor along 
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with the time aspect embedded into the software system. This method avoids  
the implantation point sensor specific questions; determine the timing of implantation 
of the sensor and the location of the implants. Finally a certain avionics navigation 
system was taken as an example. 

2   Separation of Cross-Cutting Concerns 

AOP is a separation of concerns techniques, namely from the sources to the target 
under the mapping of the mapping relations, an element of sources scattered in the 
some of the elements belong to target, and at least there is an element struggle with 
the certain elements of source in these elements, so we can say that it happened 
“cross” on the element. Source is the crosscutting concern of the target. Basic idea is 
to describe the different concerns of the system and their relationship, and achieve a 
single concern through a loosely coupled way, and then rely on the support mecha-
nism for AOP environment and compile these concerns points to the final run  
program [5]. 

As the differences required, it caused the different criteria to achieve the act of 
crosscutting concerns. we must also consider crosscutting data or property and judge 
whether they are same. In avionics systems, fast alignment, gyrocompass alignment 
and calibration alignment complete the basic function of alignment, but they have 
differences principle, and lead to the differences of established class, so much of their 
crosscutting concerns should be separately classified as different aspects. During this 
procedure, this will require strict semantic restrictions to control the balance between 
the local property and consistency problem. 

After the crosscutting concerns summarized the corresponding area, the separate 
process about the aspects from the OO model of avionics software system is an  
insinuation extraction and iterative process. 

(1)Set up a insinuate set. Class set {C1, C2, …, Cm} and crosscutting concerns 
set{A1, A2, …, An}. 

(2)Sort of concerns set. Accordance with the number of quantity and complexity 
associated to sort the set {A1, A2, …, An}, and has the A1', A2', …, An’. This will 
single out the large particle size or scope and will help simplify the separate process. 

(3) Insinuate. Pick the first aspect A1', and pick the class which may be include 
A1 and form a new set {C1, C2,…, Ck}.The new set may be the true subset of {C1, 
C2, …, Cm}, and also a subset may not be true. 

(4) Extraction. Extracting the data and method form the new set one by one in the 
(3), and making the corresponding connection point, the corresponding Ci recorded as 
Ci', until the A1 extract from the last Cp. Then bring the new tagged set {C1', C2', …, 
Cp'} back to the original set {C1, C2, …, Cn}, and separated aspect will cleared from 
the aspect set. 

(5)Repeatedly (3) and (4) steps, until the aspects are null, and then finish the  
extract job. 

It can be seen that, the determine of crosscutting concerns is to reduce the coupling 
degree of the system process, which improve the system scalability, maintainability; 
aspects of the separation system enhance the analytical, makes sensors logic behavioral 
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more easily implant into system through aspect, and pave the way for further aspects of 
the restructuring. 

3   Software Sensor Design and Implantation 

After implementation the separation of crosscutting concern, it will combine the  
concerns points with software sensor techniques, using sensors implanted theology, 
restructure the crosscutting concerns to aspect oriented. In this way, the software 
sensors will collect procedures status information, and save to the information data-
base, it extend the assertion system and debugging system, and make it can declare 
assertion in anywhere, provide the more information; aspect oriented technology 
separate the time and error-control behavior, and form an aspect to achieve real-time 
control, such the time of expression system and the error will not be distributed at 
each module, it easy to implementation and manage system when all the time and 
wrong behavior centralized managed. Thus the system real-time, low-aspect-oriented 
coupling, the flexibility of the sensor can be good play. 

Software sensor is transparent to users; users only need to know how to specify the 
necessary tracking information. Under normal circumstance, the sensor will generate a 
corresponding data structure. Software sensor was inserted into the tracking system, 
monitoring system status, can be inserted manually or automatically. Software sensor 
can detect the error state of software, as well as collect the state information of software. 
In this paper, we will use the software sensor status information, such as variable, 
method call, control flow information and the sensors of its own static information. 

Aspect-oriented restructuring is to have the completed functional design of the sen-
sors implanted into the original components that is the inverse process of crosscutting 
concerns separation. Analyzing the property of concerns points in concerns set {A1, 
A2, …, An}, concerns raised here are the smaller particle size of concern, such as 
variety requirements exist in real-time requirements. The failure time of avionics 
system, there are 50ms, 2.5min and so many cases, the details of the sensor design in 
different circumstance should be taken into account. 

4   Application Example 

In this paper, the sub-model of inertial navigation system of an aircraft avionics inte-
grated fire control software was taken as an example to explain the operating way of 
aspect-oriented software sensor. 

4.1   Brief Introduction of Inertial Navigation System 

Inertial/satellite navigation system (INS/GNSS) is an autonomous navigation system, 
it combine the inertial navigation system with satellite navigation system. The system 
can measure the plane’s attitude, flight path angle and acceleration, mainly to the 
aircraft navigation state vector and support services. After starting inertial navigation 
system, the three-axis inertial navigation platform points are arbitrary; therefore we 
must be inertial navigation platform at the point before the navigation system into 
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working condition, this process will be known as the initial alignment of inertial navi-
gation system. Alignment model also can be divided into many ways, including: Cali-
bration alignment, gyrocompass alignment and fast alignment, each alignment model 
has sub model. There are five models in this article; they are calibration coarse align-
ment, calibration alignment, gyrocompass coarse alignment, gyrocompass alignment 
and fast alignment. 

4.2   Crosscutting Concerns Identified and Separated 

Inertial navigation system has a lot of crosscutting concerns. From 3.4 steps, we can see 
that the separation is the most difficult problem and it should be solved at the first. It is 
difficult to determine the job cross point, because it is related to the specific system 
function implementation, and some crosscutting points throughout the whole procedure, 
so we must select the real-time property of the avionics software as the alignment 
mode’s crosscutting concerns points. When the time is mapped to the components, two 
simple time operations which are the normal and overtime will across many class, is a 
crosscutting concerns. Such as Fast Alignment, Compass Alignment, Demarcate 
Alignment in the process of alignment, three classes have the time crosscutting  
concerns, they are shown in Figure 1. Separation processes are not discussed here. 

-Name

FA

+TimeOut( )
+Operation( )
+Move

-Name

CA

+TimeOut( )
+Operation( )
+Require

-Name

DA

+TimeOut( )
+Operation( )
+Send

Cross-cutting
concerns

 

Fig. 1. Alignment mode schematic of cross-cutting concerns 

4.3   Time Design 

Aspect oriented real-time system modeling take the time as an independence aspect, 
so it can set up a time model to express the time. The time model in references define 
a time model to express a unified system time, the specific timing of system model 
are examples of time mode. 

4.4   Time Reorganization 

Sensors are embedded into the real-time aspects of alignment system, in order to 
achieve aspect oriented reorganization. It centralized manage the real-time character-
istics and monitor the status of software system at the same time. 

1. Software sensor design 

This case illustrates the real-time aspects of sub-model in a plane avionics system 
inertia navigation system, the time required can be divided into overtime 50ms data 
acquisition and 2.5min sub-state transitions. Software sensors based on time-oriented  
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Fig. 2. Time model 

are divided into tow categories, SoftwareSensor_Buffer_Timeout(), SoftwareSen-
sor_Transition_Timeout( ), and separate the different concerns points, handle them 
separately. 

2. Software sensor implant 

The key of the whole acquisition process is the software sensor must inserted into  
the location of monitor object in code segment, in order to execute the software sen-
sors Acer operation after the monitored object crate real-time data, so it can reflect 
monitoring real-time property. 

Software sensors spread information into the database, test users can inquiry these 
data, as the plane’s black box, and record the status of the mode transformation and 
scanning data’s validity. 

4.5   The Sensor Implant Based on Time Aspect 

Real-time requirement is one of the basic requirements in avionics system. Software 
sensors as a function are implanted into the calibration coarse alignment, calibration 
alignment, compass coarse alignment, compass alignment, and fast alignment. As-
pect-oriented modules will judge the time if it is overtime, and return a result, the 
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sensor module will execute next step in accordance with the return results. Sensor 
records the state parameters and save them into database at the same time. 

Model time behavior express time relation through adding time tag in the extend 
sequence diagram, and we put the time as an aspect of separation, and can refine the 
model through the state diagram. Taking the process of the navigation system as the 
main clue, we use the sate diagram to express the object relations. But the state dia-
gram does not support aspect-oriented behavior modeling, therefore it is necessary to 
extend the state diagram and increase the expression mechanism for modeling behav-
ior. In order to clearly express the status of each object, as well as the process of the 
aspects weaving, we use level state diagrams to describe behavior of crosscutting 
aspects, and implementation time woven into the core of system function modules. 

Time aspects provide initialization time, normal time, overtime and other state. 
The connection between sub-state transformation and the time is complex in the proc-
ess of alignment mode, the system’s time weaving diagram is shown in Figure 3. 
Therefore, aspect-oriented time system is divided into two categories. In the chart, 
time as the current counter value, t as the initial counters value. When the alignment 
sub-state execute to the determine box, execute different route in accordance with the 
time systems. Buffer state will continue to deal with if it is overtime, state transforms 
time is only for overtime operation. 

Gyrocompass
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alignment

Quickly
alignment

Coarse
alignment
calibration

Gyrocompass
alignment
precision

Calibrat ion
alignment

Clock

Init ializat ion

Overtime

Inertia navigation system Time
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Fig. 3. Alignment sub-mode conversion at the time weaving status 
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5   Model Validation 

Achieve the goal of real-time status monitoring acquisition is a crucial aspect, regard-
less whether monitoring system-level software status or the unit-level software fault. 
After obtaining the data of software sensors, each model can analyze the object fault 
status, and make a conclusion. Under the Rhapsody simulation environment, we 
simulate the software fault may occurred in INS avionics system, and make real-time 
monitoring and verification. 

Use Rhapsody for software architecture simulation. First of all, it is necessary to 
known the functional requirements of software architecture, abstract system-level cases 
and refining a number of modules for unit-level cases. Secondly, according to system-
level cases to design the abstract class of software architecture, and create class dia-
gram and state diagram one by one, and define the data structure interaction behavior 
among the abstract objects. Third, we design a test class for all abstract class object 
instantiation, run the test behavior, and can obtain C code that can meet the demand of 
monitoring and software architecture behavior. Finally, Rhapsody will automatically 
call the integrated operating environment VxWork, and execute C code, and draw a 
simulation conclusion. Thus, we can build the entire flow simulation, shown in  
Figure 4.  

 Set up the project
under Rhapsody

INS monitoring
demand

Create various
types of class

diagrams

Create various
types of state

diagram

Create object  graph
of the test  class

Generate
executable C code

Running C
code

verification
results

Generated and embedded
software sensor

Start

Framework for
running start

Analysis of the
data in the database

End

 

Fig. 4. Simulation verification flow of Inertial navigation system using Rhapsody 
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5.1   UML Modeling 

According to the development vies and behavior view in the UML modeling method, 
six class in the system set up their own class diagram and state diagram. State  
diagram is shown in Figure 5. 

 

Fig. 5. Status diagram of INS classes in Rhapsody 

5.2   Software Sensor Is Designed and Implemented 

System inertial/satellite navigation system data acquisition cycle is 50ms, but  
mode change request 2.5min, so it is can not defined as the fixed way. This system 
adopts the way of counters; increase one per 5ms in counter, counter occupy two 
types, the max is 65536; the counter time is about 5.5min. When the counter exceeds 
the maximum number, data will be cleared. If the starting time is greater than the end 
of time, it adopts “end time+65536-start time”, and obtains time difference. Naviga-
tion systems for data collection should not exceed 10; the exchange of alignment  
sub-mode can not be greater than 30000. Software sensors based on time-oriented are 
divided into tow categories, SoftwareSensor_Buffer_Timeout(), SoftwareSen-
sor_Transition_Timeout(), and separate the different concerns points, handle them 
separately. Figure 5 shows Terminal to send data to the cache timeout (category 1). 

5.3   Analyze the Results of Software Monitoring 

We analyze the database and conclude the monitoring results: I class: normal; II class: 
Terminal failed to transmit data; III class: Not completed alignment within a specified 
period of the time. If can data can transmit timely, it has not the problem of real-time  
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Table 1.  Inertial navigation system operating status analysis 

Counter 
NO. 

Start End 
Time  
difference 

Event name 
Event 
type 

Event specification 

1 523 534 55ms 
Data  
overtime Ⅱ 

Data send not on time 

2 42332 42343 55ms 
Data  
overtime 

Ⅱ 
Line interruption 

3 0 29005 2.4171min 
Normal 
 

Ⅰ 
Alignment completed 
on time 

4 0 28694 2.3917min Normal Ⅰ 
Alignment completed 
on time 

5 0 30005 2.5004min 
Alignment 
overtime 

Ⅲ 
Satellite signal not 
found 

6 0 30004 2.5003min 
Alignment 
overtime 

Ⅲ 
Navigation signal 
abnormal 

 
inadequate. Since this time happed frequently, there is no research necessary. Parts of 
the running results are shown in Table 1. 

6   Concluding 

Through simulation Rhapsody and many experimental results show that, INS/GNSS 
system software condition monitoring and fault detection architecture can be able to 
detect a complete system of four state job relocation cases and a series of illegal cal-
culated flight path angle case. The real-time software framework based on the aspects 
successfully solve problem of sensor implanted into the condition monitoring. The 
next step will focus on the research of complex logic and many software sensors. 
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Abstract. Based on the vibration spectrum analysis, this paper proposed a 
CMAC (Cerebellar Model Articulation Controller) neural network diagnosis 
technique to diagnose the fault type of turbine-generator sets. This novel fault 
diagnosis methodology contains an input layer, quantization layer, binary cod-
ing layer, excited memory addresses coding unit, and an output layer to indicate 
the fault type possibility. Firstly, we constructed the configuration of diagnosis 
scheme depending on the vibration fault patterns. Secondly, the known fault 
patterns were used to train the neural network. Finally, combined with a Visual 
C++ program the trained neural network can be used to diagnose the possible 
fault types of turbine-generator sets. Moreover, a PIC microcontroller based 
portable diagnosis apparatus is developed to implement the diagnosis scheme. 
All the diagnosis results demonstrate the following merits are obtained at least: 
1) High learning and diagnosis speed. 2) High noise rejection ability. 3) Elimi-
nate the weights interference between different fault type patterns. 4) Memory 
size is reduced by new excited addresses coding technique. 5) Implement easily 
by chip design technology. 

Keywords: Fault diagnosis, Turbine-generator sets, Neural Network, CMAC, 
PIC, Microcontroller. 

1   Introduction 

Applications of intelligent fault diagnosis scheme in power equipment have become 
an important topic. Turbine generator sets are important devices in power systems. 
There are more than one thousand generator sets operating in China. To improve the 
reliability of power supply systems, it is of great importance to recognize the incipient 
failure of generator sets as early as possible, so that the people can maintain them 
early and avoid the inestimable economic losses. 

Due to complexities, coupling and uncertain factors on the structure of turbine 
generators, the fault diagnosis is difficult to be obtained by theoretic analysis or 
mathematical model [1]. Over the past decade, intelligent methodology, such as the 
fuzzy theorem, neural network, and genetic algorithms, had been applied to many 
fields successfully, including the control, system identification, and pattern 
recognition. Recently, intelligent theorem had also been applied to the fault diagnosis 
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of different systems, such as the fault diagnosis of power transformer using fuzzy 
logic [2-5], the expert system [6-7], and the neural network [8-10]. Also, the fault 
diagnosis of relay and breaker system and power systems using the neural network 
theorem had been demonstrated with better performance [11-12]. In the field of 
turbine generators, the major fault diagnosis scheme is based on the vibration feature 
of rotary machines [13-14]. Combining the intelligent scheme and vibration feature to 
improve the diagnosis accuracy of turbine generators, the scholars of mainland China 
proposed the fuzzy based scheme [1], multiple layer neural network based method 
[15] and wavelet neural network based technique [16]. Some test results were 
obtained and outperformed than traditional schemes. 

The success of fuzzy rule based schemes strongly depends on the fault patterns and 
the well if-then rules. To build fuzzy rules needs the expert’s specialty or case by case 
trial and error. Different systems need different experts. The development and 
maintenance costs are expensive. The multiple layer perceptron (MLP), using error 
back propagation to train the neural network, can learn the nonlinear mapping relation 
and achieve the desired diagnosis results. However, the local minimum problem, 
slower learning speed and the weights interference between different fault patterns are 
its major drawbacks.  Wavelet neural network had been applied on pattern 
recognition, such as voice and image recognition, in 1992, and obtained successful 
results [17-18]. Recently, due to quicker convergence speed and higher noise rejection 
ability, wavelet neural network attracted more attention again. The application of fault 
diagnosis on turbine generator appeared in [16]. In [16], we see the wavelet neural 
network must consider many parameters’ initialization which is related to the success 
of wavelet neural network. It is not a simple network and many initial parameters 
must be decided in advance. Moreover, the iterative training times are more than 500 
times for the generator patterns in [16]. The learning time is long and can not be 
applied to on line training efficiently. 

To solve the drawbacks described above, we proposed a CMAC neural network 
based diagnosis scheme and some results had appeared in [19]. Extending this 
research, we discussed more topics about the learning speed, memory size, coding 
scheme and the relation of them in this paper. Depending on the known fault types, 
the CMAC neural network (CMAC NN) diagnosis structure is built first. By using the 
known fault patterns as the training data to train CMAC NN, the trained neural 
network can be used to diagnose the mechanical faults of turbine generators. The 
proposed excited memory addresses coding scheme simplified the memory size 
decision and made the diagnosis scheme is easy to be implemented by chip 
technology. A portable diagnosis apparatus was implemented in this paper also. 

2   The CMAC Based Fault Diagnosis System for  
Turbine-Generator Sets 

In 1975, Albus proposed the CMAC neural network and applied it to the robotic  
manipulator control [20]. Similar to the model of human memory, CMAC performs 
local reflexive processing. In a table look-up fashion, it produced a vector output  
in response to state vector input. Local reflexive processing implies only excited 
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memory cells must be training or tuning. Differ to other neural networks usually must 
tune all the weights no matter in training mode or diagnosis mode. Therefore, CMAC 
always has quickly learning speed and can be applied to on line control system with 
intelligent learning scheme as described above.  

Applied it to the fault diagnosis systems such as [21-22], the architecture of 
separately memory layers avoids the interference between different fault type training 
and enhances the learning speed also.  The successful results demonstrated the quick 
training speed further. These advantages enhance our confidence to apply it to the 
diagnosis of turbine generator sets. 

Steam 
Turbine

Generator Exciter

Transducer 

Workstation 

 

Fig. 1. Schematic diagram of data collection system for steam turbine generator 

Table 1.  Fault patterns of turbine generator sets 

Input data (vibration frequency spectrum)
No. <0.4f 0.4f~0.5f 1f 2f 3f >3f 

RF

1 3.247 46.525 11.908 1.638 2.164 3.247 F1 
2 4.348 48.59 10.82 2.715 1.082 2.262 F1 
3 3.264 49.772 11.361 1.082 0.541 1.082 F1 
4 5.41 45.985 11.912 3.364 1.182 0.552 F1 
5 5.951 45.449 15.148 3.246 2.163 2.705 F1 
6 1.082 3.345 53.118 6.492 2.263 2.165 F2 
7 2.163 1.089 54.16 4.328 0.549 1.623 F2 
8 0.542 2.709 48.596 6.498 3.787 1.085 F2 
9 0.531 1.633 51.936 5.959 3.246 1.623 F2 

10 1.087 1.182 49.772 4.328 0.562 2.168 F2 
11 1.623 1.087 22.181 23.804 18.935 8.175 F3 
12 0.521 1.282 29.755 21.645 16.23 5.33 F3 
13 0.517 1.623 21.64 25.968 17.315 10.829 F3 
14 1.085 0.549 24.345 22.181 15.148 15.689 F3 
15 0.547 1.096 25.968 25.968 20.478 18.361 F3 

  Note: F1: Oil- membrane oscillation.   F2: Unbalance.  
F3: No orderliness.   RF: Real fault type.  
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Fig. 2. Turbine generator fault diagnosis system using CMAC neural network 

Generally, fault pattern collection is tedious, difficult and arduous work. The 
researchers must measure, record and analyze the detection signal though a long time. 
Figure 1 shows the fault collection system for large generator system [23], it 
concludes a workstation, interface card and vibration transducer. In laboratory, the 
researchers usually built a simulation model, which must be similar to real system and 
can reflect the features of real system [24]. And the researchers can focus the research 
on the data analysis and the development of new diagnosis scheme. In this paper, the 
necessary fault patterns are list as Table 1 which obtained from [1, 15-16] directly.  

In Table 1, the turbine generator sets have three fault types and six vibration 
frequency detection signals. Symbol f denotes the rotary frequency of the generator.  
Therefore, the built diagnosis system is shown as Figure 2, including an input layer 
with six input detection signals, three parallel memory layers, and three output nodes. 
The operations of the proposed diagnosis scheme include training mode and diagnosis 
mode. Details are illustrated as follows. 

2.1   Training Mode 

In training mode, the patterns of fault type k (k=1,2,3) are used to train the memory 
layer k which memorizes the feature of fault type k only. Inputting the fault patterns to 
the diagnosis system, via a series of mappings, including quantization, binary coding, 
segmentation, excited memory addresses coding and summation of the excited mem-
ory addresses weights, the CMAC will produce an output value. Assuming the output 
value is trained equal to 1 to denote a specific fault type, that is the node output 1 
confirms what fault type is. Then inputting the diagnosed data to the diagnosis  
system, the node output can express the possibility of the specific fault type. 
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2.1.1   Quantization 
As shown in Figure 2, the input signals are first put through the quantization mapping 
to produce a quantization level output. The quantization output can be described as 
follows [22].  

xiiiii niqxxxQq ,,1   ),,,,( maxmaxmin L== , (1) 

where xn  is the number of input signal. The resolution of this quantization depends on 

the expected maximum and minimum inputs, maxix and minix , and on the number of 

quantization levels, maxiq . To simplify the quantization process, here we consider the 

maxiq  as 15. That is for each input frequency spectrum will be quantized as 0 to 15. In 

Table 1, the bounds of six frequency spectra, ],[ maxmin ii xx , are [0.517,5.951], 

[0.549,49.772], [10.820,54.16], [1.082,25.968], [0.541,20.478], [0.552,18.361], respec-
tively. As shown in the quantization mapping diagram of Figure 3, the quantization 
level of each input signal can be calculated as 

)])1/()/[()(()( maxminmaxmin −−−= iiiiiii qxxxxceilxq ,   i=1,2,… xn , (2) 

where ceil(x), the instruction of Matlab,  rounds the elements of x to the nearest  
integers towards infinity.  

0 1 2 3 4 5 6 7 8 9 10 11 1213 14 15 level

maxxminx  
Fig. 3. Quantization mapping diagram 

For example, in the first row of Table 1, the quantization level of each input signal 
is calculated as  

=−−= )]14/)517.0951.5/[()517.0247.3((1 ceilq 8=1000B 

=−−= )]14/)549.0772.49/[()549.0525.46((2 ceilq 14=1110B 

=−−= )]14/)82.1016.54/[()82.10908.11((3 ceilq 1=0001B 

=−−= )]14/)082.1968.25/[()082.1638.1((4 ceilq 1=0001B 

=−−= )]14/)549.0478.20/[()549.0164.2((5 ceilq 2=0010B 

=−−= )]14/)552.0361.18/[()552.0247.3((6 ceilq 3=0011B 

2.1.2   Binary Coding 
As described above, concatenating the six quantization levels, we have the following 
binary string.  

100011100001000100100011B 

The characteristic of CMAC NN is that similar inputs excite similar memory  
addresses. The excited memory addresses coding must satisfy such condition. Using 
the binary string will benefit the excited memory addresses coding described below 
and reduce the memory space. It is different from the traditional coding scheme as 
described in [25]. 
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2.1.3   Segmentation, Excited Addresses Coding and Output Mapping 
Take three bits of the last 24 bits string as a segment (group) and rewrite it as follows. 

100011100001000100100011B 

Then from LSB (least significant bit) to MSB (most significant bit) the excited 
memory addresses are coded as a1=011B=3, a2=100B=4, a3=100B=4, a4=000B=0, 
a5=001B=1, a6=100B=4, a7=011B=3, a8=100B=4. It implies that the excited 
memory addresses number, A*, is eight. The feature of the specific fault type will be 
distributed stored on the eight excited memory addresses. To add the weights of 

excited memory addresses, 3
1w , 4

2w , 4
3w , 0

4w , 1
5w , 4

6w , 3
7w , 4

8w ,, will produce the 

CMAC output. The output of CMAC can be expressed as 

∑
=

=
*

1

A

i

j
iwy ,i=1,…,A*, (3) 

where j
iw  denotes the weight of the j-th addresses of group i and j the excited address 

of group i. 

2.1.4   Learning Rule 
Assuming the memory layer k (k=1,2,3) output 1 denotes the fault type k is confirmed, 
then 1 can be thought as the teacher and the supervised learning algorithm can be 
described as [22,25] 

*)()(
A

yy
ww dj

oldi
j
newi

−+← β ,       *,...,2,1 Ai = , (4) 

where j
newiw )( are the new weight values of group i after the weights tuning, j

oldiw )(  

are the old weight values of group i before weight tuning, and j the excited memory 
addresses, β  the learning gain, 1=dy  the desired output.  

2.1.5   Learning Convergence and Performance Evaluation 
From [26], the convergence of a supervised learning algorithm can be guaranteed. 
Assuming the k-th (k=1,2,3) layer output 1 denotes the system has fault type k, and 
the number of training patterns is np. Let the performance index be 

p

n

n
n nnyE

p

,...,2,1,)1(
1

2 =−=∑
=

, (5) 

when ε<E the training process will stop. (ε  is a small positive constant). 

2.2   Diagnosis Mode 

When the training mode is finished, the diagnosis system can be used to diagnose the 
fault type of a turbine generator. Inputting the diagnosis data to the diagnosis system, 
the operations of CMAC NN are same as the training mode. But in diagnosis mode, 
the same excited memory addresses weights of every memory layer are summed up 
and each layer has one output value. If the input signal is the same as the training 
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patterns of fault type k, it will excite the same memory addresses of layer k and layer 
k’s output near 1 denotes the exactly fault type. But other layer’s output, generally, far 
away from 1 expresses a low possibility of fault type j( kj ≠ ). Multiple layers output 

near 1 value express that multiple fault types happened. Therefore, the proposed diag-
nosis scheme suits to multiple faults diagnosis naturally.  Other features, such as high 
noise rejection and the memory size reduction results [19]. 

2.3   Diagnosis Algorithm 

In summary, the diagnosis algorithms are described as follows. 

2.3.1   Training Mode 
step 1. Build the configuration of CMAC fault diagnosis system. It includes 6 input 
signals, 3 parallel memory layers and 3 output nodes. 
step 2. Input the training patterns, through quantization, segmentation, excited 
memory addresses coding, and summation of excited memory addresses weights to 
produce the node output. 
step 3. Calculate the difference of actual output and the desired output (yd=1) and 
using equation (4) to update the weight values. 
step 4. Train performance evaluation. If ε<E , the training is finished. Save the 
memory weights. Otherwise, go to step 2. 

εαηβ ,,,,,,, max
* mfqA

ε<E
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Fig. 4. Flowchart of fault diagnosis system for turbine generator sets 
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2.3.2   Diagnosis Mode 

step 5. Load the up to date memory weights from the saved file. 
step 6. Input the diagnosed data. 
step 7. Quantization, segmentation, excited memory address coding, and summation 
of the excited memory weights using equation (3). 
step 8. Is the diagnosis correct? Yes, go to step 9. Otherwise, go to step 10. 
step 9. Is the next data to be diagnosed? Yes, go to step 6. Otherwise, go to step11. 
step 10. Modify the excited memory weights then go to step 9. 
step 11. Stop and save the up to date memory weights to file. 

In Figure 4, the left hand side represents the off-line mode flowchart and right hand 
side is the on-line diagnosis mode.  The dashed line from left to right denotes the 
system first time to be started.  

3   Case Study and Discussions 

To demonstrate the effectiveness of the proposed scheme, the 15 sets patterns of  
turbine generator sets in [1, 15-16] were tested and list in Table 1. Also, the new ex-
cited memory addresses coding scheme with different segmentation bits is tested to 
make comparison for the memory size, learning speed and correctness. Without loss 
of generality, we take the bits number m as 3 and 6 respectively and the associated 
parameters are list in Table 2.  

Using the training patterns of Table 1 to train the CMAC NN (training times is 5), in 
study 1 and 2. Inputting the training patterns to the CMAC again, Table 3 shows the 
nodes output of study 1 and 2. As shown in Table 3 output value near 1 denotes  
the fault type is confirmed. Adding 10% to 50% noise to the original patterns as the 
diagnosis data, the diagnosis results are shown in Table 4 (partial results). Here, 10% 
noise means original data multiply (1+10%). In order to obtain larger variation, we 
didn’t take pseudo-random numbers, i.e. (1+10%*rand( )). As shown in Table 4, the 
node output, near 1, still confirms what the fault type is, and other outputs indicate the 
possibility of other fault types. The diagnosis results demonstrate the feasibility, high 
accuracy and high noise rejection ability. Moreover, the learning speed outperforms 
 

Table 2.  The CMAC NN parameters of study 1 and 2 

Stud
xn  m bn  A*

fn  β qmax ε 
1 6 3 24 8 3 0.9 15 0.001
2 6 6 24 4 3 0.9 15 0.001 

Table 3.  The diagnosis output of training patterns. (partial results) 

Node output(m=6) Node output(m=3) No
F1 F2 F3 F1 F2 F3

Node
output

1 1.0127 0.3960 0 0.9858 0.4211 0.1765 F1
2  0.9996  0.3109 0 0.9940 0.3472 0.0839 F1
6 0.1874 1.0009 0.3450 0.3769 1.0249 0.4764 F2
10 0.5645 1.0000 0.3450 0.5724 1.0000 0.4929 F2
11 0   0.2453 1.0000 0.2100 0.4675 1.0106 F3
12 0 0.2453 1.0060 0.2326 0.4675 1.0306 F3  
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Table 4.  The diagnosis results with 10%~50% noise (m=3). 

Test data Node output No. 
<0.4f 0.4f~0.5f 1f 2f 3f >3f F1 F2 F3 

AF 

1 3.247 46.525 11.908 1.638 2.164 3.247 0.9858 0.4211 0.1765 F1 
2 4.348 48.59 10.82 2.715 1.082 2.262 0.9940 0.3472 0.0839 F1 
6 1.082 3.345 53.118 6.492 2.263 2.165 0.3001 0.9289 0.5405 F2 
10 1.087 1.182 49.772 4.328 0.562 2.168 0.5724 1.0000 0.4929 F2 
11 1.623 1.087 22.181 23.804 18.935 8.175 0.2100 0.4675 1.0106 F3 
12 0.521 1.282 29.755 21.645 16.23 5.33 0.2326 0.4675   1.0840 F3 
noise 10% -20% 30% +50% 20% -30%     

         Note: Bold type represents with the last row percentage noise. 
 

than traditional methods [1, 15-16]. The learning times of the wavelet neural network 
based scheme [15] is more than 500 times but CMAC based scheme no more than 5 
times under 001.0=ε . 

In these study we also found the contradiction between the memory size and learn-
ing speed with different group coding bits m and shown as Figure 5. But in a real 
implementation, it is easy to make a decision between the memory size and learning 
speed consideration. In an on-line learning operation, the learning speed is the most 
significant factor and the larger memory size is inevitable; whereas in diagnosis chip 
design, the memory size affects the possibility of the proposed diagnosis algorithm and 
the engineer must evaluate the memory size first to match the chip device.  
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  (a)                                                                          (b) 

Fig. 5. (a) Memory size and (b) convergence speed with different group coding bit 

4   Portable Diagnosis Apparatus Implementation 

As shown in Figure 4, the diagnosis program generally is running on a personal  
computer. Combined with the network communication, it will benefit the remote 
diagnosis in future. However, a portable diagnosis apparatus is necessary sometimes. 
Therefore, we also implemented the diagnosis scheme on a microcontroller based 
diagnosis apparatus. It is composed of a PIC18F8X20 CPU, an LCD display unit, and 
a 4X4 keyboard input unit. Differ to above, we rewrote the C++ program and used 
C18 compiler to compile it as the standard PIC18 code. The finished diagnosis appa-
ratus is shown as Figure 6(a). To demonstrate the validity of the portable apparatus, 
we input the same diagnosis data, as shown in Table 3, into the apparatus and  
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(a)                                        (b)                                            (c) 

Fig. 6. Photos of diagnosis apparatus 

compared its output with the original results.  Such as inputting the 6th row data of 
Table 1 into the apparatus, as shown in Figure 6(b), and the output of Figure 6(c) 
indeed shows the results are nearly identical to Table 3.  

5   Conclusions 

This work presents a novel CMAC-based fault diagnosis system for turbine generator 
systems. Using limited training patterns to train the CMAC neural network, like the 
brain of human beings, each fault type feature is distributed and memorized on an 
assigned memory layer. When diagnosed data is input to the CMAC, the diagnosis 
system will output the possibility of all fault types. It provides useful information to 
system fault diagnosis and maintenance. As the accumulation of training patterns and 
learning increases, the diagnosis system will become a more powerful and accurate 
diagnosis tool. The simulation results demonstrate the proposed scheme with high 
diagnosis accuracy, high noise rejection ability, and high learning speed. Moreover, 
the proposed scheme reduced the memory size efficiently and easily implemented by 
chip technology. 

References 

1. Li, H., Sun, C.X., Hu, X.S., Yue, G., Wang, K.: The Fuzzy Inputting and Outputting 
Method in Vibration Fault Diagnosis of Steam Turbine-generator Set. Journal of 
Chongqing University (China) 22(6), 36–40 (1999) 

2. Zhang, G., Yasuoka, K., Ishii, S.: Application of Fuzzy Equivalent Matrix for Fault Diag-
nosis of Oil-immersed Insulation. In: Proceeding of the 13th International Conference on 
Dielectric Liquids (ICDL 1999), pp. 400–403 (1999) 

3. Su, Q., Mi, C., Lai, L.L., Austin, P.: A Fuzzy Dissolved Gas Analysis Method for the Diag-
nosis of Multiple Incipient Faults in a Transformer. IEEE Trans. on Power Systems 15(2), 
593–598 (2000) 

4. Dukarm, J.J.: Transformer Oil Diagnosis Using Fuzzy Logic and Neural Networks. In: 
Canadian Conference on Electrical and Computer Engineering, pp. 329–332 (1993) 

5. Yang, H.T., Liao, C.C., Chou, J.H.: Fuzzy Learning Vector Quantization Networks for 
Power Transformer Condition Assessment. IEEE Trans. Dielectr. Insulation 8(1) (2001) 

6. Wang, Z., Liu, Y., Griffin, P.J.: A Combined ANN and Expert System Tool for Trans-
former Fault Diagnosis. IEEE Trans. on PWRD 13(4), 1224–1229 (1998) 



734 C.-P. Hung, W.-G. Liu, and H.-Z. Su 

7. Lin, C.E., Ling, J.M., Huang, C.L.: An Expert System for Transformer Fault Diagnosis 
Using Dissolved Gas Analysis. IEEE Trans. on PWRD 8(1), 231–238 (1993) 

8. Zhang, Y., Ding, X., Liu, Y., Griffin, P.J.: An Artificial Neural Network Approach to 
Transformer Fault Diagnosis. IEEE Trans. on PWRD 11(4), 1836–1841 (1996) 

9. Yanming, T., Zheng, Q.: DGA Based Insulation Diagnosis of Power Transformer via 
ANN. In: Proceeding of the sixth Conference on Properties and Applications of Dielectric 
Materials, pp. 133–136 (1999) 

10. Thang, K.F., Aggarwal, R.K., Esp, D.G., McGrail, A.J.: Statical and Neural Network 
Analysis of Dissolved in Power Transformers. In: IEE Dielectric Materials, Measurements 
and Applications Conference Publication, 473 (2000) 

11. Yang, H.T., Chang, W.T., Huang, C.L.: A New Neural Networks Approach to on-line 
Fault Section Estimation Using Information of Protective Relays and Circuit Breakers. 
IEEE Trans. on PWRD 9(1), 220–229 (1994) 

12. Wang, M.H., Chao, K.H., Hung, F.C.: The Fault Diagnosis of Power Station Using Neural 
Network. In: Proceeding of 86 Conference of Technology School on Designated Topic, 
Taiwan, pp. 102–111 (1997) 

13. Mitchell, J.S.: Machinery Analysis and Monitoring. Pennwell Publishing Company (1981) 
14. Umemara, S.: A New Health Monitoring System for Rotating Machinery. Mitsubishi Juke 

Giho 18(6), 71–78 (1981) 
15. Li, H., Sun, C.X., Liao, R.J., Chen, W.G., Hu, X.S.: Improved BP Algorithm in Vibration 

Failure Diagnosis of Steam Turbine-generator Set. Journal of Chongqing University 
(China) 22(5), 47–52 (1999) 

16. Li, H., Sun, C.X., Hu, X.S., Yue, G., Tang, N.F., Wang, K.: Study of Method on Adaptive 
Wavelets for Vibration Fault Diagnosis of Steam Turbine-generator Set. Journal of Elec-
trical Engineering (China) 15(3), 57–60 (2000) 

17. Szu, H., Brian, T.: Neural network adaptive wavelets for signal representation and classi-
fication. Optical Engineering 31(9), 1907–1916 (1992) 

18. Brian, T., Szu, H.: Adaptive Wavelets Classification of Acoustic Backscatter and Imagery. 
Optical Engineering 30(7), 2192–2202 (1994) 

19. Hung, C.P., Wang, M.H., Cheng, C.H., Lin, W.L.: Fault Diagnosis of Steam Turbinegen-
erator Using CMAC Neural Network Approach. In: Proceeding of International Joint Con-
ference on Neural Network Publication, vol. 334 (2003) 

20. Albus, J.S.: A New Approach to Manipulator Control: the Cerebeller Model Articulation 
Controller (CMAC)1. Trans. ASME J. Dynam., Syst. Meas. and Contr. 97, 220–227 (1975) 

21. Hung, C.P., Wang, M.H.: Fault Diagnosis of Air-conditioning System Using CMAC  
Neural Network Approach. In: Advances in Soft Computing—Engineering, Design and 
Manufacturing, pp. 1–11. Springer, Heidelberg (2003) 

22. Hung, C.P., Wang, M.H.: Diagnosis of Incipient Faults in Power Transfers Using CMAC 
Neural Network Approach. Electric Power Systems Research 71, 235–244 (2004) 

23. Zhu, J.N., Miao, S.E., Wang, C.Q.: Implementation of Long-distance Vibration Monitor 
and Fault Diagnosis System for High Output Turbo-generator Units. Turbine Technology 
(China) 45(1), 5–7 (2003) 

24. Chen, C.: The Study and Application of Turbo-generator Vibration Fault Diagnosis Based 
on Multi-symptom Input Neural Network Method. Master dissertation of Zhejiang Uni-
versity (2006) 

25. Handeiman, D.A., Lane, S.H., Gelfand, J.J.: Integrating Neural Networks and Knowledge-
based Systems for Intelligent Robotic Control. IEEE Control Syst. Mag., 77–86 (1990) 

26. Wong, Y.F., Sideris, A.: Learning Convergence in the Cerebellar Model Articulation Con-
troller. IEEE Trans. on Neural Network 3(1), 115–121 (1992) 



D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 735–744, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

The Fault Diagnosis of Analog Circuits Based on 
Extension Theory 

Meng-Hui Wang, Yu-Kuo Chung, and Wen-Tsai Sung 

Department of Electrical Engineering National Chin-Yi University of Technology 
35 Lane 215 Chung-Shan Rd. Sec. 1 Taiping City, Taichung County 411 Taiwan, R.O.C. 

wangmh@ncut.edu.tw 

Abstract. This paper proposed a new fault diagnosis method based on the  
extension theory for analog circuits. The responses of an analog circuit were 
difference at some node with the normal and failure conditions. However, the 
identification of the faulted location was not easily task due to the variability of 
circuit components. So this paper presented a novel extension method for fault 
diagnosis of analog circuit, which is based on the matter-element model and ex-
tended relation functions. The proposed method has been tested on a practical 
analog circuit, and compared with the multilayer neural network (MNN) based 
methods and k-means classification method. The application of this new 
method to some testing cases has given promising results. 

Keywords: Analog circuit; Fault diagnosis; Extension theory (ET). 

1    Introduction 

Faults in analog circuits are classified into two categories: catastrophic faults (hard 
faults) and parametric faults (soft faults) [1]. The hard faults are due to break of cir-
cuit component, and soft faults are due to a variation of one (or more) circuit compo-
nent values over the tolerance range and deviation of about 50% of the faulty element 
from their nominal value [2-3]. The deviation of the component condition is complex, 
the poor fault models, component tolerances, nonlinear effects [4-5]. Therefore, the 
soft fault is difficult to detect in electric circuits, because soft faults do not change the 
circuit topology, but cause the circuit to operate outside its specifications. Hence, 
there were many fault diagnosis methods using artificial intelligence (AI) techniques 
to solve the problems in the past [6-7]. 

In recent years, extension theory (ET) has proposed practical applications on dif-
ferent applications for fault diagnosis [8-9]. Cai originally created the concept of 
extension theory to solve contradictions and incompatibility problems in 1983 [10]. 
In this world, there are some problems that cannot be directly solved by given con-
ditions, but the problem may become easier or solvable through some proper trans-
formation. For example, the Laplace transformation is one of the commonly used 
techniques in engineering fields and the concept of fuzzy sets is a generalization of 
well-known standard sets to extend application fields. Therefore, the concept of an 
extension set is to extend the fuzzy logic value from [0,1] to (-∞,∞), which allows 
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us to define any data in the domain and has given promising results in many fields 
[10-13]. Therefore, this paper proposed a new method using the extension theory 
and develops a fault diagnosis scheme for soft fault of analog circuit. The proposed 
extension diagnosis method is based on a matter-element model and extended set. 
The first step of the extended fault diagnosis method is to formulate matter-element 
models of fault types according to the simulated results. At the diagnosis stage, the 
response of the circuit under test (CUT) is measured and compared to the matter-
element models, and then the faults of analog circuit can be directly identified  
by the degrees of extended relational functions. Results from applications to  
some testing cases show that the proposed method was faster and as a practical 
solution. 

2    Review of Extension Theory 

In the standard set, an element either belongs to or, so the range of the standard set is 
{0,1}, which can be used to solve a two-valued problem. In contrast to the standard 
set, the fuzzy set allows for the description of concepts in which the boundary is not 
explicit. It concerns not only whether an element belongs to the set but also to what 
degree it belongs to. The range of a fuzzy set is [0,1]. The extension set extends the 
fuzzy set from [0,1] to (-∞,∞). As a result, it allows us to define a set that includes any 
data in the domain. Extension theory tries to solve the incompatibility or contradiction 
problems by the transformation of the matter element [14]. The comparisons of the 
standard sets, fuzzy sets and extension sets are shown in Table 1. Some definitions of 
extension theory are introduced in the next section. 

Table 1. Three different sorts of mathematical sets 

Compared item Standard set Fuzzy set Extension set 
Research objects Data variables Linguistic variables Contradictory  

problems 
Model Mathematics 

model 
Fuzzy mathematics 
model 

Matter-element 
model 

Descriptive 
function 

Transfer 
function 

Membership 
function 

Correlation function 

Descriptive 
property 

Precision Ambiguity Extension 

Range of set ( )10,)x(CA ∈  [ ]10,)x(A ∈μ  ( )∞∞−∈ ,)x(K A  

2.1    Matter-Element Theory 

(1) Definition of matter-element 
Defining the name of matter as N, the characteristics of the matter as c, and the value 
of c as v, a matter-element in extension theory can be described as follows: 

)v,c,N(R =  (1)
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Where N, c, and v were called the three fundamental elements of the matter-element. 
For example, R = (Wang, Weight, 75 kg) can be used to state that Wang’s weight is 
75 kg. If the value of the characteristic has a classical domain or a range, then we 
define the matter-element for the classical domain as follows: 

( )UL v,v,c,N)v,c,N(R ==  (2)

where vL and vU are the lower bound and upper bound of a classical domain. 
 
(2) Multi-dimensional matter-element 
Assuming R=(N, c, v ) to be a multidimensional matter-element, C=[c1,c2,…,cn] to be 
a characteristic vector and V=[v1,v2,…,vn] to be a value vector of c, then a multidi-
mensional matter-dement is defined as: 
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(3)

where Ri = (N, ci ,vi),(i = 1, 2, . . . ,n) is defined as the sub-matter-element of R.  

2.2    Extension Set Theory 

(1) Definition of extension set 
Let U be the universe of discourse, then an extension set Ã on U is defined as a set of 
ordered pairs as follows: 

{ }),()x(Ky,Ux  )y,x( A
~ ∞−∞∈=∈=  (4)

Where y = K(x) is called the correlation function for extension set Ã. The K(x) maps 
each element of U to a membership grade between −∞ and ∞. The higher  
degree and the more elements belong to the set. In a special condition, when 0 ≤ 
K(x) ≤ 1, it corresponds to a normal fuzzy set. K(x) ≤ 1 implies that the element  
x has no chance to belong to the set. When -1 < K(x) < 0, it is called an  
extension domain, which means that the element x still has a chance to become part 
of the set. 
 
(2) Definition of correlation function 
The correlation functions have many forms dependent on application. If we set Xo=<a, 
b>and X=<c , d> are two intervals in the real number field, and Xo ∈ X, then the corre-
lation function in the extension theory can be defined as follows: 

)X,X,x(D

)X,x(
)x(K

o

oρ=  (5)

where 
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The correlation function can be used to calculate the membership grade between x and 
Xo as shown in Fig. 1 when K(x)≥ 0. It indicates the degrees to which x belongs to Xo. 
When K(x)< 0 it describes the degree to which x does not belong to Xo. When -
1<K(x) <0, it is called the extension domain, which means that the element x still has 
a chance to become part of the set if conditions change. 

 

Fig. 1. The proposed extended relation function 

3   The Proposed Fault Diagnosis Method 

The tested circuit of this research was the second-order low-pass filter as shown in 
Fig. 2. A low-pass filter is an analog circuit that passes low-frequency signals but 
attenuates signals with frequencies higher than the cutoff frequency. It is called a 
high-cut filter when it used in audio applications. In this paper, the DC gain of the  
 

 

Fig. 2. The second-order low-pass filter 
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Table 2. The nominal value of low-pass filter 

Components Nominal values 
R1 100KΩ 
R2 85KΩ 
Ri 2.2MΩ 
Rf 0.1KΩ 
C1 5nF 
C2 2nF 

filter is set to 1 and the cutoff frequency is set to 1 kHz. Node 1 and 2 are the testing 
node where voltage can be measured or simulated. A list of the nominal values of 
components is presented in Table 2. 

3.1   The Various Situations of Analog Circuits 

The CUT was simulated both at normal and all faulty conditions by using PSPICE 
software, the tolerance rang of normal was selected deviation of about ±5% of the 
nominal values, and soft fault was deviation of about ±20%. By analyzing sensitivity 
of the CUT, R1, R2, C1 and C2 are selected to be the fault components, the  
pre-selected set of single faults of the test circuit are presented in Table 3. 

In this research was discovered that the transient voltage and phase spectrum was 
different between normal and other faults condition at nodes, Fig. 3, Fig. 4, Fig. 5 and 
Fig. 6 demonstrated their difference at node1 and node2, the RMS value of transient 
voltage and phase spectrum can made the pattern of CUT. 80 Monte-Carlo simula-
tions are carried out for each fault scenario, in the training stage; every type of matter-
element model was built by 30 pieces of data. And in the testing stage; there are 50 pieces 
of fault data for each fault recognized. 

 

Fig. 3. The RMS value of voltage between normal and soft fault at node 1 

 

Fig. 4. The RMS value of voltage between normal and soft fault at node 2 
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Fig. 5. The phase spectrum between normal and soft fault at node 1 

 

Fig. 6. The phase spectrum between normal and soft fault at node 2 

Table 3. A list of the components that tolerance range of normal and single soft faults  

Components Nominal values Variables ±5% 
normal 

Variables ±20% 
single soft faults 

R1 100 KΩ 105 KΩ 
95 KΩ 

120 KΩ 
80 KΩ 

R2 85 KΩ 90 KΩ 
80 KΩ 

102 KΩ 
68 KΩ 

C1 5 nF 5.5 nF 
4.5 nF 

6 nF 
4 nF 

C2 2 nF 2.2 nF 
1.8 nF 

2.4 nF 
1.6 nF 

3.2    The Matter-Element Model of Fault 

The fault types divided to 9 kinds(one normal and eight soft fault), and Fi represents i 
fault type. Moreover, Ci is the features. The neighborhood domain RP defined as the 
maximum range of every characteristic is set as follows: 

⎪
⎪
⎭

⎪
⎪
⎬

⎫

⎪
⎪
⎩

⎪
⎪
⎨

⎧

==

maxPmin,PC

maxPmin,PC

maxVmin,VC

maxVmin,VCF

)V,C,F(R pp

224

113

222

111

 
(8)

After establishing the matter-element model based on the extension method, the soft 
fault can be identification properly. 
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3.3    The fault Diagnosis Method 

The extension fault diagnosis method of the proposed method is shown below: 

step 1: Establish the matter-element model of every soft fault category, where Cj is 
the j-th feature of the Fi, and Vij = <aij, bij> is the classical region of every 
characteristic set. 

step 2: set the matter-element of the circuit under test data as follows: 
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step 3: Calculate the correlation function of the tested soft fault with the proposed 
extended correlation function as follows: 
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step 4: Assign weights to the soft fault characteristic such as Wj1, Wj2, Wj3, Wj4, denot-
ing the significance of every soft fault characteristic. 

step 5: Calculate the correlation function of every soft fault category: 

1,2,...,4i     ,KW
j

ijiji == ∑
=

4

1

λ  (11)

step 6: Make each correlation functions of every soft fault in <1, -2>, that it’s easy to 
diagnosis. 

1,2,...,9i    ,
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−−=′
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λλλλ 23
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=      { }i
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min min λλ
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λf
’ = 1 were means If to be anomalism. The value of correlation degree is closing 1 

which would be anomalism. 
step 7: Going back to step 2 for the next case when the diagnosis of one has been 

completed, until all have been done. 

4   Experiment Results and Discuss 

This paper used 450 tested data to test the practicability of the proposed method. 
There are 9 kinds of faults, each soft fault of circuits were simulated 50 data, the  
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partial relation degrees of soft faults are shown in Table 5. It is very easy to diagnose 
the fault types in circuits from Table 4. For example, in case no.20, the relation degree 
with the fault type no.1 equals to 1 (or maximum value), which is indicative of fault 
type no. 1, or normal. In comparison, the relation degrees with other fault types are 
very small; moreover, the proposed method can not only diagnose the main fault 
types of analog circuit; it can also provide useful information for future trend analysis 
by the relation degree. 

Table 4. The circuit data with different fault types (Partial samples) 

Cases V1 V2 P1 P2 Fault no. Actual fault type 

20 7.749 14.434 -93.204 -151.301 1 Normal 

70 9.923 16.691 -97.915 -156.404 2 R1 over nominal 

120 9.924 16.691 -88.829 -147.318 3 R1 below nominal 

187 7.531 16.560 -91.174 -156.134 4 R2 over nominal 

236 7.685 11.709 -96.250 -143.379 5 R2 below nominal 

285 7.143 13.658 -101.683 -159.625 6 C1 over nominal 

335 7.5005 13.853 -84.7055 -142.6476 7 C1 below nominal 

383 7.527 14.353 -87.139 -152.612 8 C2 over nominal 

429 7.983 13.980 -102.364 -149.876 9 C2 below nominal 

The Table 6 shows the correct rate by using the MNN, k-means, and extension 
based method to diagnosis the soft fault. The maximum correct rate is 92.6% in the 
MNN, and the correct rate is 84.67% in k-means based method. But the method of the 
proposed by this paper has 97.6% for correct rate. This verified extension diagnosis 
method to be batter then other methods. 

To test the diagnosis performance of the proposed method, diagnosis accuracy with 
different noise percentages is shown in Table 7. The sources of error include the tol-
erances of other normal components which could lead to data uncertainties. To take 
into account the errors and uncertainties, the testing data was adding ±5% and ±10% 
random uniform-distributed samples to test the robustness of the proposed method. 
the proposed method in noise percentage ±5, ±10 was still has a significantly higher 
diagnosis accuracy of 97.7% and 83.3% than the k-means and MNN, Moreover, the 
proposed method shows good tolerance to add errors, and has high accuracy of 83.3% 
in extreme error of ±10%. 
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Table 5. Relation degrees λf’ by the extended diagnosis method (partial results) 

NO 1 2 3 4 5 6 7 8 9 Diagnosis 
result 

20 1.00 -1.92 -2.00 -1.77 -1.52 -1.10 -0.34 -0.67 0.10 1 

70 -1.57 1.00 -1.29 -1.25 -2.44 -1.05 -2.00 -1.68 -1.49 2 

120 -1.69 -0.11 1.00 -1.64 -2.49 -2.00 -1.67 -1.15 -1.68 3 

187 -0.99 -0.63 -1.21 1.00 -2.53 -0.96 -1.78 -1.00 -2.00 4 

236 -1.16 -1.95 -1.98 -1.72 1.00 -1.72 -0.94 -1.87 -2.00 5 

285 -0.72 -1.56 -2.00 -1.11 -1.56 1.00 -1.58 -0.62 -0.61 6 

335 0.09 -2.00 -0.89 -0.51 -0.58 0.014 1.00 0.485 -1.37 7 

383 0.19 -2.00 -1.20 -0.57 -1.61 -0.64 -0.70 1.00 -0.97 8 

429 -0.56 -1.84 -2.00 -1.80 -1.01 -0.18 -0.85 -0.82 1.00 9 

Table 6. Diagnosis performances of different methods 

Methods Training time (Epochs) Accuracy rate (%) 
Proposed method N/A 98.6% 

K-means  N/A 84.67% 

MNN(4-7-9) 1000 91.3% 

MNN(4-8-9) 1000 85.56% 
MNN(4-9-9) 1000 92.6% 

Table 7. Diagnosis performances of errors added 

Noise Percentage (%) Proposed Method K-means MNN 
±0 98.6% 88.44% 91.3% 
±5 97.7% 87.56% 88.89% 
±10 83.3% 74.89% 76.6% 

5    Conclusion 

This paper presents a novel fault diagnosis method based on extension theory for 
analog circuits. Compared with other traditional AI methods, the proposed method 
does not require particular artificial parameters and learning processes. The calcula-
tion of the proposed diagnosis algorithm is fast and very simple. It can be easily im-
plemented by PC software. In addition, by the test results, we can see that this method 
is not only diagnosis of the main soft fault. But it also using correlation function of 
value recognizes the other soft fault. 
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Abstract. To improve the structure of the twin seat underframe in multiple unit 
train and lightweight design, FEM is used to analyze this problem. First of all, the 
3D geometric model of the existing twin seat underframe is built. And according 
to the requirements of enterprises and experiment, the finite element model is 
built and analyzed. Then results of FEA and experiment are compared. Ac-
cording to the comparison, the finite element model that was simplified is ef-
fective. On the basis of effective finite element model, five schemes of the twin 
seat underframe are proposed and structural strength of twin seat underframes 
that were improved is researched. Finally according to influence on manufac-
turing procedure of the twin seat underframe and the error of the FEA, the ideal 
solution is proposed. 

Keywords: Multiple Unit Train; U-shaped Load Method; Light Weight. 

1   Introduction 

With the rapid development of high-speed railway traffic in China, on the technical 
platform of the speed of 200 km/h, the speed of multiple unit train will reach 300 km/h 
through independent research and development. At the same time the reliability and 
safety of the train seat underframe is proposed higher request. There is a very important 
issue for us to design the train seat underframe that can meet with the requirement of the 
enterprises on the safety and economy [1].   

Relying on the experimental method and researchers’ experience, it will be very dif-
ficult to analyze the structure performance of the train seat underframe. A lot of financial, 
material resources and manpower will be required. The effective method to solve the 
question is using FEM (Finite Element Method) and software technology, and at the same 
time the cycle of product development will be shorten and much research expenses will 
be saved. According to the requirements of enterprises, the improved seat underframes 
will be analyzed and the ideal solution will be proposed through using FEM. [2] 

2   Theoretical Backgrounds 

According to the flexural rigidity theory in mechanics of materials, the flexural rigidity 
of seat underframe can be defined as the loads which make the underframe have  
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specific flexivity. To the underframe longeron, if the middle of span is loaded F, the 
maximum flexivity value of the longeron is   

EJ

Fl
Y

48

3

max =
 

Where Ymax is the maximum flexivity of the longeron; l is the span of the longeron; J is 
the bending resistance section factor; E is the elasticity modulus of longeron material; F 
is the concentrated load added in the middle of longeron. According to requirements of 
the enterprises, the middle of longeron is loaded 2000N and the maximum flexivity 
value should be less than 1mm.          

3   Establishment of the 3D-Model of the Twin Seat Underframe 

According to the existing seat underframe, the 3D-model of the twin seat underframe 
will be established (Fig.1). Then three schemes of improved longeron sections will be 
proposed, and according to the different sections, the stress and displacement will be 
analyzed.  

     

Fig. 1. 3D-model of twin seat underframe (Right picture shows section of the longeron, the size 
of the section is 2.5×2) 

4   Pretreatment of the Twin Seat Underframe Model 

According to the actual load condition on the twin seat underframe, the 3D model 
should be simplified. And according to the actual situation of seat underframe model, 
most parts are thin-wall structures, so two-dimensional grid can be used to partition 
model, not only the calculation work can be greatly reduced, but also the precision can 
be guaranteed. In addition, to some irregular parts, three-dimensional grids can be used 
and the appropriate size of elements should be choosed.  

Through meshed and quality checked, the complete finite element model of twin 
seat underframe can be acquired (Fig.2). The model was mainly meshed with 
two-dimensional grid; there are 32 assembly parts, 136624 nodes, 134767 elements, 
132970 quad elements and 1797 triangular elements. The proportion of triangular 
elements is only 1.4%. [3]  
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Fig. 2. Finite element model of the twin seat underframe 

5   Constraint of the Seat Underframe 

5.1   Distribution of Material Attributes 

According to the requirement of the enterprises, 7003 aluminum is used to manufacture 
seat underframes. Aluminum’s specific gravity is small, approximately one-third of the 
steel, and the machining performance is good, belonging to the high-strength aluminum 
alloy. The mechanical performance of the 7003 aluminum is simliar to 7005 aluminum, 
and both of them are usually applied to frame. The 7003 aluminum’s elongation strength is 
345Mpa, fatigue strength is 130Mpa, elastic modulus is 74Gpa and Poisson's ratio is 0.3. 

5.2   Boundary Conditions 

The principle to establish the boundary condition is that the load can be reasonably 
simplified on the premise that the situation can be truly reflected. In the process of the 
boundary conditions establishment, the model structure and the purposes of analysis, 
test data, and other factors should be comprehensively considered. In order to simulate 
the real situation in this test and make the stress on the seat underframe conform to the 
reality, the U-shaped load method and the staircase distribution load method will be 
adopted to analyze.  

      

Fig. 3. Around Supporting Part                       Fig. 4. The Turnable Part 
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Fig. 5. U-shaped load method on the turnable part 

According to the pressure distribution of sitting posture and the experimental data, 
2000N is loaded on the twin seat underframe. 200N is distributed on the Around 
Supporting Part (Fig.3). 1800N is distributed on the Turnable Part (Fig.4).  

First load method: U-shaped load method simulate the pressure distribution when 
passengers completely contact with the seat, according to the pressure distribution of 
sitting posture and load requirements from the enterprise, 1440N and 360N are added 
on the Turnable Part. The ratio of 4:1 of the force distributed on the Turnable Part 
should be guaranteed. 

   

Fig. 6. The load method of staircase distribution on the turnable part 

Second load method: the staircase distribution load method simulates the pressure 
distribution in the instant moment when passengers contact with the seat, the strength 
of the force become bigger from the middle to both sides and from after to front side. 
And the ratio of 4:1 of the force distributed on the Turnable Part should also be  
guaranteed. 

The twin seat underframe is connected with floor by screws, so joint between the 
seat underframe and the floor will be restricted at 6 dof.  

6   CAE Simulation of the Twin Seat Underframe 

It has the same basic theory when the structural static analysis is calculated through 
CAE. The object of analysis is node. According to the condition of static equilibrium, 
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the static equilibrium equations of the structure are established on all nodes, and then 
put them together to get the balance equation of the structure. The unknown node’s 
displacement can be solved through the equation. [4] 

Due to the stress distribution on the seat underframe, the displacement is mainly 
concentrated in the former longeron. Because the Turnable Part is not fixed in the 
middle of the longeron, the maximal displacement on the longeron didn’t correspond 
with the installation position of the Turnable Part.  

 

Fig. 7. CAE simulation of twin seat underframe 

6.1   Analysis and Verification of the Finite Element Model 

In the process of product development and design, how to guarantee the effectiveness 
of the results of finite element method will directly related to the finite element method 
whether can correctly guide product development and design. 

Selecting the most reasonable model and analysis method is the prerequisite to 
guaranteeing the accuracy and efficiency of the results. [5] 

Table1 summarises the data from CAE simulation and from the experiment for 
comparison. 

Because the error between the data from experiment and the data from simulation 
calculation is less than 10%, the finite element model of twin seat underframe is  
reliable. [6] 

Table 1.  The contrast of enterprises and CAE simulation experiment data 

Displacement  (mm) Stress   (Mpa) 

Data sources 
 

Specification 
(mm) U-shaped 

load 

Staircase 
distribution 

load 

U-shaped 
load 

Staircase 
distribution 

load 

CAE  
Simulation 

0.43 0.443 54.4 53.2 

Experiment 
 

80×40 
(5×2.5) 

0.46 —— 
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6.2   The Analysis of the Improved Model 

The first scheme: the original section size of 80×40 is modified to the section size of 
60×40, and eight kinds of wall thickness of this section will be analyzed to obtain the 
data (Table 2). 

Table 2. The analysis result of different thickness on the section of 60×40 model 

Displacement  (mm) Stress  (Mpa) Specification 

of wall  

thinkness 

(mm) 

Decreasement 

of the seat 

weight 

(%) 

U-shaped 

load 

Staircase 

distribution 

load 

U-shaped 

load 

Staircase 

distribution 

load 

5×2.5 6.9% 0.54 0.56 99.7 101.2 
2.5×2.5 18.8% 0.75 0.78 106 107 
2.5×2 22.5% 0.799 0.82 107 108 

2.5×1.5 26.3% 0.86 0.89 107 108 
2.5×1 20.7% 0.95 0.97 107 119 
2×2 25% 0.89 0.92 109 110 

2×1.5 28.8% 0.97 0.99 110 111 
2×1 32.5% 1.076 1.12 122 119 

In the above table, there are seven schemes that the displacement is less than 1mm. 
Because there is little error between the data from the experiment and the data from 
simulation calculation, the selected scheme should have enough redundancy. The 
schemes that the diaplacement is less than 0.9mm can be selected. 

The second scheme: the section size of 80×40 is modified to the section size of 40×40. 
After analyzing this model, the displacement is still more than 1mm when the wall 
thickness is 5×2.5, and its economy is not ideal when the wall thickness is 5×5 (Table.3). 

Table 3.  The analysis result of different thickness on the section of 40×40 model 

Displacement   

(mm) 
Stress   (Mpa) Specification 

of wall  

thinkness 

(mm) 

Decreasement 

of the seat 

weight 

(%) 

U-shaped 

load 

Staircase 

distribution 

load 

U-shaped 

load 

Staircase 

distribution 

load 

5×2.5 31.1% 1.09 1.12 144 147 
5×5 3.4% 0.32 0.35 53 58 

The second scheme: the section size of 80×60 is analyzed, in the condition of dif-
ferent thickness, the following analysis results is obtained. In consideration of the 
safety and economy, two kinds of schemes can be selected (Table 4).  
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Table 4.  The analysis result of different thickness on the section of 80×60 model 

Displacement  (mm) Stress  (Mpa) Specification 

of wall  

thinkness 

(mm) 

Decreasement 

of the seat 

weight 

(%) 

U-shaped 

load 

Staircase 

distribution 

load 

U-shaped 

load 

Staircase 

distribution 

load 

2.5×1.5 15.1% 0.61 0.65 97.8 101.2 
2.5×1 20.2% 0.72 0.74 104 106.7 
2×2 13.7% 0.68 0.71 112 115.4 

2×1.5 18.9% 0.73 0.78 135 136.9 
2×1 24.3% 0.86 0.89 150 152.7 

1.5×1.5 22.7% 0.97 0.99 187 189.2 

6.3   The Analysis of Stress Concentration 

Through the analysis of finite element model, the stress distribution of the model can be 
obtained. After the comparison of various schemes, the maximum stress appears in the 
joints between the longeron and the supporting board (Fig.8). The maximum is between 
107Mpa and 150Mpa, all the data don’t exceed allowable stress of the material, and 
where the maximun stress appears is in the same place with the experimental result.  

 

Fig. 8. The stress concentration on the model 

7   Conclusions 

In this paper, according to the requirements of enterprises, the various sections and wall 
thickness of the multiple unit train were analyzed through the load method of U-shaped 
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and staircase distribution and then several feasibility schemes were determined. The 
most reasonable scheme was selected under the comprehensive consideration of the 
safety and economy (Table 5). Through the finite element method the development 
cycle of the enterprises is greatly shorten, the research funding of the enterprises is 
saved and a better development platform is provided to the enterprises. 

Table 5.  The best scheme 

Scheme 
Decreasement of the 

seat weight(%) 

Displacement 

(mm) 

Stress 

(Mpa) 

60×40(2.5×2) 22.5% 0.82 108 
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Abstract. In this article, an LED Array Color Temperature Controlled Lighting 
System has been implemented using an 8 bit RISC IP Core for the lighting 
control system, as well as a Color Temperature Controlling IP and Delta-Sigma 
DAC IP designed to control the system. The light sources are made of an LED 
Array, and the LEDs are configured to have 10 stick bars, such as 3 chips of 
white (30EA), daylight (30EA), red (30EA), green (30EA), and blue (30EA) 
0.1W SMD. The time information is acquired through a Real Time Clock, and 
bio rhythm compatible presentation is made through the LED Array Color 
Temperature control. The temperature control IP and Delta-Sigma DAC IP are 
interfaced by accessing the SFR address of the 8 bit RISC IP Core. The system 
is configured so that the Delta-Sigma DAC IP would produce 0V~3.3V 
analogue signals through a low bandwidth passing filter and control the lighting 
system through the serial communications with a PC using the serial port. 

1   Introduction 

As the depletion of the energy sources becomes a critical problem, many studies on 
saving energy have been actively pursued regardless of the field of research. As 
interest in energy saving products grows, LEDs which consume less power and 
converts the energy into light more efficiently, has emerged as the light source for the 
next generation of lighting systems to replace the conventional light bulbs and 
fluorescent lights.[1]. Light is very important not only as its simple function to light a 
space and so provide a certain level of light regardless of the use or function of the 
space, but also in psychological aspects of human beings. Therefore a lighting system 
should be implemented that can provide high level functionality for the living space 
for healthy life, as well as to provide pleasant lighting environments.[2].  

In this article, the lighting system is designed to use a reusable 8 bit RISC structure 
Core and Control IP (Intellectual Property) in order to save time and money.[5]. For the 
lighting in the system, LEDs, the next generation light source (white, daylight, red, green 
and blue) have been used to save energy and to provide pleasant lighting environments 
that do not disturb natural human bio-rhythms, by controlling the Color Temperature.  

2   The Lighting System  

The lights are controlled using an 8 bit RISC IP Core with a Main CPU. To control 
the LED Array, a Color Temperature IP and Delta Sigma DAC IP, to control the 
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lightings via analogue means have been designed. Additionally, to control the Color 
Temperature according to the time information, a Real Time Clock and Dallas 
Company’s DS1302 IC, which is more cost efficient than any other product because 
of its built-in register, are used here. In this paper, all of the 8 bit RISC IP Cores are 
designed to process the instruction set of ASM51 and 80C31. The MCU Core is able 
to interface with various kinds of peripheral circuits without making any changes in 
the Core circuit. 

 

Fig. 1. Lighting System Block Diagram 

3   Lighting Control IP Design 

3.1   Color Temperature Control IP 

1) Color Temperature 
The color of the light that an ideal black body emits is designated by its temperature, 
according to Planck’s Law of Radiation. When an object shines, emitting visible 
lights, and the color is identical to that which a black body radiates at a certain 
temperature, it is considered that the temperature of the black body and the object is 
the same. This temperature is called the Color Temperature of the object.  
 

2) Color Temperature Control IP Design 
When LEDs are used as the light source, they have a great advantage over other light 
sources since they can make digital pulse type operations. To change the color 
temperature of LEDs, the voltage passed to LED by a PWM (Pulse Width 
Modulation) signal needs to be changed. Using the built-in SFR address of the 8 bit 
RISC IP Core, it accesses the Color Temperature Control IP. Each register setting 
allots and uses PWM0~PWM4 settings through the SFR address Map to obtain the 
different colors. Fig.2 shows the interface of the RISC IP Core and the Color 
Temperature Control IP.  
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Fig. 2. Color Temperature Control IP Interface 

A data register is used to store the counter value, and the data value decides the 
required pulse width so that an Up/Down counter can load a new value from the data 
register when the counter value reaches TC (Terminal Count). A Toggle Flip Flop 
issues the PWM signal.  

  

Fig. 3. Sample PWM Output Wave 

Fig.3 shows the output signal of the PWM generator and equation. According to 
the entered data 0x19, 0x40, 0x80, 0xC0, 0xE6, the duty cycle is output as 10%, 25%, 
50%, 75% and 90%, respectively. 

3.2   Delta-Sigma DAC IP 

The DAC (Digital-to-Analog Converter) converts binary signals to the analogue 
voltages proportional to the digital value. The external circuits needed to make the 
DAC are; 1 resistance for the low bandwidth passing filter, and 1 capacitor, only. The 
consumption of the FPGA resources is also low. As the Delta-Sigma DAC uses a 
digital method, it is independent to the temperature changes and can be implemented 
with programmable logic. Delta-Sigma is actually a high speed single bit DAC, and it  
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Fig. 4. Block Diagram of Delta-Sigma DAC 

creates pulse arrays using digital feedback. The average duty cycle of the pulse arrays 
is proportional to the binary input values. When pulse arrays pass the low bandwidth 
passing filter, analogue signals are created.[10]. 

Here we use the notation Delta to mean the arithmetic difference, and Sigma to 
mean the arithmetic sum, where the difference and the sum are calculated using a 
binary adder. The data should be entered in 8 bits. DeltaB is the value stored in the 
Sigma Latch and is composed of 10 bits, so it is expressed as binary number by 
copying the uppermost bit L [9] to make two, converting the rest of the 8 bits to 0 and 
entering them into DeltaB. Each bit shows the value calculated and stored in the Adder 
and the Latch. Although the Delta Adder entry values do not have plus or minus signs, 
the output of the two adders is considered as having a sign. The Delta Adder calculates 
the difference between DACin and the current DAC output. This value, and the 
previous output stored in the Sigma Latch, is added in the Sigma Adder. 

4   Experiments and Results  

4.1   Color Temperature Control IP Simulation 

The Color Temperature Control IP logic consists of a data register, an UP/DOWN 
counter, Cnt_out_int_mux, Rco_int and Pwm_int. When Sfraddr signals and the Color 
Temperature Control IP addresses are identical, the algorithm receives 8 bit data 
through the data register where the data is stored to perform the Up/Down counter by 
receiving 8 bit data at Sfrdatai (7: 0) signals. This data decides the duty cycle. In the 
SFR Map, PWM0_ID is set as 0x7B(0xFB), PWM1_ID as 0x7C(0xFC), PWM2_ID as 
0x7D(0xFD), PWM3_ID as 0x7E(0xFE) and PWM4_ID as 0x7F(0xFF). The program 
shows that the 0x19 value is loaded in PWM_data0, 0x40 in PWM_data1, 0x80 in 
PWM_data2, 0xC0 in PWM_data3 and 0xE6 in PWM_data4. The output signal time 
of Pwm0_o is 2160ns, Pwm1_o 5280ns, Pwm2_o 10,400ns, Pwm3_o 15,520ns and 
Pwm4_o 18,560ns respectively. Accordingly, each duty cycle is confirmed as 10%, 
25%, 50%, 75% and 90% respectively, throughout the simulations.  
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Fig. 5. 5 Channel Color Temperature Control IP Simulations 

The PWM waves, emitted when 0x80, 0xC0 and 0xE6 values, are entered in the 
PWM0 register can be checked through the simulation results.  

  

Fig. 6. Wave 2: 50%(0x80); 75%(0xC0); and 90%(0xE6) 

As shown in the simulation results, when 8 bit data values are entered in to the 
register, the desired duty cycle of PWM signal can be acquired. PWM0 controls white 
light, PWM1 gives daylight, PWM2 gives red, PWM3 gives green and PWM4 
outputs blue light. 

4.2   Delta-Sigma DAC IP Simulations 

The DAC IP logic consists of a Delta Adder block, a Sigma Adder block and a Sigma 
Latch block. When the Sfraddr signal and the Sfrwe signal are consistent with the 
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DAC IP addresses, 8 bit data is entered in the DeltaA of the Delta Adder. Then 10 bit 
output signals from the Sigma Latch block are entered to the DeltaB which is 
expressed as a binary number by copying the upper most bit L[9]. The rest of the 8 
bits are converted to 0 and the 10 bits are entered to DeltaB. The Delta Adder 
calculates the difference between DACin, the 8 bit input signal and the current Sigma 
Latch output value. The 10 bit output value, calculated in the Delta Adder, and the 
previous output value, stored in the Sigma Latch, is added in the Sigma Adder block. 
In the Sigma Latch block, when the Clk signal is Active, the upper most bit L[9] is 
output to DACout, and the output value from Sigma Latch gives the feedback to the 
Sigma Adder. 

 

Fig. 7. DACin Entry Value 0x80 

The DACout signals are confirmed according to the input data values using 
Modelsim. Fig.7 show that when the Sfrwe signal is Active, and the Sfraddr value is 
0x78, it is consistent with DAC_ID=0x78. Therefore, 0x80 is entered to the DACin. 
As the initial value of the output value of 00 from SigmaAdder is 0, the initial load 
value in the DeltaAdder is 0x080. 

4.3   Experimental Results 

IPs, as explained in this paper, are modeled using Verilog HDL. As all the units are 
designed in RTL (Register Transfer Level), they have advantages in composition and 
optimization. Experimental results show that the desired movement and output signals 
can be acquired in the simulation of each IP. 

Fig.8 shows the actual lighting system implementing the features explained in this 
paper. It is composed of an Xilinx FPGA device, a peripheral EEPROM, the LED 
operation driver AMC7140, a power supply part, an LED Array, and Real Time 
Clock.  The lighting control system is programmed to control the color temperature of 
the LED Array (W, W_W, R G, B) through the serial communication, and to change  
 



 Implementation of LED Array Color Temperature Controlled Lighting System 759 

  

Fig. 8. Lighting System 

Table 1. Presentation Table for Bio-rhythms 

 

Table 2. Measurement Data by Stage 

 

 
the color temperature from 2,000°K to 8,000°K according to the color temperature of  
natural light. The system is configured to control the Delta-Sigma DAC IP output 
signal level. 

Table1 shows the measurement value of the intensity of illumination and color 
temperature in each given situation, and amperes and watts accordingly. Fig.9 shows 
the result of the experiments to change the intensity of illumination and color 
temperature according to the presentation table of Table2, by creating a particular 
space (60*60*90) and using Color Temperature Control IP.   
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Fig. 9. Presentation through the Color Temperature Control 

5   Conclusions 

The purpose of lighting control is not only for energy saving in social environments 
and it should also aim to create pleasant environments while not reducing the quality 
of the lighting. The LEDs required, are those that are more efficient and which 
consume less energy, to develop inexpensive lighting control chips that can perform 
the essential control functions. In this paper, to implement the ASIC chip (lighting 
control IC) for lighting control, an 8 bit RISC IP Core has been used. By designing a 
Color Temperature Control IP, and implementing it on a FPGA, the Color 
Temperature Control lighting system has been successfully implemented. For the 
FGPA chip, a 54Mhz chip is used, and for the main CPU, 27Mhz is used by dividing 
the frequency into two.  

In the 8 bit RISC IP Core, all the buses are allotted to the SFR so that the 
peripheral circuits can be expanded easily without modifying the Core circuit. To load 
the Boot Code to the External EEPROM, an I2C IP has been designed and the Color 
Temperature Control IP in this paper is controlled by accessing the built-in SFR 
address of the RISC IP Core.  

For the color temperature presentation, it should have a spectrum distribution that 
changes continuously within the wavelength of visible light. Therefore, the LED array 
has been composed by applying white light, daylight, red light, green light and blue 
light LEDs, which have different wavelengths, respectively. The Color temperature of 
the LED Array can be controlled in a similar way to that of natural light, by 
modulating the duty cycle (%) into 255 steps according to the 8 bit data value that is 
calculated. The time information is acquired through a Real Time Clock, the time and 
control values are displayed using LCDs and the lighting system is controlled by serial 
communication with a PC connected through the serial port. The Delta-Sigma DAC IP 
is interfaced by accessing the SFR address of the RISC IP Core. With 8 bit data values 
(0x00~0xFF), the system outputs 0V~3.3V analogue signals through the low 
bandwidth passing filter using the DAC, and it is able to control the lighting system 
with the analogue signals. More studies and verification are needed to produce an  
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effective lighting control ASIC chip in the future. Additionally, an actual lighting 
system should be installed to verify and analyze the issues of residential environments, 
and modified based on the customer satisfaction survey results. 
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Abstract. This paper introduces a universal data access (DA) server
for modern distributed data acquisition and monitoring systems used in
process and factory automation. This system is proposed with utilization
of the OPC (Openness, Productivity, and Collaboration) technology and
XML to achieving interoperability and platform independence. It allows
to easily aggregate a large number of existing OPC DA servers and new
OPC XML-DA servers into a unified and flexible system that supports
exchange of data among these servers. By using binary data encoding to
the SOAP messages, the proposed system has a sufficient good perfor-
mance. The security consideration is discussed to provide more informa-
tion to technical-level readers. The comparison of the proposed system
with the existing approaches is also presented.

Keywords: Automation, data acquisition, OPC technology, Universal
DA Server, XML.

1 Introduction

Web technology is playing an important role in process and factory automation
today, especially for control systems of relatively slow processes [9]. Besides,
XML is the preferred format to encoding and moving the structured data in the
independent system to achieve the interoperability and platform independence.
As a result the OPC XML-DA standard was defined to move the same type of
plant floor data as existing OPC DA [23]. Such OPC standards are enhanced
the ability of exchanging complex data by using the OPC complex data [22].

Due to the developments of process and factory automation, i.e., process mon-
itoring and control systems, it requires to aggregate hundreds or even thousands
of existing OPC DA servers and new OPC XML-DA servers into a unified and
flexible system that allows exchange of complex data not only between the client
and server, but also between these OPC servers. Recently, a commercially avail-
able system, Universal XML-DA Server, developed by the Advosol [18] has the
same functionality mentioned above, but the performance of such system is not
good because of using textual XML data representation.

To transfer data in the heterogeneous environments, the bandwidth problem
needs to be considered and solved adequately. The fundamental approach to
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tackle such problem today is using a binary data representation with the agree-
ment about a binary exchange format. The consideration for the memory buffer,
CPU resources, and conversion between the XML representation and the binary
representation to hold the whole data for this approach is therefore required.
Moreover, only the fast possibility to transmit a large amount of data is to use
the binary representation rather than the XML representation. But different
platforms or even different compilers of the same platform use different binary
representations such as different floating point formats, different string formats,
and so forth [24,7]. Some universal standards should be chosen to transport data
between different platforms. The OPC XML-DA standard has a big disadvantage
that used the XML data representation, i.e., the size of a SOAP (Simple Object
Access Protocol) message exchanged between the client and server is very large.
This causes much more network traffic to transfer data [7].

The study of this article aims at proposing and developing a unified and flex-
ible system, called Universal DA Server, for distributed data acquisition and
monitoring systems. The proposed system allows a large number of existing OPC
DA servers and new OPC XML-DA servers to be aggregated into the Universal
DA Server that also supports the horizontal data exchange between these OPC
servers. This system is designed and developed including interfaces, architecture,
and modules. They make us easy to identify implemented components to reuse
for the developments of modern distributed data acquisition system softwares.

2 Background and Problem Statements

2.1 Relevant OPC Specifications

The OPC Foundation is an independent, non-profit organization that comprises
leading manufacturers and solution providers in factory and process automation
as well as providers of enterprise solutions. This section reviews several relevant
OPC specifications. Firstly, the OPC DA specification defines a set of standard
COM (Component Object Model) objects, methods, and properties that specif-
ically address interoperability requirements for the factory automation, process
control, and condition monitoring applications, and so forth [23]. The OPC DA
technology leverages DCOM allowing the client-server applications to access the
plant floor via an Ethernet network distributed across the manufacturing enter-
prise. The OPC DA applications are only compatible with Microsoft Platforms.

Secondly, the OPC XML-DA defines a new specification to move the same type
of plant floor data as the existing OPC DA products [24]. This provides verti-
cal integration between the plant floor and condition, monitoring, maintenance,
etc., using XML, HTTP, SOAP, and industrial standards. The OPC XML-DA
provides better connectivity and interoperability for production management
and enterprise applications such as Manufacturing Execution System (MES),
Enterprise Resource Planning (ERP), Enterprise Asset Management (EAM),
and plant optimization that need to access the plant floor data. It was designed
to allow the existing OPC DA products to be wrapped by the OPC XML-DA
Interfaces and to support both interfaces from the same OPC server.
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Thirdly, the OPC Complex Data will provide a full way for the OPC clients
to read and decode any type of the data from field devices on the plant floor
[22]. Complex data mean that an OPC Item is defined as a structure. The item
includes read-only information, run-time status and writeable control points.
The complex data consist of complex data items that can include non-structured
items, structured items, XML data, OPC binary, and so forth [22].

Finally, the OPC DX (Data eXchange) has well-defined objects that are based
on the OPC COM-DA and XML-DA objects [21]. The OPC DX addresses the
simple mechanism for moving data between source and destination. It sets out
the rules associated with the when, what, and how of moving the data between
endpoints. Moreover for dealing with exception conditions, it defines the value
to be written to the target or to be maintained at the target when good data
are not available from the source. The OPC DX adds some key extensions by
leveraging the OPC DA and OPC XML-DA standards to exchange the data
horizontally between peer level OPC applications. The OPC DX solution also
extents data access to enable server-to-server data exchange during run-time.

2.2 Problem Statements

More recently, hundreds or even thousands of existing OPC DA servers and
new OPC XML-DA servers need to be aggregated into a system, which allows
complex data to be exchanged not only between the OPC servers, but also
between the OPC servers and OPC clients. A commercially available system,
i.e., Universal XML-DA Server, was developed by the Advosol [18]. This system
allows that the OPC DA servers and OPC XML-DA servers can be configured
as data source for client accessing. Nevertheless, the performance of this system
is weak because of using the XML textual data representation.

Several systems based on the OPC XML-DA specification have been proposed
and developed successfully [3,7,11,15,10]. However, the OPC XML-DA solution
has a big disadvantage because of using the XML data representation [24,7]. The
XML data representation causes much more network traffic to transfer data. The
OPC XML-DA requires XML messages to be very descriptive about the data
being transferred. For example, instead of “0.555” the record <value xsi:type
= “xsd:float”>0.555< /value> is sent, meaning that the bandwidth is increased
about six times or even more [7]. Furthermore, data alignments are often required
to transport data in native representation. The OPC Complex Data based on
the use of the XML data presentation requires big amount of memory and high
intensity of memory management operations. In addition, more CPU resources
and memory buffer for transformation between the native data representation
and XML are required [4,3]. In terms of software engineering, the ability to reuse
and upgrade the components of a developed system is an important factor. It
will make the cost of an application reducible as well as possible. Moreover, the
compatibility and interoperability of a new system with existing systems and
middleware are strictly required in designing and implementing a system.

To solve bandwidth problem, the fundamental approach to transfer data in
the heterogeneous environments today is using a binary data representation,
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which is integrated into XML to reduce the size of a message. This approach
makes a challenge to consider the memory buffer, CPU resources, and conversion
between the XML representation and the binary representation to hold the whole
data [3]. Different platforms or even different compilers of the same platform use
different binary representations such as different floating formats, different string
formats, etc. The interoperability of a system makes us difficult to guarantee.

To tackle the problems as aforementioned, a distributed data acquisition and
monitoring system is proposed including the following features:

1. Allowing to easily aggregate existing OPC DA servers and new OPC XML-
DA servers into a unified and flexible system. This system allows data to be
exchanged not only between these OPC servers, but also between the OPC
servers and clients.

2. The proposed system can be configured online from local or remote clients
for the configuration changes. The OPC clients can also access both the OPC
DA servers and OPC XML-DA servers in a full way.

3. By using the binary data representation, the performance of the proposed
system is improved much and reaches an acceptable performance.

4. The proposed system is designed and developed including interfaces, archi-
tectures, functionalities, and modules. They make us easy to reuse, upgrade,
and maintain in order to expand new features.

5. The interoperability of the proposed system is guaranteed based on the
investigation of XML libraries and by using the OPC specifications.

3 Designing and Developing Universal DA Server

3.1 Architectural Overview

A gateway application for OPC DA servers, OPC XML-DA servers, and other
gateways is required that can provide a sound base for new applications and an
easier migration path for the hundreds (or thousands) of the OPC DA products
today. Therefore, Universal DA Server based on the OPC DX specification is
proposed and developed. This system allows clients to access both types of the
OPC DA server and OPC XML-DA server. It can be configured the access rights
such as write-only, read-only, and read-write from online or local configuration
clients. The architecture of the Universal DA server is shown in Fig. 1.

A number of the OPC DA servers and OPC XML-DA servers can be con-
figured as data sources for clients to access. The address space of the Universal
DA Server maps the address spaces of both types of such servers into a unified
and flexible address space. The Universal DA Server allows the OPC clients to
read and decode any type of data from field devices (see [15,17] for the detailed
technique and implementation).

The Universal DA Server is responsible for managing the data-flow on a con-
nection from source to target. In general, it subscribes to data from the sources
and copies these data to the target when it is received. The flow-diagram of
updating the data from source servers to target items is shown in Fig. 2. On the
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Fig. 1. The architecture of Universal DA Server

Fig. 2. The flow diagram of updating data to target items
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Fig. 3. The flow diagram of recovering a connection failure

other hand the Universal DA Server is responsible for maintaining the connection
to source servers. When the connection to a source server is lost, either during
startup or runtime, it tries to reestablish the connection in the minimum time
between two attempts to reestablish a connection by using a period value, i.e.,
the period value can be set by the administrators or operators, e.g., 10 seconds.
The flow diagram of recovering a connection failure between the Universal DA
Server and source servers is shown in Fig. 3.

3.2 Modular Design of the Universal DA Server Implementation

The Universal DA Server that can access to a number of the OPC DA servers
and new OPC XML-DA servers might be configured by configuration clients.
The OPC items of all configured OPC servers are mapped into single address
that can be structured in any suitable way. Both operations Read and Write are
supported. The components of the Universal DA Server for aggregating multiple
OPC servers as shown in Fig. 4. By this way the OPC DA servers and OPC
XML-DA servers are considered as data sources. The data achieved from the
source servers depend on the types of the source servers, e.g., OPC DA or OPC
XML-DA. In general, the mechanism is referred to a Subscription. Subscribing
to the data is supported by Callback service in COM-DA and by Subscribe
service in XML-DA. In the case of COM-DA, the Universal DA Server creates
one or more groups for each source server. With defined groups, the Universal
DA Server adds data items to them to indicate the source server which items to
access. In the case of XML-DA, the Universal DA Server uses Subscribe and
SubscriptionPolledRefresh services to acquire source data. The Subscribe
service allows the clients to define a single operation for a set of items of a source
server to access.
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Fig. 4. Components of the Universal DA Server

The Universal DA Server is composed of three components: (i) The COM-DA
component exposes OPC DA-Interface and DX-Configuration Interface imple-
mented as COM-Interface. (ii) The XML-DA component handles SOAP requests
and exposes both OPC XML-DA Interface and DX-Configuration Interface im-
plemented as Web Service Interface using Web Service Description Language
(WSDL). (iii) The DX component contains parts of functionality of the Universal
DA Server and marshals data to/from the OPC servers. It can create new connec-
tions, remove connections, and modify the status of each connection. The incon-
sistency and synchronization issues are required solving because DX-Connections
can be modified and controlled by the SOAP and COM clients simultaneously.

3.3 Connecting and Representing Data

This section will concern about issues for connecting and representing data
exchanged between the Universal DA Server and clients.

Data Representation: The fundamental approach to solve the bandwidth
problem in the heterogeneous environments is using the binary data representa-
tion, which is integrated into XML such as BXML [2], BXSA [5], etc. Recently,
several proposals are available to satisfy these conditions like SOAP message
with attachment [1] or HTTP message using XLink (XML Linking Language)
[6]. The WS-attachment technology [1,8] could be used to incorporate binary
data into the SOAP messages. The SOAP message with attachment of binary
data encoding will reduce the required size of a message about six times or even
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Fig. 5. The comparison between query languages. SQL is the fastest access method
while XSU is feasible for querying in platform independent databases.

more: (i) the SOAP header is still XML and (ii) the body of the SOAP message
should be encoded as binary data.

XML Libraries Comparison: There are many available XML library bench-
marking projects such as XMark [25], XML Benchmark [26], and so forth (see [13]
for more recent XML benchmarking projects). Unfortunately, they tested only
one or several aspects of XML processing with some predefined sequences of XML
data. The performance tests can be divided into the following phases of XML pro-
cessing stages: Shema Validation, XML Transformation, XML Security, XML
Parsing, etc. LiXML is effectively high performance [4] and it is therefore
selected to apply for the development of the Universal DA Server.

Connection between the Universal DA Server and Database: To provide
an open and flexible system for implementing and aggregating the OPC HDA [20]
into the proposed system for the future development, the connection between the
Universal DA Server and database is investigated and provided. Standard SQL
(Structure Query Language) as a basic query language for database searches in
many cases is not efficient. Consequently, each database has its own extension
to SQL such as PL/SQL for Oracle, PL/pgSQL for postage-SQL. However, SQL
solutions are usually not platform independent. The platform independence can
be achieved by using the XQuery language [27]. But in large applications the
XQuery language is still too slow and too memory consuming [7] (see Fig. 5 –time
was measured when searching 1000 records and fours records are transferred for
one timestamp).

When the Universal DA Server is defined as a web server and supports storage
and exchange of the complex data, it should be designed to expand the connec-
tion with database. The ability to extend and integrate the proposed system
when adding new OPC products or combining the existing OPC-based products
should be guaranteed satisfactorily.

The situation of XQuery language will change rapidly in near future due
to efforts put into the further development of XML. The solution to tackle this
development of XML should be started with the product depending query
language XSU and to migrate to XQuery [27,7].
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3.4 Security Consideration

Security to remote invocations in the heterogenous environments is an impor-
tant issue including the authentication of clients, encryption of messages, and
the access control. The security objectives to guarantee these issues will include
integrity, confidentiality, availability, authentication, non-repudiation, account-
ability, and reliability [14]. The XML signature surely meets the requirements of
the security objectives like integrity, non-repudiation, and authentication. It also
implicitly meets the security objectives accountability and confidentiality due
to the authentication. Therefore, digital signatures are suitable for securing a
modern distributed data acquisition and monitoring system that used in process
and factory automation in the heterogeneous environments.

Several security solutions used for the application domains of OPC-based
monitoring and control systems have been proposed and presented by Tan et
al. [16]. The optimal approach complying with the XML distributed signature
approach is applied to the Universal DA Server. This approach was modified
from the XML distributed signature approach proposed by Miyauchi [12] to
reduce the data transfer between the clients and the Universal DA Server (see
[16] for more details about descriptions of the solutions). Complying with the
consideration of security requirements to the Universal DA Server, the modified
security solution can meet the security objectives as aforementioned.

4 Comparison with Existing Approaches

The comparison of the proposed system with other approaches is difficult due
to the conceptual nature, different architectures, and wide range of production
environments. A qualitative comparison of the proposed system and existing ap-
proaches could be made. The structural characteristics are used to compare with
existing systems: (i) Universal XML-DA Server – a commercially available sys-
tem – [18], (ii) KATRIN Slow Control [7], and (iii) another system developed by
Chilingargyan and Eppler [3]. The proposed system has a number of advantages
as follows:

1. The proposed system allows to easily aggregate existing OPC DA servers and
new OPC XML-DA servers into a unified and flexible system which permits
exchange of the complex data not only between the OPC servers and clients,
but also between these OPC servers. In practice, a commercially available
system [18] has the same functionality, but the performance of this system
is weak due to using the XML textual data representation.

2. With the utilization of both the binary data encoding in SOAP message and
optimal XML library, the required size of a SOAP message is reduced about
six times or even more compared to the size of a pure SOAP message. Thus
network bandwidth and system resources are improved much.

3. The proposed system can be configured online from a local or remote client
that makes it flexible, optimal, and robust. A large number of the OPC DA
servers and XML-DA servers can be configured as data sources for client to
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access with the configured access rights such as write-only, read-only, and
read-write while this feature cannot be executed by KATRIN Slow Control
[7] and Chilingargyan and Eppler’s system [3].

4. The proposed system is designed and developed in a systematic way includ-
ing architecture, interfaces, functionalities, and modules. By this way, in
terms of framework component and software engineering, these components
can be reused to apply to the development of specific applications where the
control is distributed and large amounts of distributed data are collected.
These components are easy to identify and they will be reused for the future
development of modern automation softwares.

5. The proposed system is open for extension by adding new OPC-based prod-
ucts. Therefore, the further development of OPC systems according to the
OPC HDA specification [20] and the OPC AE specification [19] can be in-
corporated into the proposed system. The connection between the Universal
DA Server and database was investigated for the development of the OPC
HDA standard [20].

5 Concluding Remarks

The work presented in this paper has three main contributions: Firstly, the
Universal UA Server was proposed that allows multiple OPC DA servers and
new OPC XML-DA servers to be integrated into a unified and flexible system,
which supports the complex data exchange not only between the OPC servers,
but also between the OPC servers and clients. The proposed system allows in-
tegration of a large number of OPC servers. It can be configured online using
a remote or local client that makes it flexible and optimal. Secondly, the XML
Libraries were investigated and compared in order to choose XML technology
as a candidate for the proposed system. The LibXML was used to solve require-
ments of monitoring and control systems today, e.g., platform independence,
acceptable performance, etc. Thus the proposed system has a sufficient good per-
formance and it will be accepted to apply to several real industrial applications
in the future. The third contribution is the security solution that was adequately
discussed to use a good security solution. This solution provides a seamless secu-
rity approach to the proposed system that is communicated using the Internet
environments. The security objectives are also provided to technical-level read-
ers. Furthermore, some open issues for the Universal DA Server are provided for
developing modern distributed data acquisition and monitoring systems with
cooperating other OPC specifications-based products.

In terms of software engineering and framework component, the proposed
system was designed and developed to reach an ultimate solution in designing
and developing process and factory automation softwares. Thus, this solution
will be reused for the further development of process and factory automation
applications where control is distributed and large amounts of distributed data
are collected.
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A Petri Net-Based Ladder Logic Diagram
Design Method for the Logic and Sequence

Control of Photo Mask Transport

Yun Liu

College of Engineering Technology, Jimei University, Xiamen City, Fujian Province,
361021, P.R. China

Abstract. In this paper, a Petri net-based logic and sequence control
model of photo mask transport was constructed. A characteristic analy-
sis was made on the established Petri net model in behavior and struc-
ture. This checked the safeness and reliability of the constructed control
model off line. In order to implement the Petri net-based control model of
photo mask transport via a Programmable Logic controller (PLC), an ap-
proach was proposed to generate Ladder Logic Diagram (LLD) programs
from the Petri net-based control model. Execution of the generated LLD
programs validated the effectiveness of the proposed method.

Keywords: Petri net, Ladder logic diagram (LLD), Photo mask trans-
port, Programmable Logic Controller (PLC).

1 Introduction

For an industrial course control with logic and sequence control taking a large
portion, the commonly used control model design methods are Ladder Logic
Diagram (LLD) and Petri net. LLD is a conventional and graphical control pro-
gram design approach to planning the logic and sequences of controlled objects’
action. However, LLD will be very complex when there is a large number of con-
trol objects and great complexity in the control courses. Moreover, due to LLD’s
poor readability, and inconvenience in making an off-line evaluation of LLD in
behavior and structure [1], locating the failure positions in LLD is difficult. Flex-
ibility, reusability and good maintainability are the fundamental requirements
for software design [2]. From this point of view, LLD is not an attractive control
program design method. However, Petri net, as an effective logic and sequence
control design tool, has been extensively used to model, analyze, simulate and
control industrial systems [3] [4] [8]. In addition, the programs generated by Petri
net-based control models can be more conveniently extended to incorporate new
functions, compared to the programs based on LLD [10]. As the hardware of the
control system, for our photo mask transport, is based on a PLC, the program
can only be written either in LLD, or in function block diagram (FBD), or in
standard template library (STL)[5]. In order to evade the disadvantages of LLD
programming, and exert the advantages of Petri net in modeling, simulation and
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c© Springer-Verlag Berlin Heidelberg 2009



A Petri Net-Based Ladder Logic Diagram Design Method 775

reparation, we build a logic and sequence control model based on Petri net, and
make a characteristic analysis on the control model in behavior and structure.
This is an effective way to make an off-line evaluation of safeness and reliability
of the control program, which is produced subsequently by the Petri net-based
control model [6] [7]. With the assignment of special control properties to the
transitions and places of the established Petri net-based control model, we con-
vert the Petri net-based control model into LLD programs, which control the
course of photo mask transport directly.

The remainder of the paper is organized as follows. Section 2 gives an intro-
duction about Petri net and the art of photo mask transport. In Section 3, we
build Petri net-based models for the overall control of photo mask transport and
the control of photo mask loading, respectively, and make an analysis about the
established Petri net models in structure and behavior. Section 4 proposes an
approach to converting Petri net-based control models into LLD programs. The
paper is concluded with Section 5.

2 Preliminaries

2.1 Petri Net

A marked Petri net Z = (P, T, I, O, m0) [13], where P is a set of places, graphi-
cally represented by circles; T is a set of transitions, graphically represented by
bars, with P

⋃
T �= ∅ and P

⋂
T = ∅; I : P × T → N is the input function

and I(pi, tj) specifies the connecting weight on the arc directed from pi to tj ;
O : T × P is the output function and O(ti, pj) specifies the connecting weight
on the arc directed from ti to pj ; m : P → N is a marking whose ith component
is the number of tokens graphically represented by dots in the ith place. m0 is
an initial marking where N = {0, 1, 2, . . .}.

The behavior of a Petri net is determined by exercising enabling and firing
rules: 1) A transition t ∈ T is enabled iff m(p) ≥ I(p, t), ∀p ∈ P ; 2) An enabled
transition t may fire at marking m′, yielding the new marking

m(pi) = m′(pi) + O(pi, t) − I(pi, t), ∀ i = 1, 2, . . . , |P |. (1)

The marking m is said to be reachable from m′.
By (1), the n × l (n = |P |, l = |T |) Incidence Matrix matrix composed of

integers for a Petri net model is defined as

C := O − I, (2)

where cij = O(pi, tj) − I(pi, tj), i = 1, 2, . . . , |P |, j = 1, 2, . . . , |T |. The state of a
Petri net model starts from its initial marking m0, experiences a transition serial
S, and reaches its new state with a marking m ∈ R(m0), a reachable state set
from m0. Thus we can obtain an equation of state transition

m = m0 + C · S, (3)

where S : T → N is an enabling sequence, S = [s1, s2, . . . , sn]T with si the times
that ti has been fired in the Petri net model’s transition from m0 to m.
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A Petri net model has two kinds of properties (behavior properties and struc-
ture properties) [11]. Behavior properties are closely related to its initial state.
In application, behavior properties involve reachability, boundedness, conserva-
tiveness and activeness. However, structure properties are irrelevant to its initial
state, and are only determined by its topology.

In order to check whether a Petri net-based logic and sequence control model
can work normally, it’s very necessary to analyze the model’s properties of con-
servatism, consistence, repeatability and boundedness. A Petri net model Z is
conservative iff ∃ a weighting vector w > 0 such that

w(P )T m(P ) =
n∑

i=1

w(pi)m(pi) = K, ∀m ∈ R(Z, m0), (4)

where m0 is the system’s initial marking, K a given constant, and R(Z, m0)
a reachable marking set from marking m0. The system is consistent if each
transition in the finite transition set is fired as least once in a recycling state
evolution from m0 to m0. If each transition (or a portion of transitions) is (are)
fired infinite times, the system will be called a repetitive (or partially repetitive)
system. If a system is K-bounded, the number of the tokens in every place is less
than K when a Petri net model is in any state m ∈ R(m0). A Petri net model
is structurally bounded if the system is bounded for any initial sate m0. As the
places in a Petri net model usually denote the resources and buffers in the Petri
net modeled system, the number of tokens in each place must be bounded for a
normal system. A Petri net model is active iff ∀ tj ∈ T, j = 1, . . . , |T |, andm ∈
R(Z, m0), there exists only one transition serial [t1, t2, . . . , tl]T , l ≤ |T |, which
can be enabled. A Petri net model is reversible iff ∀ m ∈ R(Z, m0), m0 ∈ R(Z, m).

2.2 The Art of Photo Mask Transport

The art of photo mask transport consists of two main parts: photo mask loading
and unloading. In the course of photo mask loading, the manipulator accesses
a photo mask from a mask library, transports the photo mask to a coarse pre-
alignment position, performs a coarse pre-alignment, transports the photo mask
to a fine pre-alignment position on the completion of the coarse pre-alignment,
implements a fine pre-alignment, and hands the pre-aligned photo mask over
to an explosion table. In the course of photo mask unloading, the manipulator
receives a photo mask from the explosion table, and transports it back to a
specified grid of an ordered photo mask library.

3 Petri Net-Based Logic and Sequence Control Models

3.1 Methods for Design and Analysis

Two commonly used methods to construct a Petri net model are Top-Down and
Bottom-up methods. From the photo mask transport art described in Section 2.2,
we know that photo mask transport consists of two main parts of mask loading
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and unloading. Furthermore, the main course of mask loading consists of a lot of
operations such as accessing mask from mask library, bar code reading, a coarse
pre-alignment, mask transporting between working places, a fine pre-alignment,
fault diagnosis and processing, and so on. Considering the tree like structure of
the art, we choose the Top-Down method to construct a Petri net-based logic
and sequence model for photo mask transport. First, we divide the entire course
of photo mask transport into several main blocks according to their functions,
and establish an overall Petri net model for the main course. Then, we build a
Petri net model for each main block to fulfill its function. With these two steps,
we obtain a Petri net-based logic and sequence control model for photo mask
transport.

According to the art of photo mask transport, we construct a Petri net-based
logic and sequence control model. However we cannot guarantee the established
Petri net will work as expected. Therefore, a characteristic analysis on the Petri
net model is necessary. There are a lot of methods for the property analysis on
the Petri net model. In [9], a net extension method is used to check whether a
Petri net model is reachable. Reachable graph [12] is employed to analyze a Petri
net model of a Feasible Manufacture System (FMS). In [13], Matrix theory and
Linear Matrix Inequality are used to analyze the Incidence Matrix of a Petri net
model and the criterions are proposed for a Petri net model to be conservative,
consistent, bounded and repeatable. In [14], several methods are given to reduce
a Petri net model’s structure while maintaining its original reachable property,
and thus simplify the course of characteristic analysis. As there are only a small
number of transitions and places in the established Petri net model, we prefer a
reachable tree to analyze it.

3.2 An Overall Control Model Based on Petri Net

The Overall Control Model Based on Petri Net. The Top-Down method is
used to construct a Petri net-based logic and sequence model for mask transport.
First, the whole course is divided into three parts: mask loading, mask unloading,
and mask delivering to an explosion table. Second, fulfill the function for every
part. Finally, we build an overall Petri net-based logic and sequence control
model, shown in Fig.1(a) with an illustration of the corresponding places and
transitions listed Table 1, for photo mask transport by combining the three parts
together according to the art flow.

Structure Analysis. According to the Petri net model shown in Fig.1(a), we
obtain an input matrix I, an output matrix O, and consequently an incidence
matrix C, which are expressed by

I =

⎡
⎢⎢⎢⎢⎣

0 1 0 0
0 0 1 0
0 0 0 1
1 0 1 0
1 0 0 0

⎤
⎥⎥⎥⎥⎦ , O =

⎡
⎢⎢⎢⎢⎣

1 0 0 0
0 1 0 0
0 0 1 0
0 1 0 1
0 0 0 1

⎤
⎥⎥⎥⎥⎦ , C = O − I =

⎡
⎢⎢⎢⎢⎣

1 −1 0 0
0 1 −1 0
0 0 1 −1

−1 1 −1 1
−1 0 0 1

⎤
⎥⎥⎥⎥⎦ , (5)

respectively.
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Tm

0 (0  0  0  1  1)
Tm

(b)

Fig. 1. (a) The overall Petri net-based logic and sequence control model of photo mask
transport, and (b) The reachable graph for the Petri net-based logic and sequence
control model of photo mask transport.

Table 1. An illustration of places and transitions in Fig. 1(a)

Place Description Transition Description
p01 photo mask loading t01 start to load mask
p02 explosion table receiving mask t02 completion of mask loading
p03 photo mask unloading t03 start to unload mask
p04 libraries and manipulator in free t04 completion of mask unloading
p05 explosion table in free

In order to solve for a P−invariable, assume X = [x1, x2, x3, x4, x5]T , and let

CT X = 0, (6)

for which, we find a P -variable X = (2 1 2 1 1)T . In order to solve for a T -
invariable, suppose Y = (y1, y2, y3, y4)T , and let

CY = 0, (7)

for which we find a T−invariable Y = (1 1 1 1)T . As there exist both P− and T−
invariables with positive and integral components for the incidence matrix, the
Petri net is bounded and consistent in its structure. From the discussion above,
we observe that the overall Petri net-based control model for mask loading and
unloading is bounded and consistent in both behavior and topology. Hence, the
overall Petri net-based control model can be said to be safe and reliable in its
structure.

The Peri Net-Based Control Model. The art flow of photo mask loading
is shown in Fig. 2(a). Firstly, the manipulator accesses a ordered photo mask
from a mask library. Secondly, the bar code reader scans the code on the photo
mask accessed by the manipulator. Thirdly, the system judges whether the ac-
cessed photo mask is the ordered one by comparing the scanned bar code with
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Table 2. An illustration of places and transitions in Fig. 2(c)

Place Description Transition Description
p11 manipulator moving to access mask t11 start mask loading
p12 opening the gate of mask library t12 start opening the gate
p13 library moves to specified grid t13 preparation is completed
p14 access mask from library t14 start to bar code checking
p15 bar code checking t15 bar code is correct
p16 failure processing t16 bar code is incorrect
p17 transport and align t17 failure process is completed
p18 manipulator and library in free t18 mask loading is completed
p19 explosion table in free

Transport mask
 back to library

Start mask
loading

Access mask
 from library

Check
correctness of

barcode ?

Yes

Transport mask to coarse pre-
alignment position

Failure process

Carry out coarse
pre-alignment

Deliver mask to
explosion table

Manipulator returns to
waiting place

Complete mask
loading

No

Transport mask to fine pre-
alignment position

Carry out coarse
 pre-alignment

(a)

0 (000000011)m

1 (110000000)m

2 (101000000)m

3 (000100000)m

4 (000010000)m

5 (000001000)Tm 6 (000000100)m

t11

t12

t13

t14

t16 t17

t17 t18

T

T

T

T

T

T

(b)

P12 P13

t11

t12

P11

P
14t13

P18

t16

t15

t17

t18

P16

p17

P19

t14
P15

(c)

Fig. 2. (a) The art flow of photo mask loading, (b) The reachable graph of the Petri
net-based logic and sequence control model of photo mask loading, and (c) The Petri
net-based logic and sequence control model of photo mask loading
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the desired bar code on the ordered photo mask. If the two bar codes do not
match, the manipulator will send the photo mask back to its original place in
the mask library, and the system will begin to process this failure; otherwise, the
manipulator will transport the photo mask to a coarse pre-alignment position.
Fourthly, the manipulator will carry out a coarse pre-alignment to deal with the
orientation and position error in a large range for the photo mask. Fifthly, on the
completion of the coarse pre-alignment, the manipulator will transport the photo
mask to a fine pre-alignment working place and execute a fine pre-alignment to
reduce the photo mask’s position and orientation error in a small range. Finally,
the manipulator will deliver the photo mask to a photo mask explosion table
when the fine pre-alignment is completed, and move to awaiting position. This
is the entire course for photo mask loading. By the art, a Petri net-based se-
quence and logic control model for photo mask loading is constructed as shown
in Fig. 2(c) with an illustration of the transitions and places listed in Table 2.

Behavior and Structure Analysis. Using the depth first method, we obtain a
reachable graph shown in Fig. 2(b), from which, we observe that ∀p ∈ P, m(p) ≤
1, and then conclude that the Peri net-based logic and sequence control model is
safe and bounded in its behavior. From the Petri net model, we get its incidence
matrix

C =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 −1 0 0 1 0 0
1 −1 0 0 0 1 0 0
0 1 −1 0 0 1 0 0
0 0 1 −1 0 0 0 0
0 0 0 1 −1 −1 0 0
0 0 0 0 0 1 −1 0
0 0 0 0 1 0 0 −1

−1 0 0 0 0 0 1 1
−1 0 0 0 0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

Assume Y = [y1, y2, y3, y4, y5, y6, y7, y8]T , and let

CY = 0, (8)

for which, there exist a positive and integral solution Y = (2 2 2 2 1 1 1 1)T , a T -
invariable for this Petri net model. Similarly, suppose X = [x1, x2, x3, x4, x5, x6,
x7, x8, x9]T , and let CT X = 0, we can also obtain a positive and integral solution
X = (1 1 1 2 2 2 2 1 1)T , a P -invariable for this Petri net model. Since there exist
both T - and P -invariables (positive and integral) for the incidence matrix, the
Petri net-based logic and sequence control model for the photo mask loading is
bounded, conservative and repeatable. In summary, the established Petri net-
based logic and sequence control model for Photo mask loading is active, safe
and reliable in both topology and behavior.

As the photo mask loading and unloading have the similar operation courses,
the Petri net modeling and analyzing methods stated above also apply to the
photo mask unloading course. For the limit of space, the details of design and
analysis are omitted here. From the art of mask transport, we know that there is
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no increase in resource or resource shared with other parts when the Petri net-
based control models of the mask loading and unloading are inserted into the
overall Petri net-based logic and sequence control model. Hence, by the theorems
stated in [13], the final Petri net-based control model containing detailed mask
loading and unloading operations will remain active, repeatable and safe.

4 The Petri Net-Based LLD Programming Method

A lot of specialized hardware supports the Petri net controller, and can directly
use the Petri net model to control the process. However, the equipments in
our experiment do not support the Petri net controller, we have to discuss the
conversion from a Petri net model to LLDs. As discussed in Section 2, the state
evolution of a Petri net model is governed by the rules of transition enabling
and token changing. Now we will find the logic expressions composed of input,
output, operation and constraints imposed by the rules, and convert the logic
expressions into LLDs.

The enabling conditions for LLDs are different from the enabling rules for a
Petri net. In LLD design, the input events and control conditions must be taken
into account. Let Ei and Gi be the input events and control conditions related
to transition ti, respectively. Then the enabling condition is

ti(τ) =
∏

pj∈∗Ti

(pj(τ) · Gi(τ) · Ei(τ)), (9)

where if pj(τ) stands for an action or a process is in progress, then

pj(τ) =

{
1 if pj(τ) action or process is in progress at the instant τ ,
0 otherwise;

(10)

if pj(τ) stands for resource and m(pi(τ)) denotes the number of resources, then

pj(τ) =

{
1 if m(pj(τ)) ≥ the weight on the arc driected from pj to ti,
0 otherwise;

(11)

Gi(τ) represents the sate of the control conditions at t = τ , thus

Gi(τ) =

{
1 if all the input conditions at τ are true,
0 otherwise.

(12)

If pj ∈∗ Ti and pj is an operating place, then

Ei =
∏

pj∈∗Ti

Z(pj), Z(pj) =

{
1 if pj is completed and pi = 1,
0 otherwise.

(13)
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If tj(τ) = 1, tj will be enabled immediately. At t = τ + Δτ , the sate of pi can
be expressed as

pi(τ + Δτ) = (pi(τ) +
∑

tj∈∗pi

αjitj(τ)) ·
∏

tj∈∗pi

tj(τ), (14)

where αji is the connecting weight between tj ∈∗ pi and pi.
According to the above rules converting a Petri net model to LLDs, we obtain

the following logic relations for the Petri net model of photo mask loading: t01 =
p04 ·p05, t12 = p12 ·Z(p12), t13 = p13 ·p11 ·Z(p13) ·Z(p11), t30 = p30 ·Z(p30), t31 =
p31 · Z(p31), t32 = p32 · Z(p32), t14 = p33 · Z(p33), t14 = p33 · Z(p33), t15 = p15 ·
Z+(p15), t16 = p15 · Z−(p15), t50 = p50 · Z(p50), t51 = p51 · Z(p51), t52 = p52 ·
Z(p52), t53 = p53 · Z(p53), t54 = p54 · Z(p54), t55 = p56 · Z(p56), t56 = p57 · Z(p57) ·
p55 · Z(p55), t40 = p40 · Z(p40), t41 = p41 · Z(p41), t42 = p42 · Z(p42), t43 = p43 ·
Z(p43), t44 = p44 ·Z(p44), t45 = p45 ·Z(p45), t46 = p44 ·Z(p44), p46 ·Z(p46), where
Z+(p15) stands for correct bar code checking, and Z−(p15) for incorrect bar
code checking; p11 = t01 · t13, p12 = t01 · t12, p13 = t12 · t13, p30 = t13 · t30, p31 =
t30 · t31, p32 = t31 · t32, p33 = t33 · t14, p15 = t14 · t15 · t16, p40 = t16 · t40, p41 =
t40·t41, p42 = t41·t42, p43 = t42·t43, p44 = t43·t46, p45 = t43·t45, p46 = t45·t46, p04 =
p05 = t46 · t01; p50 = t15 · t50, p51 = t50 · t51, p52 = t51 · t52, p53 = t52 · t53, p54 =
t53 · t54, p55 = t54 · t56, p57 = t55 · t56, p04 = t56, p02 = t54.

As the PLC scanning sequence is from top to bottom, and from left to right,
LLD programs are ought to be written in a inverse sequence of the actions
to avoid the avalanche in LLD [15]. The LLD for photo mask loading can be
easily generated according to above logic expressions. The details are omitted
here. Similarly, the LLD programs for photo mask can be obtained from its
Petri-net model. The safe and reliable running of the LLD programs on our
PLC controlling system verified the correctness of the Petri net-based logic and
sequence control model. In addition, the convenience in debugging and function
extension manifested that the Petri net-based logic and sequence control model
had good maintainability.

5 Conclusion

In this paper, we established a Petri net-based logic and sequence control model
for photo mask transport, made a characteristic analysis of the established con-
trol model in structure and behavior, and proposed an approach to converting
the established control model into LLD programs. As the Petri net-based logic
and sequence control model and the LLD programs, thereafter generated by the
Petri net-based control, are equivalent in structure and behavior, the character-
istic analysis on the Petri net-based control model is an effective way to predict
off line the characteristics of the LLD programs. This may provide a new idea
for generating safe and reliable LLD programs for sequence and logic control.
Experiment verified the effectiveness of the proposed method.
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Abstract. The purpose of this study is to design a tracking controller for micro-
piezoelectric motion platform applications. The hysteresis effect is originated 
from the piezoelectric actuated platform that provides nonlinear behaviors. A 
Prandtl-Ishlinskii model is constructed to describe the hysteresis behavior of 
piezoelectric actuators. The weights of hysteresis model are identified by using 
the LMS(Least-Mean-Square) algorithm. Based on the Prandtl-Ishlinskii model, 
a feed-forward controller is developed for compensating the hysteresis 
nonlinearity. A self-tuning neuro-PID controller is introduced to suppress the 
tracking errors due to the modeling inaccuracy and hence to get precision 
tracking errors. These approaches are numerically and experimentally verified 
which demonstrate the performance and applicability of the proposed designs 
under a variety of operating conditions. 

Keywords: Hysteresis, Prandtl-Ishlinskii model, Piezoelectric actuator, Self-tuning 
neuro-PID controller. 

1   Introduction 

In recent years, nanoscale science and engineering is an emerging technological field 
and have immense economic and societal impacts, with the development in precision 
engineering and micro-positioning applications, there is an increasing demand in high 
frequency high precision actuators. Nanotechnology will fundamentally change the 
manufacturing processes of many materials and devices.  

Piezoelectric ceramics is one of the preferred solutions because they not only have 
rapid response, and high repeatability, they also do not produce magnetic fields and 
thus do not interfere with a number of equipment, but also in industrial production 
such as scanning tunneling microscopy and diamond turning machines. However the 
piezoelectric actuators have the disadvantage of hysteresis behavior, which severely 
limits system performance such as giving rise to undesirable inaccuracy or 
oscillations, even leading to instability. Without the aid of further control technique to 
overcome this problem, it is only possible to achieve a limited positioning accuracy. 

The hysteresis phenomenon occurs in all the smart material-based actuators, such 
as piezoceramics and shape memory alloys. When a nonlinear plant is preceded by 
the hysteresis nonlinearity, the system usually exhibits undesirable inaccuracies or 
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oscillations and even instability due to the nondifferentiable and nonmemoryless 
character of the hysteresis. The development of control techniques to mitigate the 
effects of hystereses has been studied for decades and has recently reattracted 
significant attention. 

The compensation methods for piezoelectric hysteresis have been widely 
investigated, such as Approximated Polynomial Model[1], Bouc-Wen Model[2], 
Duhem Model [3], Generic Differential Model[4], Kim Model[5], Maxwell Slip 
Model[6], Preisach Model[7], Prandtl-Ishlinskii Model. Recently Prandtl-Ishlinskii 
operator is used to control piezoelectric actuator. The present paper describes an 
alternative solution for the compensation of the hysteresis of piezoelectric actuator. A 
Prandtl-Ishlinskii model is introduced. The hysteresis referenced curves are derived 
by identification of LMS(Least-Mean-Square) adaptive algorithm[8]. 

Current research in hysteresis modeling and compensation can be broadly classified 
into closed-loop displacement control and linear control with the feedforward inverse 
hysteresis model. Other proposed closed-loop schemes to treat hysteresis include 
linearizing the hysteretic nonlinearity[9], using adaptive control with an approximate 
model of the hysteresis[10], training a neural network to learn the nonlinearity[11], or a 
combination of neural network with adaptive control[12]. 

In this paper we focus on the Prandtl-Ishlinskii model[13,14,15] to describe the 
hysteresis behavior of piezoelectric actuators. The weights of hysteresis model are 
identified by using the LMS(Least-Mean-Square) algorithm. Based on the Prandtl-
Ishlinskii model, a feed-forward controller is developed for compensating the 
hysteresis nonlinearity. A self-tuning neuro-PID controller is introduced to suppress 
the tracking error due to the modeling inaccuracy and hence to extract precision 
tracking error[16, 17]. 

2   Hysteresis Model 

A piezoelectric actuator is an electrically controllable positioning element, which 
functions on the basis of the piezoelectric effect. A major limitation of piezoelectric 
actuators, however, is rate-independent hysteresis exhibited between input and output. 
The output signal of a system with hysteresis depends not only on the present value of 
the input signal but also on the order of their amplitudes, especially their extrema, but 
not on their rate in the past. Because of its phenomenological character, the concept of 
hysteresis operator developed by Kranosel'skii and Pokrovskii allows a very precise 
modeling of hysteresis system behavior. The basic idea consists in the modeling of 
the real hysteretic transfer characteristic by a weighted superposition of many 
elementary hysteresis operators which are the so-called Prandtl-lshlinskii operators. 

This model is based on a same principle as a Preisach model, where the idea was to 
sum the partial nonlinearities. This conception is also called main block. The 
nonlinearity type backlash is used as an basic block in Prandtl-Ishlinskii model. In 
this case is implemented the weight function as well. The output of this model is 
given by summing of partial nonlinearities multiplied be defined weight function. 
This function has been mentioned above. They changed the partial nonlinearity type 
backlash with saturation instead backlash type nonlinearity.  
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2.1   Prandtl-Ishlinskii Operator 

The elementary operator in the PI hysteresis model is a backlash operator. A backlash 
operator is defined by[13] 

( ) [ ]( )
( ) ( ) ( ){ }{ }
0,

max ,min ,

rz t B u y t

u t r u t r y t T

=

= − + −
 (1) 

where u  is the control input, z  is the actuator response, r  is the control input 
threshold value of the backlash operator, and T  is the sampling period. The initial 
condition of (1) is denoted as[13] 

( ) ( ) ( ){ }{ }00 max 0 , min 0 ,z u r u r y= − +  (2) 

where 0y  is a real number which is usually initialized to 0. Multiplying the backlash 

operator B by a weight function value hw  can defined as[13] 

( ) [ ]( )0,h rz t w B u y t=  (3) 

where weight function hw defines the gain of the backlash operator. 

A PI hysteresis operator is modeled by a weighted superposition of several 
backlash operators with different threshold and weighting values as[13] 

( ) [ ]( )0,T
h rz t w B u y t=  (4) 

2.2   Model Parameter Identification 

To develop a suitable control law and adaptation scheme for updating the parameters 
in the hysteresis model, it is important to apply a simple and quick algorithm. The 
steepest descent algorithm is a convenient way to solve for the optimal tap weight 
vector, but it needs to know the exact gradient at each time step. A more practical 
algorithm is the least mean square (LMS) algorithm, which uses the instantaneous 
estimate of the gradient at each time step, given as 

[ ]( )
( ) [ ]( )0

, , ( ) ( )

,

h

T
h r

Error x z w t y t z t

y t w H x y t

= −

= −
, (5) 

where ( )y t is the plant output and ( )z t  is the Prandtl-Ishlinskii hysteresis model 

output. Equation (5) is the weight update equation for the LMS algorithm. The 
simplicity of this algorithm is apparent, since at each time step the weight update is 
dependent only on the input vector x  multiplied by the current error function, 

( ),hError w t . If the difference ( ),hError w t  is sufficiently small, the weights will be 

acquired and the Prandtl-Ishlinskii hysteresis model can then be applied. 
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The Prandtl-Ishlinskii hysteresis model uses seven backlash operators. These 
parameters are selected by an iterative process, whereby the order of the operators is 
systematically increased until the modeling performance improvement becomes 
insignificant. 

The identification of the Prandtl-Ishlinskii model weights is based on the measured 
response of the piezoelectric actuators to a 3 mμ p-p sinusoidal control input signal. 

The Prandtl-Ishlinskii model weights will be obtained by identification of 
LMS(Least-Mean-Square) adaptive algorithm. Table 1 show, the backlash operator 
weights of control systems. 

Table 1. The optimal values of the PI operator weights 

n 1 2 3 4 5 6 7 

nr  0 0.15 0.3 0.45 0.6 0.75 0.9 

hnw  1.3 1.3 1.4 1.6 1.7 1.8 1.9 

2.3   Feed-Forward Compensator 

The main idea of an inverse feedforward controller is to cascade the inverse PI 

operator 1−Γ  with the actual hysteresis, which is represented by the hysteresis 
operator Γ , the operation of the inverse feed-forward is depicted in Fig. 1. 

( )ẑ t
1−Γ Γ

( )z t

 

Fig. 1. Inverse feed-forward controller 

The inverse PI operator is also of the PI operator. The inverse PI operator is given by 

[ ]( ) [ ]( )1
0ˆ ˆ,T

h rz t w B z y t−
′′ ′Γ = . (6) 

The inverse PI operator parameters can be calculated by 

( ) ( )0 1
0

0 0

1
, , 1hk

h hk k k
h hj hjj j

w
w w k n

w w w
−

= =

−′ ′= = =
∑ ∑

, (7) 

( )
0

, 1
k

k hj k j
j

r w r r k n
=

′ = − =∑ , (8) 
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0 0 0
0 1

, 1
k n

k hj k hj j
j j k

y w y w y k n
= = +

′ = + =∑ ∑ . (9) 

3   Self-tuning Neuro-PID Controller 

The control structure of the self-tuning neuro-PID controller can be shown in Fig. 2 
where the outputs of the neural network are proportional, integral, and derivative 
gains and the inputs are selected in a suitable way according to the specific problem. 

 
Fig. 2. Self-tunning neuro-PID control scheme 

In order to derive the self-tuning neuro-PID control algorithm, can define mathematical 
notations of neuron models. Total input to neuron j is denoted by netj and given by 

1

n

j ji i j
i

net w O b
=

= +∑ , (10) 

where bj denotes a threshold. Then the output of neuron j becomes 

( ) ( ) 1
,

1j j x
O f net f x

e−= =
+

. (11) 

Using the BP algorithm, can derive the self-tuning neuro-PID control algorithm, 
note that the PID controller in discrete-time is described as 

( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )( )1 1 2 1 2P I Du k u k K e k e k K e k K e k e k e k= − + − − + + − − + − , (12) 

where ( )u k  denotes the plant input at kT , and ( )e k  is the error between a desired 

value ( )r k  and the actual output ( )y k , given as 

( ) ( ) ( )e k r k y k= − . (13) 

Here, T  denotes a sampling time. 
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In order to adjust PK , IK , and DK  adaptively, we use a three layered neural 

network based on the BP method. Each layer consists of 1N , 2N , and 3N  neurons 

where 1N  and 2N can be selected by trial and error according  to complexity of the 

plant and 3N  is three which are equal to the number of  PID gains. For the BP 

method, need a cost function E which should be minimized. Here, the following E is 
denoted as[17] 

( )21

2
E e k= , (14) 

The connection weights ljw  at the output layer are updated by the following 

relation[17]. 

( ) ( )1lj l j ljw k O w kηδ αΔ = + Δ − , (15) 

where 

l
j

E

net
δ ∂= −

∂
, (16) 

Using the chain rule for derivative, δ is given as[17] 

( ) ( )
( )

( ) l
l

l l

y k u k O
e k

u k O net
δ

∂ ∂Δ ∂
= ⋅ ⋅ ⋅

∂Δ ∂ ∂
. (17) 

Furthermore, from Eq. (12) can obtain as[17] 

( ) ( ) ( )
( )

( ) ( ) ( )

1 1

, 2

2 1 2 3l

e k e k l
u k

e k l
O

e k e k e k l

− − =⎧
∂Δ ⎪= =⎨∂ ⎪ − − + − =⎩

 (18) 

where 1 PO K= , 2 IO K= , and 3 DO K= . 

In Neural Network setup, forward-Backpropagation Neural Network has three 
layers：input layer、hidden layer、output layer, the nodes number are 4,5,3; the 
learning rate is 0.5; random number is 0.5; the initial value of network weight value is 
the random number between +0.5 and -0.5. 

4   Experimental Results 

The experimental micro-piezoelectric motion platform is shown in Figure 3. 
Experimental and simulation results for the hysteresis characteristics of the 
piezoelectric actuator are displayed in Figures 4. A sinusoidal signal is used as a 
reference command with amplitude 30 µm and frequency 1 Hz. Figure 5 show,  
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respectively, the position responses of control system with and without feedback 
control. When applying a feed-forward compensator, the root-mean-square(rms) 
tracking error was 0.968 µm, the rms tracking error was 3.23 % and the maximum 
error was 1.5587 µm. Incorporating the feed-forward compensator with the self-tuning 
neuro-PID controller reduced the rms tracking error was 0.1765 µm and the maximum  
 

 

 

Fig. 3. The experimental micro-piezoelectric motion platform 

 

 

Fig. 4. Experiment and simulation of the hysteresis loop 
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Fig. 5. Reference command and actual position response with feed-forward and the self-tuning 
neuro-PID controller 

 
Fig. 6. Reference command and actual tracking error with feed-forward and the self-tuning 
neuro-PID controller 

 
error was 0.613 µm. Figure 6 show, respectively, the tracking error. Figure 7 show the 
proportional, integral, and derivative gains. Obviously, the self-tuning neuro-PID 
controller improves the rms error and tracking error and generates satisfactory 
positioning accuracy.  
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Fig. 7. Outputs of the neural network are proportional, integral, and derivative gains 

5   Conclusions 

In order to improve the control precision of piezoelectric actuator, the main 
contribution of this paper is to apply the Prandtl-Ishlinskii hysteresis model to 
describe hysteresis, apply LMS algorithm to identified the weights of main hysteresis 
loop and an inverse feedforward controller is to cascade the inverse operator with the 
actual hysteresis. Then, utilizing a self-tuning neuro-PID controller is introduced to 
suppress the tracking error due to the modeling inaccuracy and hence to get precision 
tracking error. Experiments were performed on a piezoelectric motion platform driven 
by piezoelectric actuators and the motion tracking experimental results were 
presented that demonstrated substantial improvements in positioning precision. 
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Abstract. The DSTATCOM regulates the voltage at the point of common 
coupling (PCC) by injecting reactive power to the PCC, making it meet the 
requirement of the voltage quality. First, this paper deduces from the balance 
theory of instantaneous power of the DSTATCOM system the direct output 
voltage control strategy, in which the current detection circuit is not demanded. 
Compared with the cascade control strategy, it has the merits of a simple 
structure and fast response, but it doesn’t perform well when the parameters of 
the system are changed. So the paper proposes the fuzzy PI control to solve the 
problem. The validity and effectiveness of the control strategy has been verified 
by theoretical analysis and digital simulation. 

Keywords: DSTATCOM, Voltage regulation, Fuzzy control, Instantaneous power. 

1   Introduction 

This paper is focused on the control strategy for the DSTATCOM to stabilize the 
voltage at the point of common coupling (PCC) at the given value. The DSTATCOM 
regulates the voltage at the PCC by injecting reactive power to the PCC, making it 
meet the requirement of the voltage quality. Many control strategies have been 
proposed, e.g., the cascade control strategy using voltage outer loop and current inner 
loop, in which it is difficult to design the controller as too many PI regulators should 
be embodied in the control system [6-8]. Some researchers use multi-variable control 
theory to design the controller through establishing a state. 

We would like to draw your attention to the fact that it is not possible to modify a 
paper in any way, once it has been published. This applies to both the printed book and 
the online version of the publication. Every detail, including the order of the names of 
the authors, should be checked before the paper is sent to the Volume Editors. 

2   The Balance of Instantaneous Power of the DSTATCOM and 
Direct Voltage Control 

Fig. 1 shows the single phase equivalent circuit of the DSTATCOM, in which three 
phase voltage inverter topology is applied and the direct current capacitance offers the 
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direct current voltage support. The distribution system of the DSTATCOM is 
represented by Thevenin’s equivalent circuit, in which Rf and Lf stand for the 
equivalent resistance and impedance of the transformer and the wave filter, e for the 
output voltage of the DSTATCOM transformer, Upcc for the voltage at the coupling 
function for the DSTATCOM and using the linear approximation at the working point 
[9,10]. But the performance of the DSTATCOM is influenced by the changes of the 
system’s functioning condition. So it is especially valuable to find an easy-to-be-
designed high-quality control strategy. 

The direct voltage control strategy for the DSTATCOM has been proposed 
according to the balance theory of instantaneous power [11]. It doesn’t need a mutual 
inductor and current detection circuit and makes control easier and response faster. 
But its performance will worsen when the parameters are changed as it relies too 
much on the equivalent electronic parameters of the coupling transformer, the filter as 
well as the circuit. To solve the problem, this paper proposes a fuzzy-PI-based direct 
voltage control strategy, maintaining its merits such as structural simplicity and fast 
response, giving it a good self-adjusting robust features. Its validity and effectiveness 
is verified by the digital simulation results offered in the last part of the paper. 

 

Fig. 1. Single phase equivalent circuit of the DSTATCOM 

Now we’ll apply the balance theory of instantaneous power to deduce the direct 
voltage control strategy for the DSTATCOM. 

According to the balance theory, the output power of the inverter(Pe+jQe) should 
be equal to the sum of the power of the injection system(Po+jQo) and that consumed 
by the equivalent resistance and impedance of the coupling transformer and the 
filter(Pf+jQf), i.e., 

PPP foe += . (1) 

QQQ foe
+= . (2) 

Suppose the voltage of the three phase grid is symmetrical. In the two-phase 
synchronous rotation axis, we according to the theory of balance of instantaneous 
power, can get: 

)(
2

3
ieieP qqdde +=  . (3) 
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)(
2

3
ieieQ qddqe

−= . (4) 

To carry out a more convenient analysis, we choose to make the synchronous rotating 
coordinate axis d in the coincidence with the voltage vector →Upcc of the PCC given 
u=the voltage vector, we can get: 

uud = .         (5) 

0=uq .        (6) 

So:  

iiuP dddo u
2

3

2

3 == .                                              (7) 

iiuQ qqdo
u

2

3

2

3 −=−= .                                       (8) 

and the power consumed by the coupling transformer and the filter is: 

RiiRiP fqdff )(
2

3

2

3 222 +==                                (9) 

LiiLiQ fqdff
ωω )(

2

3

2

3 222 +==  .                    (10) 

Put the above formulae in the balance formulae(1), (2), we get: 

uiLiRe qfdfd .                                     (11) 

iLiRe dfqfq
.                                    (12) 

 

Fig. 2. Schematics of current to voltage converting 

Obviously, formulae (1), (2), as shown in the schematic diagram (Fig. 2), realize 
the transformation from the current id, iq to ed, eq in the dq0 coordinate system. If id, 
iq are the reference current, then ed, eq are the reference voltage output by the 
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DSTATCOM. As there is no need of a current regulator to convert the current 
instruction to the voltage instruction, we can clearly see the superiority of the direct 
voltage control strategy over the traditional voltage-outer-ring and current-inner-ring 
control strategy. 

Fig.3 is a diagram showing the direct output voltage PI control of the DSTATCOM 
deduced from the aim of the DSTATCOM compensation, namely, the voltage at the 
coupling point and the direct current capacity. 

 

 

Fig. 3. Diagram of the direct output voltage control of the DSTATCOM 

As shown in the diagram, after the PI regulation, the error between the reference 
voltage at the coupling point and the actually measured value becomes the reference 
reactive current signal I*q, and the error between the reference direct current capacity 
and its actually measured value becomes the reference active current signal I*d. After 
the current to voltage transformation, I*q and I*d become respectively the reference 
voltage signal e*q and e*d, which, as regulating signals, produce PWM drive signals 
thereafter. 

Compared with the cascade double-loop voltage control strategy for the 
DSTATCOM, the control method shown in Fig. 3 doesn’t need the current inner loop, 
thus making it more conveniently to design the voltage controller and improving the 
speed of the device’s response. But from formulae (11), (12) and Fig. 3, we can see 
that the reference output voltages e*q and e*d of the DSTATCOM inverter are too 
closely related to the coupling transformer’s and the wave filter’s equivalent electrical 
parameters, whose changes will influence the controller’s performance. Therefore, it 
becomes necessary to introduce a self-adjusting mechanism into the traditional PI 
controller to eliminate the influences. Fuzzy PI control is an effective solution to this 
problem. It regulates the PI parameters according to the input errors and their 
changing rate in the controller, giving it self-adjusting robust characteristic so as to 
meet the requirement of the DSTATCOM voltage controller. 

3   The Fuzzy PI Control of the Direct Voltage for the DSTATCOM 

Now the paper will offer the approach and process of the fuzzy PI controller’s design, 
taking the control of the voltage at the PCC as an example, which is similar to the 
control of the direct capacity’s voltage. 



798 Q.-F. Zhu et al. 

 

Fig. 4. Block diagram of the fuzzy-PI controller 

3.1   The Principles and Structure of the Fuzzy PI Controller 

Fig. 4 is the block diagram of the DSTATCOM’s fuzzy PI controller. According to 
fuzzy mathematic theories and approaches we summarize the regulating experiences 
of the operators and the technologies as IF(condition)-THEN(result)-form fuzzy  
rules, which, together with other related data(the original PI parameters), are stored in 
the computer. The DSTATCOM’s fuzzy PI controller inputs the error(e) between the 
reference voltage at the coupling point and the actually measured value, as well as the 
deviation(Δe) of them. Given e=Uref－U, Δe=Δ(Uref－U), then we can get ΔKp and 
Δki at that moment through fuzzy computing so as to realize the best regulation of the 
PI parameters. Then, input e, Δe and output Kp, ΔKi in the correspondent maximum 
domain[-6,-5,-4,-3,-2,-1,0,1,2,3,4,5,6], in which the input and output reference fuzzy 
sets are respectively defined as E, ΔE and ΔKp, ΔKi. 

3.2   The Designing of the Fuzzy-PI Controller 

The function of the regular PI controller may be described by this position arithmetic: 

])()([)(
1

0
∑

−

=

+=
n

ii
p ie

K

T
neKni , (13) 

In it, e(n) is the input(deviation) of the controller at the nth sampling moment; i  (n) is 
the output of the controller(controlling value) at the nth sampling moment, and i  (n-1) 
the output at the (n-1)th moment; T is the sampling period; Ki is the integral constant; 
and Kp is the proportional increment. 

From formula (13), we get the incremental formula of controllers I(n) and I(n-1): 

( ) ( ) ( 1)

        [ ( ) ( 1) ( 1)]p
i

i n i n i n

T
K e n e n e n

K

Δ = − −

= − − + −
, (14) 

( ) ( 1)e e n e nΔ = − − . (15) 

We apply Zigler-Nichols approach (at present a commonly-used direct solution to the 
PID controller’s parameters) to solve K’p and K’I so as to realize the pre-adjusting of the 
parameters. The steps are: first increase K’p until the system vibrates given K’p=K’I=0, 
record the value of K’p at this critical point, i.e. Ker, and the vibrating period Ter; then 
can determine the controller’s parameters—K’p=0.45Ker, K’I=0.83 Ter. 
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Divide the values of the input and output variables into 7 equal language values, 
i.e., {NB, NM, NS, 0, PS, PM, PB}; use the highly sensitive triangular function as the 
needed recognition function. In order to improve the system’s robuster feature and 
increase the resolving power of the recognition function(shown in Fig. 5), we can 
make a steeper function curve around value zero. 

 

Fig. 5. Recognition function 

The core of fuzzy deduction is the rules of parameter tuning for the controller that 
are obtained from on-the-spot regulation and experts’ experiences. When the 
deviation appears, the controller will function to prevent it from increasing. 

The actual operation is as follows: 
 

① If |e| is big, i.e., e∈{NB, PB}, then maintain Kp at a high value to give the 
system a fairly good fast-tracking performance, at the same time set a limit to the 
value of Ki(normally Ki=0) to avoid a big over-shoot of the system’s response. 
② If |e| is medium, i.e., e∈ {NM, PM}, then choose to make Kp smaller and Ki 

larger accordingly to avoid a big over-shot of the system’s response. 
③ If |e| is small, i.e., e∈{NS, PS}, then Kp is to further decrease as designed, and 

Ki should be of a suitable value and will increase as |e| is getting smaller, so that the 
system will soon be stabilized, its stationary deviation will be removed, and the 
accuracy of control will be greatly improved. 

 

Δe is taken into account simultaneously: when Δe is in the same direction as e and 
the input is deviating from the stable values, we should increase Kp to a suitable 
value; or in contrary conditions decrease its value. 

According to the object’s actual characteristics and our regulating experiences, we 
summarize as the following rules as shown in Table 1 and Table 2. 

Table 1. Control rules of ΔKp 

   E 
△E 

NB NM NS 0 PS PM PB 

NB PB PB NB PM PS PS 0 
NM PB PB NM PM PS 0 0 
NS PM PM NS PS 0 NS NM 
0 PM PS 0 0 NS NM NM 

PS PS PS 0 NS NS NM NM 
PM 0 0 NS NM NM NM NB 
PB 0 NS NS NM NM NB NB 
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As the input e and Δe reach the equivalent language values, we can get the fuzzy 
values of the two corrected parameters through fuzzy formula calculation applying the 
tuning rules. 

Table 2. Control rules of ΔKi 

   E 
△E 

NB NM NS 0 PS PM PB 

NB 0 0 NB NM NM 0 0 
NM 0 0 NM NM NS 0 0 
NS 0 0 NS NS 0 0 0 
0 0 0 NS NM PS 0 0 

PS 0 0 0 PS PS 0 0 
PM 0 0 PS PM PM 0 0 
PB 0 0 NS PM PB 0 0 

 
After the above fuzzy deduction, we de-fuzzilize (including the maximum recognition 

approach, center of gravity method, etc) the two corrected parameters regulated by the 
fuzzy-PI controller and choose its accurate value to calculate the amount of output 
control. This paper applied center-of-gravity to get the accurate value of output. 
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As Kp=K’p+ΔKp, Ki=K’I+ΔKi, so Kp, Ki are: 
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4   Simulation Results 

To verify the validity and effectiveness of the proposed strategy, we conducted a 
simulation research and then offered the simulation waveform. In the process, we 
produced a surge of reactive power when t=0.2s to simulate the fall of voltage at the 
PCC; the load went back normal when t=0.4s. 

The simulation parameters of the system are: 
 

The system’s voltage: 380V; its frequency: 50Hz; 
The direct current capacity: 2200μF, its voltage: 500V; 
The SPWM Carrier frequency: 10kHz; 
The equivalent inductance of the coupling transformer and the wave filter, etc: 5.5mH; 
The equivalent resistance: 0.2Ω 
When applying the regular PI control, the controller’s parameters are: 
Parameters of the PCC: Kp=6, Ki=200; 
Parameters of the direct current capacity: Kp=0.6, Ki=100. 
 

Fig.6 shows the response curve of the Vpcc without the DSTATCOM compensation, 
from which we can see a fall of the Vpcc caused by the surge of reactive load. So it is 
necessary to compensate the voltage. 

 

 

Fig. 6. Response curve of the Vpcc without the DSTATCOM compensation 

Fig. 7 shows the response curves of the Vpcc under either the regular or the fuzzy 
PI control with the above-mentioned parameters. 

 

 

Fig. 7. Response curve of the Vpcc under fixed parameters 
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We can see from Fig.7 that the voltage is well compensated when the DSTATCOM 
is functioning, which proves the effectiveness of the direct voltage control strategy 
based on the balance of instantaneous power. Fig. 7 also implies that the DSTATCOM 
will have a high quality of control if we accordingly work out a set of PI parameters, 
that is to say, the regular PI control and the fuzzy PI control can be almost equally 
effective under the condition of fixed parameters. 

To prove the fuzzy PI self-adjusting robust features, we made random changes to 
the equivalent electrical parameters of the coupling transformer and the wave filter 
with their equivalent inductance changed to 3 mH, and the equivalent resistance 
changed to 0.5Ω. The response curves of the Vpcc under either the regular or the 
fuzzy PI control are shown in Fig. 8. 

 

 

Fig. 8. Response curves of the Vpcc under changed parameters 

We can see from Fig. 8 that the performance of the regular PI controller worsens 
under changed equivalent electrical parameters of the coupling transformer and the 
wave filter; but the performance of the fuzzy PI controller is not influenced at all by 
the changed parameters, showing a good self-adjusting robust characteristic. All these 
prove that the proposed fuzzy PI control strategy is valid and effective.  

5   Conclusions 

The DSTATCOM regulates the voltage at the PCC by injecting reactive power to  
it, thus making it meet the requirement of the voltage quality. According to  
the balance theory of instantaneous power in the DSTATCOM system, we’ve 
deduced the current-to-voltage converting relationship under the direct voltage control 
by the DSTATCOM, realized the no-current sensor control and so improved the 
DSTATCOM’s response rate. To remove the drawback that the direct voltage control 
for the DSTATCOM based on the balance of instantaneous power is greatly influence 
by the changes of the equivalent parameters of the coupling transformer and the wave 
filter, the paper proposes the fuzzy PI control strategy for controlling the Vpcc and the 
voltage of the direct current capacity. Simulation results prove that the fuzzy-PI direct 
voltage control strategy has a good self-adjusting robust characteristic suitable for the 
practical engineering application of the and DSTATCOM. The next step of our 
research will be how to apply the proposed strategy to the actual DSTATCOM 
equipment. 
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Abstract. The Brushless DC Motor (BLDC) has been applied widely for its 
high torque density, high efficiency and small size, but its torque ripple is 
relatively high. In recent years, some scholars apply direct torque control to 
BLDC, for reducing torque ripple by means of the fast response of torque. 
Based on this theory, this paper presents a complex fuzzy controller which 
comprises two fuzzy controllers. The first controller is designed to select 
correct voltage vector according to the torque error, stator flux-linkage error 
and electric angle of stator flux-linkage. The second fuzzy controller with 
adjustable factor is designed to regulate the action time of voltage vector 
according to the torque error and torque error differential. For minimizing the 
torque ripple, the genetic algorithm (GA) is utilized to optimize adjustable 
factor. The whole system is simple, the control method is convenient to be 
realized and the effect is significant. Simulation and experiment results verify 
the effectiveness of the complex fuzzy controller. 

Keywords: direct torque control, brushless DC motor, voltage space vector, 
genetic algorithm, optimization, fuzzy control.  

1   Introduction 

The Brushless DC Motor (BLDC) has been applied widely for its good performance. 
But the torque ripple is large relatively. Conventional control strategy is current 
control, which essentially assumes that the torque is proportional to the phase current. 
However, since, in practice, the relationship is nonlinear. Various current control 
strategies have been adopted [1-4], but the effect is not good.  

In recent years, some scholars apply direct torque control to BLDC [5-6], for 
reducing torque ripple by means of the direct control and fast response of torque. 
Based on this theory, this paper presents a complex fuzzy controller. 

Firstly, the DTC of BLDC [5] is introduced in this paper. Then a complex fuzzy 
controller is designed based on this theory. This controller comprises two fuzzy 
controllers. The first controller is used to select correct voltage vector in different 
                                                           
* Corresponding author. 
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section. The second controller with fuzzy factor is designed to regulate the action time 
of voltage vector. In order to minimize the torque ripple, a real-coded genetic Algorithm 
[7-8] is adopted to optimize the fuzzy factor. Finally, the simulation and experiment are 
done, the results show that the intelligent controller proposed in this paper can reduce 
the torque ripple effectively and thus the torque performance is improved.  

2   Direct Torque Control of Brushless DC Motor 

In general, neglecting the influence of mutual coupling between the direct and 
quadrature axes, the electromagnetic torque of a permanent magnet brushless machine 
in the synchronously rotating d-q reference frame can be expressed as [5]: 

3 3
-

2 2 2 2
q rqd rd

e sd sq sd sq sd sq
e e e e

dL ddL dp p
T i i i i

d d d d

ψψ ψ ψ
θ θ θ θ

= + + + +） （ ）（  (1) 

where sd d sd rdL iψ ψ= + , sq q sq rqL iψ ψ= + , and eθ  is the rotor electrical angle, p  

is the number of poles, sdi and sqi are the d - and q -axis currents, dL  and qL  are the 

d - and q -axis inductances, respectively, and rdψ , rqψ , sdψ  and sqψ  are the d - and 

q -axis rotor and stator flux-linkages, respectively. For non-salient machines, it can be 

assumed that dL  and qL  are constant and d q sL L L= = , electromagnetic torque can 

be expressed as: 

3
( -
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rqrd
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e e

ddp
T i i
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） （ ）
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In the stationary α-β reference frame, electromagnetic torque can be expressed as: 
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rr
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Where 

cos - sin

cos sin
r rd e rq e

r rd e rq e

α

β

ψ ψ θ ψ θ
ψ ψ θ ψ θ

=

= +
       (4) 

In direct torque control of Brushless DC Motor, the stator flux-linkage is controlled 
through terminal voltage, and terminal voltage is relative to the switches. For BLDC, 
according to switching states, we can get six Non-zero voltage space vectors at 
intervals of 60 electronic angle: U1(100001), U2(001001), U3(011000), U4(010010), 
U5(000110)and U6(100100), as shown in Fig.1 (a). As shown in Fig.1 (b), from left to 
right, the logical values express states of the upper and lower switch signals of phases 
A, B and C, respectively. The zero voltage space vector is defined as U0 (000000). 
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U1(100001)U3(011000)

U2(001001)

U4(010010)

U5(000110)

U6(010010)

a

b

c

(a)                                  (b)
 

 

Fig. 1. Non-zero voltage space vectors of BLDC 

The stator flux-linkage vector can be obtained from the measured stator voltages, 

su α , su β , and currents, si α , si β , as: 
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Where R is the stator winding resistance. The magnitude and angular position of the 
stator flux-linkage vector is: 

 ( )
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/

s s

s sarctg

α β
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θ ψ ψ
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⎨

=⎪⎩
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The relationship between the stator flux-linkage vector and action time of voltage 
vector is:  

0s s iU tψ ψ= + Δ   (7) 

where 0sψ  is initial flux-linkage vector, iU  is voltage vector and tΔ is its action 

time.    
From (5), (6) and (7), it can be seen that, if the correct voltage vector is selected 

and its action time is controlled, the amplitude and angular position of the stator flux-
linkage vector can be controlled, then the torque is controlled. Now, two fuzzy 
controllers will be designed, one is used to select voltage vector and the other is used 
to control action time of voltage vector. 
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3   Design of Fuzzy Controller for Selecting the Correct Voltage 
Space Vector 

From Fig.1 and (7), the fuzzy control rules are designed as: 
 

1) If the command torque is smaller than actual torque, the non-zero voltage space 
vector which decreases the torque should be selected;    

2) If the command torque is equal to actual torque, the voltage space vector which 
keeps the torque should be selected;    

3) If the command torque is greater than actual torque, the non-zero voltage space 
vector which increases the torque should be selected. 

 

The stator flux-linkage error Eψ
, torque error 

TE  and electric angle θ  are selected 

as input of fuzzy controller, the output is voltage vector. The universe of discourse of 
Eψ

 and 
TE  is divided into three fuzzy sets: P, Z, and N, and the membership function 

is shown in Fig.2. θ  is divided into 6 parts, as shown in Fig.1 (a). Thus fuzzy control 
rules are available, as shown in Tab.1. 

 

PN
1 Z

0-0.01 0.01
 

Fig. 2. The membership function of flux-linkage error and torque error 

Table 1. The fuzzy control rule-table of voltage space vector 

TE Eψ Ⅰ Ⅱ Ⅲ Ⅳ Ⅴ Ⅵ

( )1 100001U ( )2 001001U ( )3 011000U ( )4 010010U ( )5 000110U( )6 100100U

( )1 100001U ( )2 001001U ( )3 011000U ( )4 010010U ( )5 000110U ( )6 100100U

( )1 100001U( )2 001001U ( )3 011000U ( )4 010010U ( )5 000110U ( )6 100100U

( )1 100001U ( )2 001001U ( )3 011000U ( )4 010010U( )5 000110U ( )6 100100U

( )1 100001U ( )2 001001U ( )3 011000U( )4 010010U ( )5 000110U ( )6 100100U
( )0 000000U

( )1 100001U ( )2 001001U( )3 011000U ( )4 010010U ( )5 000110U ( )6 100100U
( )1 100001U( )2 001001U ( )3 011000U ( )4 010010U ( )5 000110U ( )6 100100U

( )1 100001U ( )2 001001U ( )3 011000U( )4 010010U ( )5 000110U ( )6 100100U

( )0 000000U ( )0 000000U ( )0 000000U ( )0 000000U ( )0 000000U

N

Z

P

N
Z
P

N
Z
P

N
Z
P
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4   Design of Fuzzy Controller for Tuning the Action Time of 
Voltage Space Vector 

The torque ripple of Brushless DC Motor is related to the action time of voltage 
vector to a great extent. If the action time of voltage vector can be tuned according to 
the torque error 

TE and torque error differential 
TE C  on condition that the correct 

voltage vector is selected, the torque ripple will decrease greatly. A fuzzy controller 
based on adjustable factor is designed in this section, and GA is utilized to optimize 
adjustable factor. 

The torque error
TE and torque error differential

TE C  are selected as input,   control 

variable U  is output. The universe of discourse of
TE ,

TE C  and U  is divided into 

seven fuzzy sets, it is  

                                  { }PBPMPSNSNMNB ,,,0,,,  
or 

{ }3 2 1 0 1 2 3－ ，－ ，－， ，＋，＋ ，＋  . 

The membership function of TE ,
TE C  and U  is expressed as (8) and shown in Fig.3. 

)2)(exp()( 22 bcxx −−=μ .   (8) 

 

 

Fig. 3. The membership function of torque error, error differential and control variable  

The control variable U  can be obtained from (9). 
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where 0α , 1α , 2α and 3α are adjustable factors according to the different value of 

TE , they meet 0 1 2 3α α α α≤ ≤ ≤  and are restricted in [ ]0,0.25 , [ ]0.25,0.5 , 

[ ]0.5,0.75  and [ ]0.75,1 , respectively. 

The rules are made based on the following considerations. When the torque error 

TE  is very big, it indicates that the actual torque is far from target torque, so the 

controller should enlarge its control variable in order to make the torque attain 
balance state as soon as possible. In this case, the error 

TE  plays a more important 

role in control variable. However, when the error 
TE  is very small, it indicates that 

the actual torque is close to target torque. In order to make the torque steady and 
restrain the torque ripple as soon as possible, then the role of 

TE  in the control  

variable is small while the role of 
TE C  becomes large.  

After the fuzzy number calculation, we will get the fuzzy subset of U . According 
to the degree of membership, the control variable U  is defuzzied and multiplied by 

factor uk  and we will get the accurate control variable u , viz: 

uu K Ui=     (10) 

where u  is the duty cycle of PWM periodicity. 

In order to minimize the torque ripple, the 0α , 1α , 2α and 3α  should be optimized. 

Define a dimension array ( )0 1 2 3, , ,α α α α α=  and objective function F  as: 

1

1
min -

n

m i
i

F T T
n =

= ∑  (11) 

where mT  is objective torque, iT  is the actual torque at ith  sample time. 

We adopt GA to optimize objective function F . GA is a stochastic global search 
method that mimics the metaphor of natural biological evolution. The algorithm differs 
substantially from more traditional search and optimization methods as follows: 

 

1) GA searches a population of points in parallel instead of searching for a single 
point; 

2) GA does not require derivative information or other auxiliary knowledge, only 
the objective function and corresponding fitness levels influence the directions of 
search; 

3) GA uses probabilistic transition rules instead of deterministic rules; 
4) The nature of the function being optimized is immaterial: both unimodal and 

multimodal functions can be dealt with successfully. The parallel search 
capability of a GA avoids the iterations being trapped in local optimum points. 

 

The objective function F  will be optimized in a four-dimension space. The 

adjustable factors, 0α , 1α , 2α and 3α , are restricted in [ ]0,0.25 , [ ]0.25,0.5 , [ ]0.5,0.75  

and [ ]0.75,1  respectively. The optimization step of GA is follows: 
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1. Code the parameter; 
2. The initialization of the population; 
3. Evaluate the fitness of each member; 
4. Selection; 
5. Crossover; 
6. Mutation; 
7. Go to step1 until find the optimum solution. 

 
We take the long real-valued strings as the code of chromosome. A typical coding 

example of a chromosome is 

( )0 1 2 3, , ,chromosome α α α α=     (12) 

For optimizing the F , the parameters of the GA are set as follows: 
 

1) Initial population size—80; 
2) Maximum number of generations—15; 
3) Probability of crossover—0.85; 
4) Mutation probability—0.02; 
5) Performance measure—the mean of absolute value of error between the target 

torque and the actual torque. 
 

Combining two controllers, we will get a complex controller, as shown in Fig.4. 
 

Ku

 

Fig. 4. The complex fuzzy controller of BLDC 

5   Experiments and Simulation 

Based on the above mentioned, simulations and experiments are carried out. 
The experimental system includes a drive board which is designed adopting 

IR2135 drive chip, ADC board, a position board, a communication board, a 
TMS320LF2407A DSP, a PC, a BLDC. The phase currents, voltages and the inverter 
DC link voltage are measured and sampled by ADC board, position board is an 
interface between the DSP and the rotor position sensor, and the DSP is used to 
implement the complex fuzzy control algorithm proposed above. The BLDC is driven 
by drive board.   
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We adopt the PC to implement GA, DSP2407 is used to control BLDC and 
calculate function F , the array α  is transferred to DSP, and DSP will implement the 
complex fuzzy controller and calculate function F and transfer it to PC, and they 
communicate via RS232. Thus, the adjustable factors are optimized off-line. At last, 
the optimized adjustable factors are stored in ROM of DSP, they can be used for real-
time control. The optimized result is ( )0.19,0.3,0.7,0.82α = . 

The simulation is done with Matlab/Simulink. The target torque is 0.6Nm. The 
simulation and experiment results are shown in Figs.5-7. It can be seen that good 
agreement is achieved between simulated and experimental results. Comparing fig.6 
and fig.7, we can see that the effect of complex fuzzy controller is obvious, and the 
torque ripple is reduced by 35 percent approximately. 

 

 

Fig. 5. The simulation result of torque with complex fuzzy controller 
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Fig. 6. Experimental result of torque with complex fuzzy controller 

 

Fig. 7. Experimental result of torque with conventional control strategy 
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6   Conclusions 

A complex fuzzy controller is proposed to restrain the torque ripple of BLDC. the 
design of two fuzzy controllers is described in detail. The structure of the fuzzy 
controller with adjustable factor is simple, the calculating methods are convenient and 
the effect is significant. It can restrain the torque ripple effectively. The off-line 
optimization and on-line tuning of the adjustable factor realize the minimization of 
torque ripple.  
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Abstract. In this paper we address scheduling of the permutation flow shop 
with minimization of makespan and total flow time as the objectives. We 
propose a memetic algorithm (MA) to search for the set of non-dominated 
solutions (the Pareto optimal solutions). The proposed MA adopts the 
permutation-based encoding and the fitness assignment mechanism of NSGA-
II. The main feature is the introduction of an NEH-based neighborhood function 
into the local search procedure. We also adjust the size of the neighborhood 
dynamically during the execution of the MA to strike a balance between 
exploration and exploitation. Forty public benchmark problem instances are 
used to compare the performance of our MA with that of twenty-seven existing 
algorithms. Our MA provides close performance for small-scale instances and 
much better performance for large-scale instances. It also updates more than 
90% of the net set of non-dominated solutions for the large-scale instances. 

Keywords: Flow shop, multiobjective, makespan, total flow time, memetic 
algorithm, evolutionary algorithm. 

1   Introduction 

Production scheduling problems have been widely studied during the last several 
decades due to its high problem complexity and practical value. Most production 
scheduling problems have NP-hard time complexity. This great challenge attracts 
researchers in the academia and makes production scheduling problems a good 
platform to test various kinds of optimization algorithms. In the industry, on the other 
hand, scheduling is a key to the success of a production system since it determines the 
machine utilization, the work-in-process (WIP) level, and so on. The high practical 
value also draws the attention of managers in the industry to production scheduling. 

In this paper, we address scheduling of the permutation flow shop. In a flow shop, 
n jobs are to be processed by m machines following an identical route. In other words, 
each job is processed on machine 1 at first, then on machine 2, …, and finally on 
machine m. The permutation flow shop is a special case of the flow shop. It requires 
that all jobs are processed in the same order on all machines. To construct a feasible 
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solution (schedule), two constraints must be followed. The first constraint is that each 
machine can process only one job at a time; the second one is that processing of a job 
on machine k (k ≥ 2) can start only after processing of the same job on machine k−1 is 
finished. 

Among the feasible solutions, those which minimize (or maximize) a certain 
objective function are called optimal solutions. Two common objective functions are 
makespan (Cmax) and total flow time (TFT). Both objective functions are to be 
minimized. Denoting the completion time of job i on machine m by Ci, the makespan 
is defined by 

i
ni

CC
...1

max max
=

=  and the total flow time is defined by ∑ =
=

ni iCTFT
...1

. 

Single-objective scheduling of the permutation flow shop in terms of either Cmax or 
TFT is already NP-hard and has been studied extensively [1][2]. In the real-world 
applications, however, the decision makers are usually concerned about multiple 
objectives simultaneously. Due to the growth of multiobjective metaheuristics in 
recent years [3][4], more and more researchers joined in the field of multiobjective 
scheduling [5][6]. In most cases the concerned objectives are conflicting with each 
other. It means that the improvement on one objective will cause degradation on 
another one. Therefore, solving a multiobjective scheduling problem does not mean to 
search for a single optimal solution but for a set of solutions that are not dominated by 
any other one. (We say one solution x dominates another solution y if the value of 
each objective of x is no worse than that of y and at least one objective value of x is 
better than that of y.) In this study, we propose a memetic algorithm (MA), which is 
usually known as a hybrid of genetic algorithm (GA) and local search, to minimize 
the makespan and the total flow time in the permutation flow shop. In the literature 
this problem is usually denoted by F | prmu | Cmax, TFT. 

The rest of this paper is organized as follows. Section 2 gives a review of existing 
work on multiobjective permutation flow shop scheduling. The proposed MA is 
detailed in Section 3. The benchmark problem instances and benchmark algorithms 
are described in Section 4. In that section we also present the experimental results of 
performance comparison. Finally, we draw the conclusions and list the future research 
directions in Section 5. 

2   Literature Review 

In the early research work on multiobjective scheduling, researchers started to solve 
this kind of problem by trying single-objective algorithms. Multiple objective values 
were converted into a single objective value or were optimized in a predefined order. 
Rajendran [7] proposed a local search algorithm to minimize the equal-weighted sum 
of normalized makespan, total flow time, and machine idletime. Neppali et al. [8] 
addressed the two-stage flow shop scheduling problem with the objective of 
minimizing the total flow time subject to obtaining the optimal makespan. Sridhar and 
Rajendran [9] dealt with the same problem as that in [7] but based their approach on 
the GA framework. Cavalieri and Gaiardelli [10] solved the job allocation and 
sequencing problem in the flow shop by the GA. They defined a non-linear 
aggregation function to convert makespan and total tardiness into a single value and 
used this value as the fitness.  
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Different from the early work, Ishibuchi and Murata [11] started a new viewpoint 
to solve the multiobjective scheduling problem. They did not focus on searching for a 
single optimal solution with respect to a predefined aggregated objective function but 
focused on searching for the set of Pareto optimal solutions. Their approach is a 
genetic local search (GLS) algorithm and also takes the linear weighted sum of 
multiple objective values as the fitness function. However, the feature of their 
algorithm is to randomly specify weight values whenever a pair of parent solutions is 
selected. This random assignment of weight values helps the algorithm to search 
toward different directions on the objective space and to obtain a set of diverse 
solutions. Later, Ishibuchi et al. [12] improved their multiobjective GLS algorithm by 
choosing only good individuals to do local search and assigning the appropriate local 
search direction by random weight assignment and tournament selection. 

Entering the new century, there was a rapid growth of multiobjective evolutionary 
algorithms (MOEA). Well-known MOEAs including NSGA-II [13], PESA-II [14], 
and SPEA2 [15] were developed. The birth of these MOEAs led to the fast progress 
of the research on multiobjective scheduling. Talbi et al. [16] conducted extensive 
experiments on testing different selection and diversity maintenance schemes. They 
indicated the importance of elitism and combined sharing. Chang et al. [17] proposed 
the gradual-priority weighting (GPW) GA for permutation flow shop scheduling. 
They adopted the linear weighted sum method to convert multiple objective values to 
the fitness value. Different from the MOGLS by Ishibuchi et al. [11], in GPWGA the 
weight vector of each generation is unique. By adjusting the weight vector 
periodically, GPWGA searches for the optimal solutions following the direction of 
one objective at the beginning and towards other objectives until the end. Later, 
Chang et al. [18] focused on minimizing makespan and total tardiness in the 
permutation flow shop by using a sub-population GA. The linear weighted sum 
method is kept. The difference is in that the population is divided into sub-populations 
and different weight vectors are assigned to the sub-populations. 

To minimize makespan, total tardiness, and maximum tardiness, Arroyo and 
Armentano [19] proposed an MA. The GA part of their MA is similar to NSGA-II 
[13]. The main feature of their MA is the introduction of Pareto dominance to do the 
local search in a population-based (rather than individual-based) manner. A multi-
objective simulated annealing (MOSA) algorithm was developed by Varadharajan 
and Rajendran [20] to minimize makespan and total flow time in the permutation flow 
shop. At first, two initial solutions are generated through sophisticated job-insertion-
based heuristics with respect to each objective. Then, each of them is taken as the 
initial solution to the MOSA, whose main feature is the use of a probability function 
to select one of the two concerned objectives probabilistically. The probability 
function is varied in a way so that the entire objective space is covered uniformly. 
Following the work by Varadharajan and Rajendran, Pasupathy et al. [21] proposed 
the PGA-ALS algorithm based on the framework of MA. The GA part in PGA-ALS 
is also similar to NSGA-II [13]. An archive of non-dominated solutions is maintained, 
and each individual in the archive is subjected to the local search with insertion and 
swap as the neighborhood functions. Geiger [22] conducted a study of the problem 
structure of multiobjective permutation flow shop scheduling problems. He found that 
the Pareto optimal solutions are concentrated in the search space and form a “big-
valley” structure just like in some single-objective optimization problems. Cheng  
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et al. [23] proposed an adaptive GLS algorithm, which adjusts the population size and 
local search intensity dynamically. Their local search adopts the insertion and swap 
neighborhood functions and controls the number of neighbors to be generated by a 
dominance-measured progress ratio. A comprehensive review and evaluation was 
done by Minella et al. [5]. They implemented twenty-three existing algorithms to 
solve the permutation flow shop scheduling problem regarding three two-criterion 
combinations. In their study, the MOSA [20] and the MOGLS [19] were regarded as 
the best performers. 

3   The Proposed Memetic Algorithm 

Before going into the details of the proposed MA, the steps of the entire algorithm are 
summarized as follows. 

 

1. Generate the initial population randomly based on the encoding scheme. Assign 
the fitness to each individual by the NSGA-II mechanism [13]. Set t = 1. 

2. Generate the population at generation t+1: Repeat the following sub-steps for 
NPOP/2 times, where NPOP is the population size. 

   2.1 Select two parents by the two-tournament selection. 
   2.2 Generate two offspring by the two-point linear order crossover. The swap 

mutation is then applied to each offspring in probability rm. 
   2.3 Select two best individuals among the two parents and two offspring and then 

replace the two parents. 
3. If t is a multiple of TGEN/TLS (TGEN: maximum number of generations; TLS: the 

number of times of doing the local search), do the local search for the best pLS% 
individuals in the population. Otherwise, go to Step 4. 

4. If t is not greater than TGEN, t = t +1; go to Step 2. Otherwise, stop.   

3.1   Chromosome Encoding and Decoding  

Each solution/schedule is encoded by a permutation of job indices. Given a 
chromosome, let π(i) denote the job index at the ith position in the permutation, pj,k 
denote the processing time of job j on machine k, and Cj,k denote the completion time 
of job j on machine k. Then, we have Cπ(i),k = max{Cπ(i−1),k, Cπ(i),k-1} + pπ(i),k. The 
values of makespan and total flow time are obtained by Cπ(n),m and ∑ = ni miC

...1 ),(π , 

respectively. 

3.2   Fitness Assignment and Mating Selection 

After decoding a chromosome and calculating the makespan and total flow time of its 
corresponding schedule, the next step is to evaluate its solution quality among the 
population. There are various ways to evaluate chromosomes with respect to multiple 
objectives, and here we choose one of the most popular fitness assignment 
mechanisms, the mechanism of NSGA-II [13]. 

Mating selection refers to the action of selecting parents to produce the offspring 
(new individuals). We use the 2-tournament selection, which selects two individuals 
randomly and takes the better one as the parent. 
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3.3   Crossover and Mutation 

Crossover and mutation are the means by which the parents produce the offspring. 
There are many kinds of crossover and mutation operators for the permutation-based 
encoding. We use the two-point linear order crossover (LOX) and the swap mutation. 
The two-point LOX first chooses two random cut points and passes the section 
enclosed by the cut points from one parent to one offspring. Next, the un-passed job 
indices are put in the unfilled positions in the order of their occurrence in the other 
parent. Given two parents 12345 and 54132, for example, assuming that the cut points 
are at positions two and four, the two offspring produced by LOX are 52341 and 
24135. The swap mutation chooses two positions randomly and swaps their values.  

3.4   Environmental Selection 

Most environmental selection mechanisms follow the principle of “survival of the 
fittest” to raise the solution quality and add strategies like immigration (replacing 
current individuals with randomly-created individuals) to keep the population 
diversity. In our previous work [24], we proposed a 2/4-replacement mechanism and 
found that it provided good performance. Whenever two offspring are produced by 
two parents, we re-calculate the fitness for each of them. The best two individuals will 
replace the two parents in the population. Doing the replacement avoids the rapid 
growth of individuals with similar gene structures and the loss of population diversity. 
The 2/4-replacement mechanism implicitly implements the elitism strategy since it 
puts the best two individuals among the two parents and two offspring back to the 
population. 

3.5   NEH-Based Local Search 

The MA integrates the GA and the local search in order to obtain the advantages of 
both algorithms, the exploration ability of the GA and the exploitation ability of the 
local search. One key point in the local search procedure is the neighborhood 
function, which generates the neighboring solutions around the current solution. Since 
the local search aims at searching intensively in a (small) promising region on the 
solution space, the neighboring solutions are usually generated by making a small 
modification to the current solution. In the literature, the insertion (also called shift) 
function [11][16][19][20][23] and the swap function [12][21][22][23] are two popular 
neighborhood functions. In our preliminary experiments, however, we found that the 
size of the neighborhood built by the insertion and the swap functions might be too 
small to search for new good solutions. Hence, we propose an NEH-based 
neighborhood function. 

The NEH heuristic [25] is a well-known heuristic for minimizing makespan in  
the permutation flow shop. It firstly sorts all jobs in non-increasing order of the total 
processing time. All n jobs are marked as unscheduled. Then, it follows this order  
and iteratively inserts unscheduled jobs one by one into the best partial sequence of 
scheduled jobs. Given the best partial sequence at iteration t, the NEH inserts the 
(t+1)-th unscheduled job into t+1 positions while keeping the relative orders of  
the previous t scheduled jobs unchanged. Finally, among the t+1 partial sequences, 
the one whose corresponding schedule has the shortest makespan is chosen as the best 
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partial sequence at iteration t+1. The inserted job is marked as scheduled. Repeat the 
above steps for n times, the NEH obtains a complete schedule with high quality. 

Integrating the NEH heuristic and metaheuristics to solve permutation flow shop 
scheduling problems is usually through the use of the NEH to generate the initial 
solutions for the metaheuristics [9][20][21]. In this study, the NEH and the MA are 
integrated more tightly – we take the idea of the NEH to generate the neighborhood in 
the local search procedure. The integration is achieved through several modifications 
to the NEH. First, we do not start the NEH with an empty set of scheduled jobs. Since 
individuals evolve during execution of the MA, we think that most parts of the job 
sequences recorded on the individuals are correct. Besides, re-constructing the entire 
job sequence could be computationally expensive. Therefore, we do the NEH-based 
local search by extracting a set of jobs and re-inserting them back while maintaining 
the relative positions between non-extracted jobs. The number of extracted jobs is 
controlled by the parameter NNEH (maximum variation size) and the evolution 
progress. Based on our experience, it is a good strategy to do exploration (using a 
large neighborhood) at the beginning of the evolution and to do exploitation (using a 
small neighborhood) near the end of the evolution. Thus, we define the number of 
extracted jobs nNEH by nNEH = min{NNEH⋅(1 – gen/TGEN), 1}, where gen is the current 
generation number and TGEN is the maximum number of generations. Second, the 
order in which the extracted jobs are re-inserted back does not follow the longest-
total-processing-time-first principle. Again, we expect that the MA can find good job 
sequences, and we can rely on the MA to determine the orders for re-inserting the 
extracted jobs. Third, we do not focus only on the makespan objective. To deal with 
multiple objectives, we randomly choose one of the two concerned objective 
functions and select the best partial sequence according to the chosen objective 
function. Fourth, at the last iteration of the NEH, not only one best solution is 
selected. All non-dominated solutions among the n solutions are stored. At the end of 
the local search procedure, the stored solutions that are non-dominated by any 
solution in the current population will replace the worst solutions in the population. 

We use Fig. 1 to explain the proposed NEH-based local search. Given an 
individual in the population, we randomly choose two cut points and extract the 
segment of jobs enclosed by the cut points. (We assume that nNEH is two.) Here, jobs 2 
and 3 are extracted, and the relative orders of non-extracted jobs 1 and 4 will be 
maintained. Extracted jobs 2 and 3 will be re-inserted following their relative orders, 
i.e., job 2 and then job 3. At the first iteration, job 2 is inserted into three positions.  
 

Cmax = 30  
TF

Cmax = 40  
TF

1 2 3 4

2 1 4

1 2 4

1 4 2

T = 60

Cmax = 25  
TF

3 2 1 4 T = 100 
Cmax = 50  
TF2 3 1 4 T = 95 
Cmax = 55  
TF

T = 65

Cmax = 35  
TF

2 1 3 4 T = 115 
Cmax = 60  
TF

T = 70
2 1 4 3 T = 120 

Assume TFT is selected as the  
acceptance criterion.   

Fig. 1. An illustration of the NEH-based local search 
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Assuming that TFT is chosen as the acceptance criterion, the first sequence 214 is the 
best partial sequence. Then, we take the sequence 214 and insert job 3 into four 
positions. Since this is the last iteration (all extracted jobs are inserted), we collect all 
non-dominated solutions. In this example, sequences 3214 and 2314 will be stored.  

3.6   Initial Population and Stopping Criterion 

The individuals in the initial population are generated randomly. Every individual is a 
random permutation of n indices of jobs. The proposed MA stops when a maximum 
number (TGEN) of generations is reached. The non-dominated individuals in the 
population at the last generation are taken as the output of the MA. 

4   Experiments and Results 

4.1   Benchmark Problem Instances and Algorithms 

Problem instances in our experiments are taken from Taillard’s benchmark data set 
[27], which is one of the most commonly adopted benchmark data sets for shop 
scheduling. We take forty problem instances, TA11−30 and TA41−60. The problem 
scale (n×m) is 20×10, 20×20, 50×10, and 50×20 for instances TA11−20, TA21−30, 
TA41−50, and TA51−60, respectively. They are chosen since they were used in 
several existing work [5][20][21][26], and the net sets of non-dominated solutions for 
these instances are available either in the published papers or on the author’s website. 
To verify the performance of the proposed MA, we compare the net sets of non-
dominated solutions generated by our MA with those generated by the four above-
mentioned studies. 

In [5], the net sets of non-dominated solutions were generated by twenty-three 
existing algorithms, including algorithms proposed in [13], [14], [15], [19], and [22]. 
In [20], the net sets were generated by their proposed MOSA and four existing 
algorithms [11][17][28][29]. The net sets in [21] were generated by the proposed 
PGA-ALS and three existing algorithms [11][17][28]. Finally, the net sets in [26] 
were generated by the proposed DPSO and the four algorithms in [21]. Thanks to the 
provision of the net sets of non-dominated solutions in these studies, we can evaluate 
the proposed MA by comparing with twenty-seven algorithms ([11], [17], [26], [29], 
and twenty-three algorithms in [5]) conveniently. 

4.2   Performance Metrics 

Three performance metrics are taken to do performance evaluation. The first two 
metrics, Iε and IH, are used following the instructions in [5]. Given two sets, A and B, 
of solutions, the binary epsilon indicator Iε(A, B) equals the minimum factor ε such 
that any solution in B is ε-dominated by at least one solution in A. (For more details of 
ε-dominance, see [30].) In the experiment, we calculate the Iε(A, R) value for the net 
set of non-dominated solutions obtained by each tested algorithm A, where R is the 
net set of non-dominated solutions obtained by all tested algorithms. The objective 
values of each solution x are normalized into values in the interval [1, 2] by fj

′(x) = 
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(fj(x) − fj
min)/(fj

max − fj
min) + 1, where fj(x) denotes the jth objective value of x and 

fj
min/fj

max denotes the minimum/maximum of the jth objective value among the 
solutions in the union of the net sets of non-dominated solutions obtained by all tested 
algorithms. The normalized Iε indicator is defined by Iε(A, R) = maxy∈R minx∈A 
max1≤j≤2 {fj

′(x)/fj
′(y)}. It will take values between 1 and 2, and a small Iε value 

indicates better solution quality. The second metric, the hypervolume indicator IH, 
measures the area covered by a set of solutions in the case of two objectives. We 
calculate the IH value for the net set of non-dominated solutions obtained by each 
tested algorithm. The IH values are calculated based on the objective values 
normalized into [0, 1]. The worst objective values are set by 1.2, and hence the 
maximum IH value is 1.22 = 1.44. The third metric IPF is the fraction of Pareto front 
that is covered by the net set of non-dominated solutions (A) obtained by each tested 
algorithm. Since the true Pareto front is not known, we use the reference set R instead. 
Thus, the third metric is defined by IPF(A) = |A∩R|/|R|. A larger value for the IH and 
IPF indicators means better solution quality. 

4.3   Parameter Setting 

There are six parameters in the proposed MA: The population size (NPOP), the 
maximum number of generations (TGEN), the percentage of population to do the local 
search (pLS), the number of times of doing the local search (TLS), the mutation rate (rm), 
and the maximum variation size in the NEH-based neighborhood function (NNEH). We 
pick up two problem instances randomly from each of the four problem categories with 
different scales. The four instances with 20 jobs (n=20) form the data set S1, and the 
other four instances with 50 jobs (n=50) form the data set S2. We test various 
combinations of parameter values on data sets S1 and S2. The best parameter settings 
for S1 and S2 are applied to solve instances TA11−30 and TA41−60, respectively. 

We set the mutation rate by 0.05 following the past experience. In the proposed 
MA, the variation size in the NEH-based neighborhood function is initialized by NNEH 
and decreases gradually during the execution. We call it the D-strategy for its 
dynamic adjustment of the variation size. To see the effect of the D-strategy, we also 
test another strategy, which fixes the variation size as NNEH throughout the execution 
of the MA. We call it the S-strategy for its static nature. The tested values for the 
parameters and the strategy are summarized in Table 1. 

Table 1. The tested values for the parameters in the proposed MA 

Problem set NPOP × TGEN pLS% TLS NNEH Strategy 

S1 (n=20) 
{50×4000,  
100×2000,  
200×1000} 

{10%, 15%, 20%}  {50, 100, 200} {2, 6, 10} {S, D} 

S2 (n=50) 
{100×5000, 
200×2500, 
250×2000} 

{10%, 15%, 20%}  {50, 100, 200} {2, 5, 10} {S, D} 

For each data set, we select the best parameter setting among the 3×3×3×3×2 = 162 
settings according to the Iε and IH values. The value of each parameter in the best 
setting is marked in boldface in Table 1. From the experimental results on either data 
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set, we also observe that among the best ten parameter settings at least seven settings 
use the D-strategy. First, it confirms that the D-strategy has better performance than 
the S-strategy. Second, since each strategy is tested with an equal number of 
combinations (162/2=81) of four parameters, the observation reveals that it is easier to 
find a good setting of parameter values when the D-strategy is used. 

4.4   Performance Comparison 

After determining the best parameter settings, the proposed MA is applied to solve 
each of the forty problem instances for twenty runs. For each instance, the net set of 
non-dominated solutions over twenty runs is collected and is then compared with the 
net set obtained by the benchmark algorithms. The Iε, IH, and IPF values are calculated 
for each tested algorithm for each instance. The average values of Iε, IH, and IPF 
metrics for each problem category are reported in Table 2, 3, and 4, respectively. In 
these tables, a cell is marked by “−” if the net set of non-dominated solutions of the 
corresponding problem category is not available. 

From the experimental results, we can see that on average the proposed MA is the 
best performer. The Combo23 algorithm, which collects the net set of non-dominated 
solutions obtained by twenty-three algorithms, is the second one. Although we do not 
compare our MA with the other three benchmark algorithms using all problem 
categories due to the lack of data, our MA significantly outperforms them in one or 
two problem categories. When small-scale problem instances (TA11−30) are solved, 
the best two algorithms have close performance. The proposed MA slightly 
outperforms Combo23 on TA21−30, whereas Combo23 slightly outperforms the 
proposed MA on TA11−20. When large-scale problems instances (TA41−60) are 
solved, the proposed MA shows much better performance than Combo23 does. In 
Table 2, the average Iε value of Combo23 is around 1.1, which means that the 
deviation percentage of the normalized objective values of the solutions provided by 
Combo23 from the normalized objectives values of the solutions in the reference set 
is up to 10%. By contrast, the average Iε value of the proposed MA is less than 1.02, 
which indicates that the maximum deviation percentage is less than 2%.  

Table 2. The average Iε values of tested algorithms for each category of problem instances  

 TA11−20 
20×10 

TA21−30 
20×20 

TA41−50 
50×10 

TA51−60 
50×20 

Average 

MOSA [20] − 1.101 − 1.212 − 
PGA-ALS [21] − − 1.245 1.233 − 

DPSO [26] − − 1.320 − − 
Combo23 [5] 1.012 1.027 1.093 1.115 1.062 
Proposed MA 1.021 1.019 1.015 1.005 1.015 

The IH results in Table 3 are consistent with the Iε results. When large-scale 
problems are solved, the average IH values of the proposed MA are greater than those 
of Combo23 by around 10%. The large improvement of the proposed MA on the Iε 
and IH values can be explained by the average IPF values in Table 4. When the 
problem instances TA41−50 are solved, our MA finds more than 90% of the solutions  
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Table 3. The average IH values of tested algorithms for each category of problem instances  

 TA11−20 
20×10 

TA21−30 
20×20 

TA41−50 
50×10 

TA51−60 
50×20 

Average 

MOSA [20] − 1.137 − 1.012 − 
PGA-ALS [21] − − 0.959 0.971 − 

DPSO [26] − − 0.845 − − 
Combo23 [5] 1.176 1.214 1.224 1.199 1.203 
Proposed MA 1.173 1.218 1.343 1.353 1.272 

Table 4. The average IPF values of tested algorithms for each category of problem instances 

 TA11−20 
20×10 

TA21−30 
20×20 

TA41−50 
50×10 

TA51−60 
50×20 

Average 

MOSA [20] − 21.4 % − 0 % − 
PGA-ALS [21] − − 0 % 0 % − 

DPSO [26] − − 0 % − − 
Combo23 [5] 90.9 % 85.3 % 8.9 % 3.5 % 47.2 % 
Proposed MA 86.6 % 86.7 % 91.1 % 96.5 % 90.2 % 

in the reference set, but Combo23 only finds less than 10%. When the problem 
instances TA51−60 are solved, our MA finds more than 95% of the solutions in the 
reference set, but Combo23 finds less than 5%. Due to the limitation of space, the 
complete list of solutions in the reference set is not provided here. Readers who are 
interested in comparing their algorithms with ours are welcome to contact the first 
author to get the electronic file of the list. The proposed MA is implemented in C++ 
with Microsoft Visual Studio 2005. The test is conduced on personal computers with 
Intel 3.0 GHz CPU and 2 GB RAM. The average computation times for solving 
problem categories TA11−30 and TA51−60 are 21 s and 49 s, respectively. 

Table 5. Average deviation percentage from the best known solutions 

 TA11−20 
20×10 

TA21−30 
20×20 

TA41−50 
50×10 

TA51−60 
50×20 

Average 

Cmax 0.3 % 0.3 % 1.0 % 1.9 % 0.88 % 
TFT 0 % 0 % 0.7 % 0.6 % 0.33 % 

In Table 5, we also provide the average deviation percentage of the minimum Cmax 
and TFT values of the solutions obtained by the proposed MA from the best known 
solutions reported in [31]−[33]. The average deviation percentage for Cmax is only 
0.3% for small-scale instances and less than 2% for large-scale instances. For the TFT 
values, our MA finds the best known solutions for all small-scale instances. The 
average deviation percentage for large-scale instances is at most 0.7%. 

In summary, we compare the solutions obtained by the proposed MA with those 
obtained by twenty-seven multiobjective algorithms using forty problem instances. 
Our MA provides close performance for twenty small-scale instances and much better 
performance for twenty large-scale instances. Most of the twenty-seven benchmark 
algorithms focused on the fitness assignment and/or control of searching directions 
but not the way to generate new solutions. In this work, we try another research 
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direction. We introduce an NEH-based neighbourhood function into the local search 
procedure in the MA. The size of the neighbourhood is adjusted dynamically during 
the execution of the MA. The experimental results confirm that the proposed dynamic 
NEH-based local search is useful to find high-quality solutions, especially when 
dealing with the large-scale and thus large-solution-space problem instances. 
Furthermore, the average deviation percentage of Cmax and TFT values provided by 
our MA from the best known solutions is no more than 2%. Note that these best 
known solutions are generated by algorithms dedicated to one objective only. By 
contrast, our MA shows the ability to minimize two objectives simultaneously. 

5   Conclusions 

In this study, we propose an MA to minimize the makespan and total flow time in the 
permutation flow shop. The aim is to find the set of Pareto optimal solutions. We 
design a neighborhood function following the idea of the NEH procedure and use this 
neighborhood function in the local search procedure in our MA. We also adjust the 
size of neighborhood dynamically. Through experiments on forty widely-used 
benchmark problem instances, the results show that (1) the dynamic adjustment of the 
size of neighborhood makes the parameter tuning process easier; (2) the proposed MA 
provides close performance for small-scale problem instances and significantly better 
performance for large-scale problem instances, compared with twenty-seven existing 
algorithms in terms of three performance metrics (epsilon indicator, hypervolume, 
and the fraction of reached non-dominated solutions); (3) more than 90% of the net 
sets of non-dominated solutions for the large-scale problem instances are updated by 
the proposed MA. 

This study will be extended following three directions: (1) We want to develop an 
adaptive mechanism to set the values of algorithm parameters and reduce the 
workload of parameter tuning. (2) More advanced fitness assignment mechanisms 
will be tried in our algorithm. (3) A comprehensive experiments on the whole set of 
Taillard’s problem instances is to be conducted. 
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Abstract. In this article, a robust nonlinear friction control strategy is developed 
using friction observer and recurrent fuzzy neural network. The adaptive 
dynamic friction observer based on the LuGre friction model is proposed to 
estimates the friction parameters and a directly immeasurable friction state 
variable. A RFNN approximator and reconstructed error compensator is also 
designed to give additional robustness to the control system due to the presence 
of the friction model uncertainty. A proposed composite control scheme with 
basic basckstepping controller is applied to the position tracking control of the 
servo mechanical system.  

Keywords: Nonlinear friction, LuGre friction model, Backstepping control, 
Friction observer, RFNN. 

1   Introduction 

A friction frequently acts on the main obstacle in diverse servo control systems since 
friction properties are varied according to several conditions such as time, temperature 
and relative velocity, and some properties cannot be completely understood. Thus, the 
influence of friction on the control system must be identified and adequately 
compensated in order to improve the transient performance and reduce the steady-state 
tracking errors. In recent years, the dynamic friction models [1-2] have studied that 
capture dynamic friction phenomena in the presliding range such as memory 
hysteresis, etc.  

The LuGre model, suggested by Canudas de Wit et al. [1], is the friction model 
which can represent several useful and important friction properties by only a few 
parameters. Until now, most of the friction compensation methods using friction 
observer have tried to compensate the friction by combing basic controller with 
friction observer based on fixed friction model. Even though this method has provided 
many useful results, more improved result of friction compensation can be expected if 
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a robust compensator is supplemented in control system in addition to the friction 
observer. This uncertainty of the system can be approximated well by a fuzzy or 
neural networks scheme. 

In recent days, much attention in identification and control of complex nonlinear 
dynamic systems has been increased using fuzzy logic and neural networks [3-4]. The 
fuzzy neural network (FNN) combines the merits both the low-level learning of 
neural network and the high-level human knowledge representation and thinking of 
fuzzy theory. On the other hand, the recurrent fuzzy neural network (RFNN) [5-6] is a 
dynamic mapping and has a good control performance in the presence of uncertainty 
such as parameter variations of the system, external load, and unmodeled dynamics 
compared to the feedforward FNN. 

In this article, we design the adaptive dynamic friction observer based on the 
LuGre friction model with the backstepping control. Next, for a friction uncertainty, a 
RFNN approximator and a reconstructed error compensator are also designed to 
guarantee robustness of the control system and complement the friction observation 
error. The performance of a proposed control scheme will be evaluated by experiment 
for the servo mechanical system with nonlinear dynamic friction.  

2   Design Controller and Observer 

2.1   Design Backstepping Contoller and Friction Observer 

The dynamic model for the servo system including the nonlinear friction is 

uTJ f =+θ               (1) 

where J is a moment of inertia, θ  is the angular position, and fT is the nonlinear 

dynamic friction. The well-known LuGre friction model [1] is represented as 

 zfz ),( θθθ −=     (2) 

where 

 θθθαθθ ),(),( =f     (3) 

 
2

seTTT csc0
)/()(/),( θθσθθα −−+=    (4) 

and cT is Coulomb friction, sT is stiction level, sθ is Stribeck angular velocity. The 
function )(⋅α in the LuGre model has no terms which explicitly account for position 
dependence of the friction force. The dynamic friction term excluding viscous friction 
torque is described by 

θσσσ 210f zzT ++=            (5) 

where 0σ  is the stiffness of the elastic bristle, 1σ  is a damping coefficient in elastic 
range and 2σ is the viscous friction coefficient. The new states are defined as follows 
in order to design the backstepping controller: 
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 θθ −= d1z                                (6) 

 αθ +=2z                                (7) 

where dθ is the desired command input. From Eq. (8), the derivative of 1z  can be 
described as 

 αθ +−= 2d1 zz .             (8) 

In order to select )( 11 zα  to guarantee stability for error dynamics in Eq. (7), the 
Lyapunov function is defined as 

 2
11 z

2

1
V = .                          (9) 

Differentiating Eq. (9) and if we select d11zk θα −−= , then  

 21
2
111 zzzkV −−=         (10) 

where 1k is a positive constant. Define the second Lyapunov function as follows: 

 2
212 z

2

1
VV += .        (11) 

Differenting Eq. (15), it is given as 

])ˆˆˆˆˆ()[( dd2210p211
2
12

2
112 uTxzzbzkz1kzzkV θσσσ −+−−−−++−+−=  

]~~ˆ~~ˆ~[ 211002p zzzzzb σθσσσσ −−−−−+   (12) 

where zzz ˆ~ −= , zzz ˆ~ −= , 000 σσσ ˆ~ −= , 111 σσσ ˆ~ −= , 222 σσσ ˆ~ −=  and notation 
of hat denotes the estimation value. In Eq. (12), the following control input can be 
chosen as   

 θσσσθ 2102211
2
1d zzzkkzk1Ju ˆˆˆˆˆ])()([ ++++−−+=  (13) 

where 2k is a positive constant. Since, however, the state variable z cannot be 
measured directly, we suggest the friction state observer to estimate z as follows: 

 zfz 0 ˆ)(ˆˆ θσθ −= .        (14) 

Thus, the estimated friction torque is derived as follows: 

 θσσσ 210f zzT ˆˆˆˆˆˆ ++= .         (15) 

Next, the new Lyapunov function is defined as  

 2
2

2

2
1

1

2
0

0

2
23 2

1

2

1

2

1
z

2

1
VV σ

η
σ

η
σ

η
~~~~ ++++= .  (16) 
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We take the time derivative of Eq. (16) and the following expression is obtained 

2
22

2
113 zkzkV −−=  

)ˆ(~)ˆˆ(~)ˆˆ(~
2

2
2p21

1
2p10

0
2p0

1
zb

1
zzb

1
zzb σ

η
θσσ

η
σσ

η
σ −−+−−+−−+  

012p0102p
2

0 fzzbzfzzf1zbzf σθθσσθθθσσθθσ ~),(ˆ~~)(ˆ~)),((~),( +−+−+−
  

(17) 

In order to estimate the friction parameters of the LuGre model, the following 
observers are proposed 

zzb 2p00 ˆˆ ησ −= ,   (18) 

 zzb 2p11 ˆˆ ησ −= ,    (19) 

 θησ 2p22 zb−=ˆ .    (20) 

Introducing Eq. (18), (19), (20) into Eq. (17), Eq. (17) can be also represented as the 
compact matrix form as follows: 

 0V T
3 ≤−= MΦΦ    (21) 

where T
021 zzz ]~~[ σ=Φ and 
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2.2   Design RFNN Uncertainty Approximator  

An uncertainty of friction parameters is considered in order to design the robust 
controller. The dynamics of Eq. (10) considering the uncertainty can be rewritten as 

uTzJzzJ d1021210 =+−+++=+++ )),(()( θθθασσθσσθθσσσθ       (22) 

where )),(()(),,,( zzT 1021d θθθασσΔθσσΔθθθ −++= is the total lumped 
uncertainty and upper bar notations represent their nominal values. Now, since the 
value of dT  cannot be known exactly, the recurrent fuzzy neural network based 
estimator is adopted to approximate the value of dT . The signal propagation and the 
basic function in each layer of the RFNN depicted in Fig. 1 are introduced as follows: 
 

Layer 1- Input layer: The net inputs and the net output are represented as 

 21iTtOwutO I
i

I
i

I
i

I
i ,),()( =−=    (23) 

where I
iu represent the inputs, I

iw is the recurrent weight and T denotes the time 
delay.  
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Layer 2-Membership Layer: 

 2
ij

2
ij

II
j

II
ij

I
i

II
j mTtOwtOtnet )/(])()([)( σ−−+−=           (24) 

 n1jnetexpO II
j

II
j ,...,),( ==    (25) 

where ijm and ijσ are, respectively, the mean and the standard deviation of the 
Gaussian function in the jth term of the ith term input linguistic variable II

iju  to the 
node of the layer II.  
 

Layer 3 – Rule Layer: 

 n1kTtOwtOnet IV
o

IV
ok

II
j

j

III
k ,...,)],()([ =−+= Π            (26) 

where III
ju represents the jth input to the node of layer III and IV

okw , the recurrent 
weights.  
 

Layer 4, Output layer:  

 ko
T
ko

k

IV
ko

IV
ko

IV
o uwO UW=∑=    (27) 

where the connecting weight IV
kow is the output action strength of the oth output 

associated with the kth rule, IV
kou represents the kth input to the node of layer IV, IV

oO  
is the output of the fuzzy neural network.  
 

 

Fig. 1. Structure of the RFNN 

The lumped friction uncertainty ),,,( zTd θθθ is bounded by 

),,(),,,( θθθθθθ dmd TzT =    (28) 

where ),,( θθθdmT is the bounding function of ),,,( zTd θθθ and there exists the 
following function approximation 

 εθθθ += ko
T

kodmT UW *),,(                   (29) 
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where T
ko
*W is the optimal weighting vector, and E≤ε . Then, consider following the 

control input  

 usdm2102211
2
1d TTzzzkkzk1Ju ˆˆˆˆˆˆˆ])()([ ++++++−−+= θσσσθ     (30) 

where ko
T
ko

IV
odm OT UW==ˆ  is the RFNN approximation of function bound dmT and 

usT̂ is designed to compensate the difference between the RFNN approximation and 
the lumped friction uncertainty. Define the following Lyapunov function 

 ko
T
ko

w
34 2

1
VV WW

~~

η
+= .               (31) 

where wη is a positive constant. The time derivative of Eq. (31) is 

 ko
T
ko

w
34

1
VV WW

~~

η
+=   

us2p2pko
w

k2p
T
ko

T Tzbzb
1

zb ˆ)
~

(
~ +−+−+−= ε

η
WUWMΦΦ     (32) 

Since *
koW  is constant vector, the following adaptation law and compensation law are 

chosen as 

k2pwkoko zb UWW η−=−= ~
                 (33) 

)sgn(ˆˆ
2us zET −=                      (34) 

where Ê is the estimation bound value of the approximation error. Then, the 
estimation error is defined as 

 EEE ˆ~ −= .                    (35) 

Define the following Lyapunov function   

 2

E
45 E

2

1
VV

~

η
+=             (36) 

where Eη is a positive constant. Differentiating Eq. (36) with respect to time and 
using the previous results, it can be obtained that 

EEE
1

zEbzbV
E

2p2p
T

5
~

)ˆ(ˆ −+−−−=
η

εMΦΦ   (37) 

If the estimation law is chosen as 

 2pE zbEE η−=−= ~ˆ     (38) 

then Eq. (37) can be rewritten as 

0EzbzEbzbzEbzbV 2p2p2p2p2p
T

5 ≤+−=−−≤−−−= )(εεεMΦΦ  (39) 

Since 0V4 ≤ , the asymptotic stability of 0z1 = , 0z2 = , 0z~ = and 00 =σ~  follows. 
Also 0z1 → , 0z2 → , 0z →~  and 00 →σ~  as ∞→t  by Barbalat lemma [7]. 
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Similar online parameter training methodology to train the RFNN via the gradient 
descent method is well found in the reference literatures [5-6] and we omit it here.  

3   Experimental Results and Discussion 

Some experiments are also executed to verify the effectiveness of the proposed 
Back_RFNN control system like simulation. The control algorithms are programmed in 
‘Turbo-C’ language in DOS-mode and the control signals are transmitted into the DC  
 

 

   
                     (a) Position tracking results                         (b) Position tracking error 
 

   
(c) Estimated result of 0σ                              (d) Estimated results of 1σ and 2σ

 
 

     
(e) Estimated result of the friction state z    (f) Estimated result of the friction torque

 
Fig. 2. Experimental results for a sine input command with varied amplitude 
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motor drive through the DR8330 data acquisition board. In the experiment, to investigate 
the effectiveness the proposed control system, three control schemes are designed; Back, 
Back_OB, and Back_RFNN system. ).sin().sin(. t012502t20210d ×××= ππθ is 
chosen as the position command input. The design parameters of backstepping control 
are set as 150k1 =  and 200k2 = . 

In Fig. 2, the position tracking performance of the Back_RFNN is superior to the 
other control systems since it has the ability of uncertainty estimation as well as the 
function of the friction parameter estimation. Thus, it can be known that in the 
proposed friction compensation scheme, the real friction torque containing the other 
uncertainty such as the inertia parameter is sufficiently much estimated than the 
ordinary friction compensation system with the friction observer only. Therefore, it is 
concluded that the robust compensation scheme must be necessarily considered in 
order to obtain more precise position tracking performance against the uncertainty 

4   Conclusions 

In this paper, the robust friction compensation scheme using the friction parameter 
observer, RFNN and adaptive error compensator is proposed. The nonlinear friction 
parameters of the servo system are estimated by the proposed friction parameter 
observer. Next, in order to add the robustness to the friction compensation scheme, 
the online RFNN and the reconstructed error compensator are also developed to 
approximate the friction uncertainty. We show that the proposed control scheme 
guarantees the robustness to the friction uncertainty and the precision position 
tracking performance in servo mechanical system. 
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Abstract. Teams of unmanned combat aerial vehicles (UCAVs) are well suited 
to perform cooperative mission in hostile environment, and cooperative path 
planning holds great attention for improving the efficiency of multi-UCAV 
combating. In this paper, a mathematical formulation for cooperative path 
planning problem is presented based on the analysis of typical constraints in the 
scenario. Different from previous studies, the formulation introduces 
cooperation coefficient to estimate how the UCAV flight paths fulfill the 
cooperative constraints. Then a coevolutionary multi-ant-colony algorithm is 
designed and implemented to solve the above-mentioned problem, based on 
multi-ant-colony algorithm and coevolutionary strategy. The state transition 
rule and pheromone updating strategy is modified to increase the algorithm 
performance. Finally, the proposed method is validated to be effective and 
feasible to solve the cooperative constraints efficiently, and is effective for the 
multi-UCAV cooperative path planning problem. 

Keywords: Unmanned combat aerial vehicle (UCAV), coevolutionary strategy, 
multi-colony-ant algorithm, cooperative path planning. 

1   Introduction 

The use of multiple unmanned combat aerial vehicles (UCAVs) to perform cooperative 
missions such as suppression of enemy air defenses (SEAD) has received a growing 
attention in the last decade. Multi-UCAV cooperative path planning is the key to take 
full advantage of multi-UCAV combating cooperatively, which is of significant 
theoretical value and great practical value. The objective of cooperative path planning 
is to design optimum flight path for each UCAV, which allows UCAVs to arrive at 
their targets safely and satisfy the specific cooperative requirements in cooperative 
mission. 

The algorithm for multi-UCAV cooperative path planning is one of the challenging 
areas in UCAV studies. Motivated by recent advances in heuristic intelligent 
algorithm, many path planning algorithms have been presented to solve the UCAV 
path planning problem. In [1, 2], the evolutionary computation based approach is 
proposed. In [3] sparse A* algorithm is taken to solve TA/TF (Terrain Avoidance/ 
Terrain Follow) of aerial vehicles. A voronoi graph based approach to obtain flight 
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path is presented in [4]. Distance transformation algorithm is also a useful method for 
UCAV path planning [5]. While in these previous studies, the typical cooperative 
constraints in multi-UCAV cooperative mission are not considered thoroughly, such 
as the space coordinate constraints, precedence and time window constraints [6,7], so 
the planned path can not meet the needs of multi-UCAV cooperative missions well. 

In this study, we presented a criterion of cooperative path estimation on how the 
UCAV flight paths satisfy the typical cooperative constraints, based on cooperative 
coefficient. Then a cooperative path planning algorithm for multiple UCAVs was 
proposed, which is based on coevolutionary strategy [8] and multi-ant-colony 
algorithm [9]. Our approach enables multi-UCAV to achieve their targets more 
effectively without violating constraints. 

The remainder of the paper is organized as follows. Section 2 analyzes the typical 
constraints in multi-UCAV cooperative path planning, and presents a criterion of 
cooperative path estimation in terms of cooperative coefficient. The proposed 
coevolutionary multi-ant-colony algorithm is described in detail in section3. Section 4 
carries out the simulation and section 5 draws conclusion. 

2   Problem Formulation 

The multi-UCAV cooperative path planning problem can be described as follows: 
assume there are MN  enemy threats M{ | 1,2, , }iM i N=  in the W HL L×  area E , 

VN  UCAV V{ | 1, 2, , }jV j N=  attack their preassigned targets V{ | 1,2, , }jT j N= , 

the starting position of each UCAV is V{ | 1,2, , }jS j N= . The objective of multi-

UCAV cooperative path planning is that UCAVs must arrive at their target areas 
without violating the cooperative constraints (in terms of space constraints, task 
precedence and timing constraints), and the cost for UCAVs to arrive at their targets 
to perform specific tasks must be minimized. The flight path jr  of the jth UCAV jV  is 

made up of a series of navigation points ( ){ ( ) | 0,1, , }( ), ( )j jj jnp k k nx k y k= = at 

time points denoted by , 0,1, ,k jt k n= , and 1 , 0,1, , 1k k jt t t k n+ − = Δ = − , where 

tΔ  is the interval between kt  and 1kt + . 

2.1   Battlefield Entities Model 

Since the entities in battlefield are composed of UCAVs and enemy threats, two 
models are determinately needed for UCAV and threat respectively. 
 
(1) UCAV Model. It is assumed that all UCAVs have same flight performance. Let 

maxL  be the maximum voyage of UCAV, maxθΔ  is the maximum turning angle, 

[ ]min max,v v  denotes its speed range. For UCAV jV , a kinematic model can be given by 

the Eq.(1), in which ( ( ), ( ))j jx k y k  is the position of jV  at time kt , ( )j kθ  denotes its 

heading angle, ( )j kθΔ  is the heading angle change, and ( )jv k  is the speed of jV  at 

time kt . 
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(2) Threat Model. We consider that there are two kinds of threats in battlefield, which 
are anti-aircraft radars and SAMs (Surface to Air Missile). To simplify the 
representation of the problem, the simplified threats model [10] is used. 

If the ith threat iM  is an anti-aircraft radar, its danger level to jV  at time kt  is: 

( ) ( )
, max , min

( )
, m RCS ( ) ( )

, maxmin
4

,

0, ( ) ( )

( )
, ( )

( ( ))

i i
i j i j

j
i j v i i

i j
i j

d k R d k R

k K
R d k R

d k

ω ω γ
⎧ > ∪ <
⎪= ⋅ ⋅⎨ ≤ ≤⎪
⎩

 (2) 

If iM  is an SAM, its danger level to jV  at time kt , can be given as follows: 

( ) ( )
, max , min

( ) ( )
, m RCS max , ( ) ( )

, maxmin( ) ( )
max min

0, ( ) ( )

( ) ( ( ))
, ( )

( )

i i
i j i j

i i
i j i j v i i

i ji i

d k R d k R

k K R d k
R d k R

R R

ϑ

ϑ

ω ω γ
⎧ > ∪ <
⎪= ⋅ ⋅ − ⋅⎨ ≤ ≤⎪ −⎩

 (3) 

where ( )
min

iR  and ( )
max
iR  denote the minimum and maximum detection/attack range of 

iM , , ( )i jd k  is the distance between iM  and jV , ( )
m
iω  is the grade parameter of iM , 

and RCSK  is a parameter reflecting the RCS characteristic of UCAV. Among them, 
( )
m
iω  depends on the location, type and capability of iM , vγ  is the attenuation 

coefficient of danger level with the increasing of UCAV speed, it can be defined as 

( , ) 1
max max mintan1 ( ( )) ( )i j

v v v k v vγ −= + − ⋅ −  (4) 

where ( , )
tan ( )i jv k  denotes the tangential speed of jV  relative to iM . For the threats 

set{ }| 1, 2, ,i MM i N= , its level of danger to UCAV jV  at time kt , which denoted 

by ( )j kω , can be given based on Eqs. (2) ~ (4). 

,

1

( ) 1 ( )
MN

j i j

i

k kω ω
=

= +∑  (5) 

2.2     Cooperative Constraints 

The typical cooperative constraints of multi-UCAV cooperative path planning problem 
cover collision avoidance constraints, task precedence constraints, and timing 
constraints. 

For collision avoidance constraint, each UCAV must keep a safe distance safed  with 

other UCAVs at any time , 0,1,kt k = , that is 

safe V, , 1, 2, , ,( ) ( )i j d i j N i jnp k np k ≥ = ≠−  (6) 
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The target precedence constraint states that UCAVs must arrive at their pre-assigned 
targets in appointed precedence for some special purpose. Let ( )jP V  denotes the 

UCAVs set that must arrive their targets to accomplish tasks before jV , ( )jN V  

denotes the UCAVs set that must arrive targets after jV  has accomplished its task, let 

, 1,2, ,j VAT j N=  be the arrival time of each jV  at its target jT , and the precedence 

constraints can be formulated as follows: 

, ( ), ( )m j n m j n jAT AT AT V P V V N V< < ∈ ∈  (7) 

As for the timing constraints, on one side, a certain UCAV must arrive at its target 
within a given time window; on the other side, there should always be an expected 
arrival time interval *

,j mTΔ  between jV  and ( )m jV P V∈ , the closer the arrival time of 

jV  is near to the expected interval, the better the effect of jV  to perform task on its 

target will be. For each jV , the time window can be given by following equations: 

( )
( )

( , ) ( , ) *
maxmin

( ) ( )

( , ) ( , ) *
max min

( ) ( )

max ( ), max ( ),max

min ( ), min ( ),min

m j n j

m j n j

j j j

j m n j
m n jj V P V V P V

j m n j
m n jj V P V V P V

ET AT LT

AT dt AT dt ETET

AT dt AT dt LTLT

∈ ∈

∈ ∈

< <

+ −=

+ −=

 
(8) 

where ( , )
min

j mdt  and ( , )
max

j mdt  denote the minimum and maximum arrival time interval 

between jV  and ( )m jV P V∈ , respectively * *[ , ]j jET LT  is the fixed arrival time 

window of jV . 

2.3     UCAV Flight Path Performance Requirements 

For UCAV jV , the integrated cost of its flight path jr  can be formulated as follows: 

( )( )

1

( ), ( 1)
jn

j
j j

k

F f np k np k
=

= −∑  (9) 

( ( ), ( 1)) ( ( )) ( ( ), ( 1)) ( )j j f j j j jf np k np k c v k L np k np k kω− = ⋅ − ⋅  (10) 

where ( ( ), ( 1))j jf u k u k −  denotes the integrated cost of path segment 

( ( ), ( 1))j jnp k np k − , which includes fuel consumption cost and threat cost. In Eq. (10) 

( ( )) ( )f j jc v k v k∝  is fuel consumption ratio coefficient with speed, ( , )L i i  denotes the 

distance between two navigation points, and ( )j kω  reflects the threat cost. 

In this study, the criterion based on cooperation coefficient was proposed to 
estimate the cooperation performance of the flight path. The cooperation coefficient 
describes how the flight paths of UCAVs set fulfill the target precedence and timing 
constraints. There are two requirements for cooperation coefficient. The first is that 
the performance of the path jr  is determined by its integrated cost when the arrival 

time jAT  of jV  satisfies the task precedence and timing constraints; the second is that 
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the performance of jr  should be punished when jAT  deviates the constraints, and the 

more jAT  deviates the constraints, the more the punishment will be. Let ( )j jATλ  

denotes the cooperation coefficient of jr , it can be given as follows: 

(1) (2)
,( ) ( ) ( )j j j jj j k

k j

AT AT ATλ λ λ
≠

= ⋅∏  (11) 
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 (13) 

where σ is a small real constant, (1)
max 1λ >  denotes the maximum value of (1) ( )jj ATλ . 

Based on the cooperation coefficient given by Eq.(11) ~ (13), the cooperative 
performance criterion of flight path can be formulated as follows: 

( )
( )

VC
max

( ), if or
, 1, 2, ,

( ), otherwise

j
j j j j j j jj

j j

F AT ET LT AT ET LT
F j N

F AT

λ
λ

< = =⎧= =⎨
⎩

 (14) 

where maxF  is a large constant. 
So the cooperative path planning optimization model can be expressed as the 

minimization problem of Eq. (14) under the constraints (1) and (6) ~ (8). 

3   Coevolutionary Multi-Ant-Colony Algorithm Based Cooperative 
Path Planning 

Ant colony algorithm (ACA) [11] has been applied to solve flight path planning 
problem and obtained a lot of practical applications in recent years [12, 13, 14], but 
these previous studies mainly focus on single vehicle path planning problem. For 
multi-UCAV cooperative path planning, satisfaction of cooperative constraints 
between UCAVs is a key issue. To achieve effective multi-UCAV cooperative path 
planning, we design the coevolutionary multi-ant-colony algorithm. 

3.1   Coevolutionary Multi-Ant-Colony Mechanism 

In coevolutionary multi-ant-colony algorithm, ant colony AC  is divided into several 
sub-colonies V, 1,2, ,j j N=AC , the jth sub-colony , S{ | 1, 2, , }j j lAnt l N= =AC  

plans flight path for UCAV jV , ,j lAnt  denotes the lth ant individual in jAC , and SN  is  
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the ant number in each sub-colony. For jAC , it has corresponding pheromone matrix 
( )( )
,{ | ( , ) }jj

x y x yτ= ∈τ E  and coordinates with i j≠AC  using coevolution mechanism. 

Fig.1 shows an example of coevolutionary multi-ant-colony for V 3N = . 

AC AC1 

Ant1,2

Ant1,1

Ant1,m

AC2 

Ant2,2 
Ant2,1 

Ant2,m

AC3 

Ant3,2

Ant3,1

Ant3,m

(1) Cooperation of path 
construction 
(2) Cooperation of path 
performance estimation

 

Fig. 1. The coevolutionary multi-ant-colony 

In afore-mentioned mechanism, ,j lAnt  must coordinates with the best flight path 

obtained by other sub-colonies when it builds flight path for jV  and calculates 

cooperation coefficient based on Eqs.(11) ~ (13), so as to fulfills the collision 
avoidance constraints and get the cooperation performance criterion of its flight path. 

3.2   State Transition Rule 

In this paper, the state transition of ant individuals means that ant individuals move 
from current position to another under the constraints given by (1) and (6) ~ (8). Each 
ant generates a complete flight path by choosing the navigation point according to 
pseudo-random-proportional rule [11]. For jAC , let ( )jnp k  be the navigation point of  

,j lAnt  at time kt , , ( )j l kAL  denotes the candidate navigation points set of ,j lAnt  at 

time kt  which satisfy the constraints given by Eq. (1) and Eq. (6), the state transition 
rule can be given as follows: 

,

( ) ( , ) ( , )
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arg max ( ) ( ( )) ( ( )) ,

( 1)
, otherwise

j l

j j l j l
np np np

np k
j

d k t k q q
np k

NP

α β χτ η η
∈

⎧ ≤⎪+ = ⎨
⎪⎩

AL  (15) 

where q  is a random number uniformly distributed in [0,1] , 0 [0,1]q ∈  is a constant, 

and NP  is a random variable selected according to the probability distribution given 
in Eq. (16). 
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where α , β  and χ  are the parameter which determine the relative importance of 

pheromone versus heuristic info, ( , ) ( )j l
npd kη  and ( , ) ( )j l

npt kη  denote the distance and 

arrival time heuristic info, and ( ) ( )j j
npτ ∈ τ  is the pheromone at point np ∈ E . 
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The distance heuristic info ( , ) ( )j l
npd kη  makes ants move to its target and avoid the 

area which is very dangerous, it can be defined as 
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where λ  is a small real constant, ( ( ), ( 1))j jf np k np k +  is the integrated cost of path 

segment ( ( ), ( 1))j jnp k np k +  which can be calculated by Eq. (10), ( , ) ( ( 1))j l
jg np k +  is 

the integrated cost pre-estimation of path which have not been built by ,j lAnt  from 

( 1)jnp k +  to jT . Given the maximum speed maxv  and time interval tΔ , we can 

sample line ( ( 1), )j jnp k T+  at intervals of maxv tΔ  and get a series of sample points 
( , ) ( )

( 1) ( 1){ | 0,1, , }
j j

j i j
np k np ke i n+ += . Based on Eq. (10), ( , ) ( ( 1))j l

jg np k +  can be defined as 
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−
+ +

=
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The arrival time heuristic info ( , ) ( )j l
npt kη  makes ants select the navigation points 

that fulfill the task precedence and timing constraints, it can be given as follows: 
( , , ) (1) 1

( 1)

1
1 max

( ( ))

( ( 1), ) ( )
j

j l k
jjnp k

j k j j

t AT

AT t L np k T v

η λ −
+

−+

′=
′ = + + ⋅

 (19) 

where (1) ( )jj ATλ ′  can be calculated by Eq. (12), and jAT ′  is the arrival time of jV  

under the condition that it flies straight to jT  at its maximal speed. 

3.3   Pheromone Updating Based on Local Diffusion Mechanism 

In ant colony algorithm, ant individual easily converges to local best solutions, 
especially when the search space is vary large. For avoiding local best solution and 
the slow convergence speed, we introduce the pheromone local diffusion mechanism 
[15] to improve the original pheromone updating process of ant colony algorithm. 

Define local diffusion coefficient as follows: 
2( ) dd eς −=  (20) 

Let ( )npN  denotes the set of neighboring points of np  

max( ) { | ( , ) }np np L np np ND′ ′= ≤N  (21) 

maxND  is the maximum range of neighboring area of np . After each iteration of the 

sub-colony jAC  is performed, the algorithm will carry out the pheromone updating 

process, which includes local and global updating steps. First, when ,j lAnt  have built 

a flight path, if point np have been selected, then the pheromone level of 

( )np np′∈ N  is changed in the following way 
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( ) ( ) ( )
local local local min( )

min

1
nn ,

local

( ( , )) ( ( , )) ,

, otherwise

( ) , if built a complete path

0, otherwise

j j j
npnp npj

np

j l

L np np L np np

nF Ant

τ ρ ς τ ρ ς τ τ τ
τ

τ

τ

′ ′
′

−

′ ′⎧ − + Δ ≥⎪= ⎨
⎪⎩
⎧

Δ = ⎨
⎩

 
(22) 

where local (0,1)ρ ∈  denotes the local evaporation coefficient, n  is the navigation 

point number of the flight path built by ,j lAnt , and nnF  is a constant related with the 

initial solution. And then, from all feasible flight paths built by sub-colony jAC , the 

algorithm finds the best path obtained so far by cooperative performance criterion 
shown in Eq. (14), and performs the global updating for pheromone matrix ( )jτ . The 
global updating rule is 

( ) ( , ) ( )
global global minglobal( )

min

( ) 1
gb

( , ) ( ) 1global ib

(1 ) ( ( , )) ,

, otherwise

( ) , if ( ) and global-best-path

( ) , if ( ) and iteration-best-path

j np j j
np npj

np

j

np j j

L np np

F np np np

F np np np

ρ τ ρ ς τ τ τ
τ

τ

τ

′
′ ′

′

−

′
−

′⎧ − + Δ ≥⎪= ⎨
⎪⎩

′∈ ∈
Δ = ′∈ ∈

N

N

0, otherwise

⎧
⎪
⎨
⎪
⎩

 

(23) 

where global (0,1)ρ ∈  denotes the global evaporation coefficient, ( )
ib

jF  and ( )
ib

jF  are the 

cooperative performance criterion of global-best and iteration-best path obtained so 
far by jAC . 

3.4     Algorithm Procedure 

In multi-ant-colony algorithm for cooperative path planning, each sub-colony jAC  

performs the same algorithm procedure. The algorithm procedure is given below: 
 

 

Algorithm Multi-Ant-Colony Algorithm for Cooperative Path Planning 
1:  Initialize sub-colony jAC  and pheromone matrix ( )jτ  

2:  loop 
3:   for l := 1 to SN  do 
4:    loop 
5:     Individual ,j lAnt  selects a navigation point to move according to state 

     transition rules shown in Eqs.(15) ~ (19) 
6:    until ,j lAnt  finishes its flight path 

7:    Smooth the flight path built by ,j lAnt  

8:    Compute cooperative performance criterion of the path built by ,j lAnt  

9:    ,j lAnt  applies a local pheromone updating rule 

10:   end for 
11:  Select the iteration-best path built by jAC  to compare with the global-best path 

obtained so far, if the iteration-best is better than the global-best, then replace the 
global-best with the iteration-best. If there is new global-best path obtained, then 
send it to i j≠AC  

12: until End_condition  



842 F. Su et al. 

The method of smoothing flight path used in step 7 can be described as follows: for 
each navigation point in flight path built by ,j lAnt , adjust it to the line between its 

previous and next navigation point, if the new point makes the path performance 
better than the original, then replace the navigation point with the adjusted one. 

4   Results and Discussion 

The performance of the proposed cooperative path planning algorithm is analyzed in 
this section using simulation. We consider the following assumptions: there are 10 
threats { , 0, 2, ,9}iM i =  generated randomly within a 60km×60km area, the area is 

divided into 500×500 grids; 0 3~M M  are anti-aircraft radars which grade parameters 
( )
m 1iω = , 4 6~M M  are anti-aircraft radars which grade parameters are 2, 7 9~M M  

are SAMs which grade parameters are 3, and ( )
min 0, 0,1, ,9iR i= = ; 3 UCAVs 

0 1 2{ , , }V V V  are used to attack 3 predefined targets 0 1 2{ , , }T T T , the velocity range of 

UCAV is [120m/s,200m/s]  and max 30θΔ = ; let 3stΔ = , and safe 3.6kmd = . The 

task precedence and timing constraints are shown in Tab.1 .The environment in which 
UCAVs are performing their tasks is shown in Fig.2 (a). 

The parameters used in algorithm are set as follows: S 10N = , 1α β= = , 5χ = , 

max 5gridsND = , and maximum interation number is 200. Fig.2 (b) shows the total 

paths of 3UCAVs in one typical simulation. 
Tab.2 shows the arrival times of 3UCAVs, Fig.3 shows the distance between 

different UCAVs during the flight process. It can be seen that the flight path of each 
UCAV satisfies typical cooperative constraints well. Fig.4 shows the convergence 
trace of cooperative performance criterion at each interation, Fig.4 (a) describes the 
sum of cooperative performance criterion of all UCAVs, and Fig.4 (b) describes the 
cooperative performance criterion of each UCAV. From the simulation results, we 
can see that the proposed algorithm can effectively generate cooperative flight paths 
for multi-UCAV under typical cooperative constraints. 

 

    

(a)                                                     (b) 

Fig. 2. Multi-UCAV Cooperative Path Planning Simulation 
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Table 1. The precedence and timing constraintsf headings 

Timing Constraints 
UCAV ( )iP V  

* *[ , ]j jET LT  / △t ( , ) ( , )
maxmin[ , ]j m j mdt dt / △t *

,j mTΔ  / △t 

V0 / [0, 150] / / 

V1 V0, V2 [0, 150] [10,15] after V0 and V2 10 after V0 and V2 
V2 V0 [0, 150] [1,5] after V0 2 after V0 

Table 2. The arrival times of multi-UCAV 

UCAV Arrival time / △t Satisfy task precedence 
Satisfy timing 

constraints 

V0 105 Yes Yes 

V1 116 Yes Yes 
V2 106 Yes Yes 
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Fig. 3. Distance between different UCAVs 
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(a)                                                        (b) 

Fig. 4. Convergence of cooperative performance criterion 

To illustrate the efficacy of our algorithm, we compare its performance with 
standard ACO and genetic algorithm (GA). The population size in GA is 30, and the 
maximum interation number is 200, 10 rounds of computer simulations are conducted 
for each algorithm. Fig.5 (a) and Fig.5 (b) show the convergence traces of the sum of 
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cooperative performance criterion for all UCAVs in one typical simulation, and the 
statistics of comparison results are shown in Tab.3. From the comparison results, we 
can find that the proposed algorithm can avoid local best solutions more efficiently 
and converges to better solutions more quickly. 
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Fig. 5. Comparison of the convergence performances for several algorithms 

Table 3. The statistics of comparison results 

 V0 V1 V2 Sum of criterion Satisfy constraints 
Our algorithm 858.5 1005.7 812.8 2677.0 Yes 

Standard ACO 903.5 1033.3 818.3 2755.1 Yes 
GA 906.6 1044.8 814.8 2766.2 Yes 

5   Conclusion 

In this paper, a cooperative performance criterion based on cooperation coefficient is 
presented to describe how the flight path of each UCAV fulfills the cooperative 
constraints. Then, an improved coevolutionary multi-ant-colony algorithm is designed 
and implemented to solve the afore-mentioned problem. The efficiency of the 
proposed algorithm is verified by simulations. The simulation results demonstrate that 
this proposed method do well in multi-UCAV cooperative path planning. Further, 
based on the proposed algorithm, we can implement parallel algorithm for real-time 
cooperative path planning. This work can make the algorithm more practical for the 
applications of multi-UCAV and is an important direction for our research. 
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Abstract. This paper deals with an autonomous flight algorithm design problem 
for the tilt-rotor airplane under development by Korea Aerospace Research 
Institute for simulation study. The objective of this paper is to design a 
guidance and control algorithm to follow the given command precisely. The 
approach to this objective is that model-based inversion is applied to the highly 
nonlinear tilt-rotor dynamics at fixed-wing mode (nacelle angle=0 deg), and 
then the classical controller is designed to satisfy overall system stabilization 
and precise command following performance. Especially, model uncertainties 
due to the tilt-rotor model itself and inversion process are adaptively 
compensated for in a simple neural network for performance robustness. The 
designed algorithm is evaluated from the nonlinear airplane simulation in fixed-
wing mode to analyze the command following performance for given trajectory. 
The simulation results show that the command following performance is 
satisfactory and control responses are within control limits without saturation. 

Keywords: KARI tilt-rotor airplane, command following, approximate model-
based inversion, adaptive control, neural network. 

1   Introduction 

A typical tilt-rotor airplane [1] has three flight modes such as rotary-wing mode, 
fixed-wing mode and transition mode between rotary-wing mode and fixed-wing 
mode. This type of airplane has some useful characteristics: vertical takeoff and 
landing of helicopter, and fast speed of airplane with fixed-wing. In general, the tilt-
rotor airplane has the dynamic characteristics of highly nonlinear, time-varying 
system with uncertainties of aerodynamics. In order to cope with the difficulties in 
controlling the airplane, this paper proposes a feedback linearization-based model 
reference adaptive control method [2]. This technique generates a linearized model of 
the nonlinear tilt-rotor airplane through dynamic model inversion. This technique has 
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some merits: any feedback control techniques available to the linear model are 
applicable to the technique, the controller resulted from this technique is of simple 
structure, and the gain-scheduling is not needed any more. However, this technique 
requires perfect knowledge of the dynamic system of the tilt-rotor airplane, which is 
impossible in practical sense. Recently, there has been developed an adaptive 
technique for compensating for model uncertainties originated from the dynamic 
inversion using neural network. In this approach the neural network-based adaptive 
control can eliminate the model error online so that the control effectiveness is 
enhanced and the requirement of exact knowledge of the vehicle dynamics is 
mitigated [3,4]. 

In this paper the tilt-rotor airplane that has been developed at Korea Aerospace 
Research Institute (KARI) for simulation study is utilized to study a flight control 
design technique of neural network-based adaptive control, where the flight mode 
of the airplane is at 0o -tile angle mode (Fixed-Wing Mode). Main contribution of 
this paper is that the proposed model reference adaptive control based on neural 
network is extended to the guidance control, and is applied to the tilt-rotor airplane 
developed at KARI. In section 2, dynamic characteristics of the KARI tilt-rotor 
airplane is explained. The adaptive control technique and its application to the tilt-
rotor airplane are discussed in section 3. In section 4, this technique is illustrated 
in the 6-DOF nonlinear tilt-rotor airplane model simulation to show the 
effectiveness of performance and robustness of this technique, followed by 
conclusion in section 5. 

2   Dynamic Model of the Tilt-Rotor Airplane 

The airplane under development at KARI in Korea is a tilt-rotor airplane similar to 
Bell 301 in Fig. 1 [1]. This tilt-rotor airplane has 6-DOF dynamics of rigid airplane 
states and two rotor blades dynamics of each 3 flapping motion. This airplane uses 
different controls of the longitudinal and lateral motion for the fixed-wing mode and 
the rotary-wing mode, and one flight control system with a mixer is utilized for 
overall flight regime. In the fixed-wing mode the flight controls are similar to a 
typical airplane as shown in Fig. 1. In the rotary-wing mode the flight controls are 
cyclic pitch and collective pitch for two rotor systems and in the transition mode the 
two controls using a mixer logic are utilized at the varied nacelle angle. 

 

   

Fig. 1. A Typical Tilt-Rotor Aircraft and Controls 
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3   Adaptive Control Based on Dynamic Model Inversion 

In this paper autonomous flight controller for the tilt-rotor aircraft in fixed-wing mode 
is designed. In the design approach the feedback linearization associated with state-
input level of the model is combined with the model reference adaptive control 
technique [5]. Especially, approximate dynamic model inversion is considered in this 
approach because the tilt-rotor aircraft dynamics are so complicate that the exact 
model information is usually impossible to be known. In the design process the model 
error and the model uncertainties are produced from the model inversion so that those 
models are cancelled by using a simple neural network. The final objective of this 
control system to be designed is to let the tilt-rotor aircraft in fixed-wing mode follow 
the guidance command coming out of the waypoint generator shown in Fig. 2. When 
the guidance command is given to the outer loop logic, the inner loop logic is initiated 
from the outer loop command in Fig. 2 where inner loop commands are pitch rate 
command, roll and yaw rate command. The inner loop logic generates the outputs of 
elevator, aileron and ruder inputs to the tilt-rotor aircraft. Note that the throttle input 
to the tilt-rotor aircraft is generated in the outer loop logic. Also the inner loop has 
stability augmentation logic for attitude stabilization of the tilt-rotor aircraft [6]. 

In the following sections, the outer loop logic and the inner loop logic are 
separately designed using the dynamic model inversion, and the compensation of the 
model uncertainties using neural network introduced in this paper. Note that the inner 
loop logic and the throttle input from the outer loop logic are based on approximate 
model inversion because of the lack of the model information. 

Inner Loop
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Outer Loop (Position Controller) Inner Loop (Attitude Controller)  

Fig. 2. Autonomous Flight Guidance and Control Algorithm in the Fixed-Wing Mode 

3.1   Outer-Loop Control Logic Design 

In this section the outer loop logic is designed for following commands available from 
the navigation logic shown in Fig. 2. The commands from the navigation logic are the 
positions and the velocity ( , ,X Y Z ) in the inertial frame. However the information to 
be directly used in the outer loop logic is the commands obtained from the coordinate 
transformation of the inertial frame to the body frame, from which the velocity ( TV ), 

the angle of attack (α ), the sideslip angle ( β ) are obtained. Once the components of 
the velocity ( TV ), the angle of attack (α ), the sideslip angle ( β ) are obtained, the 
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dynamic model inversion based on approximate information of the plant model is 
applied to designing the outer loop logic. The pseudo-controls in this logic are those 
for the velocity, the angle of attack, and the sideslip angle. For the pseudo-control 
design, the proportional-integral controller is introduced to the outer loop logic as 
defined in Eq. (1). 

( ) ( ) for , ,cP I c TK K Vχν χχ χ χ χ α β= − + − =∫ . (1) 

From the force dynamics of the KARI tilt-rotor aircraft the angle of attack related 
equation is expressed in Eq. (2).  

cos tan sin tan
cos

WQ
Q P Rα α β α β

β
= − − − , (2) 

where the pitch rate WQ is expressed in the wind frame, which is obtained from the 

relation to the accelerations available from the acceleration sensors in the Z-axis of 
the body frame. From Eq. (2) the pitch rate equation is obtained, and then applying to 
the feedback linearization technique realizes the pitch rate command to be required in 
the outer loop logic, to which the pseudo-control ( αν ) is introduced,  

cos tan sin tan
cos

W
des

Q
Q P Rαν α β α β

β
= + − + . (3) 

Next, the pitch angle command ( desθ ) is obtained from the expression of Eq. (4). 

Combined with the attitude angles relation to the aircraft angular velocities, the pitch 
angle after integration of the angular rate is obtained as shown in Eq. (4) 

cos sindes desQ rθ φ φ= − . (4) 

Furthermore the roll/yaw rates commands except the pitch angle are required in the 
inner loop logic. In order to have the yaw rate ( desR ) of the tilt-rotor aircraft the force 

dynamics of the aircraft are utilized showing the sideslip angle dynamic equation in 
Eq. (5) 

sin cosWR P Rβ α α= + − , (5) 

where the yaw rate wR is expressed in the wind frame. Introducing the pseudo-control 

( βν ) to Eq. (5) produces the desired yaw rate command ( desR ) shown in Eq. (6), 

where the angle of attack is within appropriate region during the maneuver of the 
aircraft in the fixed-wing mode.    

( )sin cosR R pdes w ν α αβ= − + . (6) 

In the sequel, the roll rate command is designed as follows. The tilt-rotor aircraft in 

the fixed-wing mode is supposed to be in the turn coordination state (
des

φ ). The 

desired roll rate command ( desP ) is obtained from the attitude angles and the aircraft 

angular velocity, as shown in Eq. (7)  
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sindes desP φ ψ θ= − . (7) 

So far the output signals of pitch command in Eq. (4), roll/yaw rate commands in Eq. 
(6) and (7) from the outer loop logic are obtained. In order to follow the trajectory 
given from the navigation logic, the LOS (Line of Sight) guidance is used to track the 
trajectory, shown in Fig. 3.  
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Fig. 3. LOS Guidance Logic 

In Fig. 3 it is shown that the straight line connected from the waypoint 1 to the 
waypoint 2 makes the heading angle (

12WPψ ) and the correcting heading angle ( LPeψ ) is 

generated to head up the tilt-rotor aircraft toward the desired track where the 
correcting heading angle ( LPeψ ) is defined from Fig. 3 

( )1tan sgn eP
LPe e

K Pe
P

L
ψ − ⎛ ⎞⋅

= −⎜ ⎟⎜ ⎟
⎝ ⎠

, (8) 

where L  denotes the distance from the dP  point to the point across the LOS vector on 

the track to follow from the waypoint 1 to the waypoint 2, as defined in Eq. (9). 

uL K u= ⋅ . (9) 

Also uK is a design parameter, and Pe  is the shortest distance from the aircraft to the 

point on the track connecting two waypoints given in Fig. 3. Also PeK  is a design 

parameter. Finally LOS guidance law is obtained from the information of the shortest 
distance eP  and the distance of L  from the point dP  to the point LOSP  in Fig. 3, as 

shown in Eq. (10)  

12cmd WP LPeψ ψ ψ= + . (10) 

3.2   Inner-Loop Control Logic Design 

In this section the inner loop logic in Fig. 2 is designed for the tilt-rotor aircraft in the 
fixed-wing mode. Inner loop logic in the aircraft is related with stabilization of the 
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attitude motion in longitudinal and lateral dynamics. In this design approach the inner-
loop logic and the outer-loop logic are dynamically separated such that the inner-loop 
logic has the time constant less than the time constant of the outer loop logic. Hence 
the control bandwidth of the outer-loop logic is lower than that of the inner-loop logic. 
In the inner loop logic the approximate dynamic model inversion plays a role to 
stabilize the attitude motion of the tilt-rotor aircraft. The dynamic model inversion is 
based on the linear model obtained from a trim of the aircraft in the fixed-wing model, 
where this linear model is expressed in state space given in Eq. (11)  

δΛΞ+ΧΓ=Ω  ˆ ˆ
BB , (11) 

where Γ̂  and Ξ̂  are depicted to be the matrices for state variables and control inputs 
with proper dimensions, and the associated variables are defined as follows;  

{ }Tpae δδδδ ΔΔΔ=Λ ,, , { }T
B rqp ,,=Ω , { }T

cB rpvqwu δΔΔΔΔ=Χ ,,,,,, .  

From Eq. (11) the following control input to the tilt-rotor aircraft ( δΛ̂ ) is obtained 

using the approximate dynamic inversion for the inner-loop logic shown in Eq. (12) 

{ }B
c
B ΧΓ−ΩΞ=Λ −  ˆˆˆ 1

δ , (12) 

where c
BΩ denotes the desired angular velocity. But these variables are not able to be 

directly obtained from the outer-loop logic. This would be discussed later in this paper. 
The pseudo-controls ( jU ) for the inner-loop logic are defined to be in Eq. (13).  

 ,    , ,
j j

com adj
U U U j p rc ω θ= + − = , (13) 

where jU denotes the proportional-derivative (PD) control ( θU ) for the longitudinal 

axis and the proportional-integral (PI) control ( rp UU , ) for the lateral axis, 

respectively. The pseudo-control (PI) in the roll axis can be expressed as follows:  

∫⋅+⋅=
t

t
dPIKPPKpU

0

~~ τ , (14) 

where PPP c −=~
denotes the roll angular velocity error between the commanded and 

the actual roll rate. Also the desired commanded rate in Eq. (13) is expressed in  
Eq. (15). 

[ ]Tccccom RP Θ=ω . (15) 

However, the required commands to the inner-loop logic are defined as follows: 

T
DDD

c
B rqp ][=Ω . (16) 

The commands defined in Eq. (16) are obtained from the relation between the Euler 
angle and the angular rate of the tilt-rotor aircraft, as shown in Eq. (17) 
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=
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)()(2)()(/θ . (17) 

In the above, the model inversion is based on the approximate linear model so that 
there is the uncertain model error originated from the imperfect model inversion. Due 
to the uncertain model error in the controller design phase, the model error is going to 
be compensated for. This model error can be obtained from Eq. (18). 

)ˆ ˆ ˆ( δδ ΛΞ+ΧΓ−Ω= BB . (18) 

For the longitudinal axis of the inner-loop logic in Fig. 2, Eq. (18) is expressed as 
shown in Eq. (19). 

)()( 32 Φ⋅−Φ⋅+=Θ SinCosU δδθ . (19) 

Substituting Eq. (13) to Eq. (19) gives the error equation for the longitudinal axis of 
the inner-loop logic, shown in Eq. (20). 

( )D P adK K U
θ θθ θ θ ε+ ⋅ + = − , (20) 

where the pitch angle error is defined as follows: 

Θ−Θ= Cθ~ , )()( 32 Φ⋅−Φ⋅= SinCos δδε θ . (21) 

The error dynamic equation is a typical 2-nd order differential equation so that the 
coefficients of the equation ( DK , pK ) can be determined from the following relation 

given in Eq. (22). 

2,2 nPnD KK ωξω == . (22) 

In this design process the relation of the coefficients ( DK , pK ) and the damping ratio 

( ξ ) and the natural frequency ( nω ) is set to satisfy the handling quality shown in 

MIL-SPEC 8785C in which the overshoot and the settling time for unit step response 
is less than ±10% and 10sec, respectively. In this controller design, the overshoot less 
than 5% ( 8.0=ς ) and the settling time less than 1.5sec ( rad/sec 5.2=nω ) are satisfied.  

3.3   Compensation for Model Error in Neural Network 

The approximate dynamic model inversion requires compensation for the uncertain 
model resulted from the inversion process. For the purpose of it a neural network is 
introduced to the inner loop control. The neural network describes the uncertain 
nonlinear model error as close as possible, and the weighted neural network tries to 
cancel the model error where the weights are updated online. In this study Sigma Pi-
Neural Network (SP-NN) is adopted to compensate for the model error, as shown in 
Fig. 4, where SP-NN is described in Eq. (23) 
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( )

1

, ,ˆ ˆˆ ( ) ( ) ( , , ) ( ) ( , , )     T

ij ij i iAD i

N

j

p ru t t x x u t x x u i θα ϕ α φ
=

′′= = =∑ , (23) 

where )(ˆ tiα is the weights of neural network and )(⋅′iφ is the basis function of the 

neural network. For instance, the weights of the neural network for the longitudinal 
motion of the tilt-rotor aircraft are determined to meet Lyapunov stability condition. 
For Lyapunov stability guaranteed in the longitudinal channel, the error equation in 
Eq. (20) is expressed as follows: 

)(
)( θθ ε

θ
−+= ADUbeAe , (24) 

where the error state vector ( θe ) and the associated matrices are defined to be as 

follows: 

T
e ⎥⎦

⎤
⎢⎣
⎡= θθθ

~~
, ⎥

⎦
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⎦

⎤
⎢
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⎡
−−

=
1

0
,

10
b

KK
A

DP
. (25) 

The system matrix of A given in Eq. (25) should be Hurwitz according to Lyapunov 
stability theorem, and the weights on the neural network in Eq. (23) satisfies the 
following adaptation rule [4] as shown in Eq. (26) 

 
                 0                    

  ),,(
)(ˆ

2

2

⎪⎩

⎪
⎨
⎧

≤
>′Χ−

=
o

o
T

efor

eforuxxbe
t

ε
εφγ

α
θ

θθθθθ
θ , (26) 

where the matrix ( 0>Χθ ) satisfies the following condition 

2IAA T −=Χ+Χ θθ ,  

and 2I  is a unit matrix. Note that the inner loop logic is depicted in Fig. 4. 
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Fig. 6. Command Following Responses in Inner-Loop Control 

4   Nonlinear Simulation for KARI Tilt-Rotor Aircraft 

In this section the numerical simulation using 6-DOF nonlinear tilt-rotor aircraft 
developed by KARI for simulation purpose is conducted to evaluate the performance 
of the flight control system designed in section 3. The linear model for the dynamic 
model inversion is obtained from linearization at a trim of 200 Knots in forward 
flight, 1000 ft of altitude and 0o of nacelle tilt angle. The waypoints are depicted in 
Fig. 5 and the trajectory to be followed by the aircraft is generated by connecting the 
adjacent waypoints in straight line. The trajectory consists of two parts: one part of 
the trajectory from North to East with 90 deg turn with initial velocity of 200 Knots, 
and the other for landing from East. It is noted that the proportional gain PK

ψ
=0.5 is 

selected for the roll command cmdφ  and the gains for LOS guidance are determined to 

be 1.0uK =  and 0.15PeK = . The simulation results are shown in Fig. 5 and Fig. 6, 

respectively. In Fig. 5 the trajectory following performance in XY-plane of the 
inertial frame is shown that the following performance is excellent in the aid of LOS 
guidance in Eq. (8). The altitude response is satisfactory as shown in Fig. 5 even 
though there is some altitude error because the error is relatively small compared with 
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the scale of the altitude. It is observed that the altitude error is caused by the pitch 
command obtained from the transformation of the information to that in the body 
frame. In Fig. 6 the time responses of the pitch rate, the roll/yaw rate and those of the 
neural network weights are shown. It is observed that those rate responses are 
excellent and the weights of the neural network work well in such a way that the 
neural network for each three axes stop working when the error ( ie ) is reached 

within the limits given in Eq. (26). 

5   Conclusion 

In this paper model reference adaptive control using neural network is introduced to 
design a command following controller for the KARI tilt-rotor aircraft. Approximate 
dynamic model inversion causes the nonlinear model error. The model error is 
compensated for using SP-NN. According to Lyapunov stability theorem the weights 
on the neural network are updated online. The command following controller for the 
aircraft is designed based on the dynamic characteristics of time scale separation into 
the inner-loop logic (fast time response) and the outer-loop logic (slow time 
response). To enhance the performance of following commands given from 
navigation logic, LOS guidance is incorporated into the outer-loop logic. From 
numerical simulation of the 6-DOF nonlinear aircraft, it is observed that performance 
of the command following is excellent and the neural network works well.  

Acknowledgement 

This work was supported by the 2006 Research Fund of University of Ulsan. 

References 

1. Harendra, P.B., Joglekar, M.J., Gaffey, T.M., Marr, R.L.: A Mathematical Model for Real 
Time Flight Simulation of the Bell Model 301 Tilt Rotor Research Aircraft. REPORT 301-
099-001 (1973) 

2. Baker, R.C., Charlie, B.: Nonlinear Unstable Systems. International Journal of 
Control 23(4), 123–145 (1989) 

3. Troudet, T., Garg, S., Merrill, W.C.: Neural Network Application to Aircraft Control 
System Design. In: Proc. of AIAA Guidance, Navigation and Control Conference, vol. II, 
pp. 993–1009 (1991) 

4. Kannan, S.K., Johnson, E.N.: Adaptive Trajectory Based Control for Autonomous 
Helicopters. In: AIAA Digital Avionics Conference, number 358, Irvine, CA (2002) 

5. Yoon, H.S., Ha, C.K.: Robust Adaptive Nonlinear Control for Tilt-Rotor UAV. In: 2004 
ICCAS International Conference on Control, Automation and Systems, Bangkok, 
Thailand, pp. 57–62 (2004) 

6. Rysdyk, R.T., Calise, A.J.: Adaptive Model Inversion Flight Control for Tiltrotor Aircraft. 
American Helicopter Society 54th Annual Forum (1998) 



D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 856–869, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

INS/GPS Integration System with DCM Based 
Orientation Measurement 

Ho Quoc Phuong Nguyen1, Hee-Jun Kang2,*, Young-Soo Suh2,  
and Young-Shick Ro2 

1 Graduate School of Electrical Engineering, University of Ulsan,  
680-749, Ulsan, South Korea 

qtquocphuong@mail.ulsan.ac.kr 
2 School of Electrical Engineering, University of Ulsan, 

680-749, Ulsan, South Korea 
{hjkang,yssuh,ysro}@ulsan.ac.kr 

Abstract. This paper works toward the development and implementation of a 
INS/GPS integration system for the land vehicle application. A developed INS 
system is introduced to keep measuring the position/orientation of the vehicle 
when the vehicle is passed through GPS signal shading area. A new orientation 
scheme is studied to full fill the measurement states of the integration system. 
Roll/pitch estimation compensating external acceleration is performed with 
inertial sensors and yaw angle is obtained with GPS information. And then, the 
orientation information is supplied to the linearized Kalman filter of error 
model. This process is shown to improve the performance of the integration 
system.  The field test was performed along a non-flat contour with some 
dismissals of GPS on it. 

Keywords: GPS/INS Integration, Orientation Measurement, Error Model. 

1   Introduction 

Recently, intelligent vehicle systems have been developed quickly in which 
information about vehicle dynamic states including position, velocity and orientation 
become necessary. INS/GPS integration system plays the most important role in 
supplying that information to other tasks such as navigation in urban environment, in 
tunnel, vehicle stability control, antilock brake system, side slip control and so on [8] 
[9]. For this purpose, low cost strapdown Inertial Navigation System (INS) aiding 
with Global Positioning System (GPS) is used. 

The low-cost strapdown INS tends to have large accumulated error but acceptable 
in short time. Global Positioning System tends to have some sudden large time of 
outage but have no accumulated error. The integration system preserves the good 
point of long-time robust from GPS and short-time accuracy and self localization 
from the INS. Because of this complement property, the integration of INS/GPS is 
                                                           
* Corresponding author. 
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widely used in practical [1]. On the same root, many works have been done to solve 
some aspects of this integration system such as adding vision and radar [3], 
considering the lever arm case between the GPS and inertial measurement unit [4], 
calibrating and initializing [5]. 

Among many integration methods with different complexity [6],[7], the dynamics 
error model which is derived on the local geographic frame is most applied [1]. In  
the system, INS mechanization help propagate from input sensors data to have the 
position, velocity and orientation as outputs. GPS supplies position and velocity to the 
linearized Kalman filter of error model as measurement. Here, measurement includes 
six information, three position components and three velocity components. The three 
remain information are orientation components include roll, pitch and yaw angle. 
Some other researchers try to use external sensors for this adding purpose such as 
inclinometers or GPS based attitude determination [11]. In this paper, a new stand-
alone roll-pitch estimation scheme was implemented which uses the INS data itself to 
generate attitude for the error model’s measurement. And the remaining yaw angle is 
obtained by switching between a magnetic compass outputs and GPS-based heading 
angle. With these three new ones, we have the full measurement for INS/GPS 
integration error model include nine components. With full measurement, the system 
can be preserved from accumulated errors and so it can run in a long time without 
restarting. 

In order to estimate the attitude using inertial sensors, the difficulties to overcome 
is how to compensate the external acceleration which is mentioned in [2] and which 
method is used to avoid the singularity. In this paper, the DCM based attitude 
estimation compensating external acceleration is first derived. The estimator uses 
whole inertial sensors as input and adjusts the belief degree between gyrometers and 
accelerometers to generate the answer angles. The method is proved to have no 
singularity. The output could be used independently even though there was no other 
navigation solution available. 

2   Nomenclatures 

Mechanical relationships in this paper are written on four coordinate systems:  inertial 
frame “i”, Earth Central Earth Fixed “e” , navigation frame “n” and body fixed 
frame “b’’. And here are some notations: 
 

DCM, nbC : Direction Cosine Matrix(from frame n to b) 
nP   : Position in frame n 
nV   : Velocity in frame n 

,n nP Vδ δ : Position/velocity error in frame n 
nδ ψ  : Misalignment angle between the estimated attitude and the true one in 

frame n 
b
ibω  : Angular rate of the frame b with respect to the frame i, considered  in 

frame b 
b
ibω⎡ ⎤×⎣ ⎦  : Skew matrix made by the three component of b ibω  

nf  : Acceleration consider in frame n 
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3   INS/GPS Integration 

The INS/GPS integration algorithm use INS mechanization as the main navigated 
information source. One Kalman filter-based dynamics error model is using to 
estimate the error may occurs inside the INS mechanization compared with GPS 
information. Estimated error is used to fix the INS mechanization information. The 
navigation solution is solved in navigation frame. 

3.1   INS Mechanization and Its Error Model 

The INS mechanization takes inertial sensors data, propagates to get the position, 
velocity and also orientation. The classification of this module is low cost, strapdown 
INS - in contrast with gimbal INS. The main difference between gimbal and 
strapdown INS is at the orientation solution. In the strapdown INS orientation solution 
is computed from the angular rates measured by the three gyroscopes and the initial 
orientation to reach the desired orientation overtime. There are a number of 
algorithms available for orientation propagation namely, Euler, Direction Cosine and 
Quaternion methods. The Direction Cosine Method (DCM) is commonly used in all 
forms of inertial navigation. It is also offered the best representation for land 
navigation application. 

In this research, INS mechanization is computed in navigation-frame. Inertial 
navigation equations written in navigation-frame which were mentioned in [6] could 
be addressed as Eqs. (1-3) below 

n nP V=  (1) 

2 ( ( ) [ ])n n b n n n n n n n
b in in inV C f V g P Pω ω ω= − + −× × ×  (2) 

[ ]n n b
b b nbC C ω= ×  (3) 

Where, [2 ]n n
in Vω ×  is Coriolis part. [ ]n n n

in in Pω ω× ×  is Centrifugal part, when 

Earth rotation is considered. And for convenience, b b b b
nb ni ib ibω ω ω ω= +  

because the relative rotation velocity of the navigation frame with respect to inertial 
frame, b niω , is much smaller compared with b ibω ( gyrometer output). 

Error model of given INS mechanization was built to evaluate the effect of error 
sources on sensors and on computed implementation to the inertial navigation system. 
This part presents the development of the error equations that is accomplished by 
perturbing or linearizing the nominal equation.  

The orientation error ( nδ ψ ) is defined as the misalignment angle between the 

estimated orientation and the true orientation. The errors in the velocity ( nVδ ) and 

position ( nPδ ) are defined as the estimated quantity minus the true quantity. Follow 
[1], we have process error equations as following 
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 (4) 

In which, variables error model is 

[ , , ]n n n TX P Vδ δ δ δ ψ=  (5) 

From relationship in Eq.(4), process model is established as Eq.(6) 

t t tX F X G wδ δ= +  (6) 
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0 0 [ ]

0 0 0

n
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I

F f
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⎢ ⎥
⎢ ⎥= ×⎢ ⎥
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⎣ ⎦

,  

0 0 0

0 0

0 0

n
b

n
b

tG C

C

⎡ ⎤
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

 (7) 

Where, tF , tG are varied with time and must be linearized in each updated circle. 
Process noises involve the error of accelerometer and gyrometer. It is assumed to 

be Gaussian white noise. 

3 3[0 ]b b T
ibtw fδ δ ω×=  (8) 

Error model in Eq.(6) becomes process model of a linearized Kalman filter. Error  
of INS mechanization is estimated by Kalman filter, the detailed algorithm and data 
flows are discussed in part 3.4 of this paper. The filter takes information from INS 
mechanization module, GPS, DCM and also raw gyrometers and accelerometers data 
to generate the estimated error as output.  

3.2   Roll/Pitch Estimation 

In this part, a new attitude determination algorithm is presented, in which external 
acceleration is considered and compensated. This module help generate two 
comparative inputs for error model in the previous part.  

DCM is written in term of rotation matrix ( nb C ) that describes the orientation of 
coordinates frames “b” with respect to navigation frame “n”.  Rotation order is about 
zz’, yy’ and then xx’ corresponding to Euler angles: yaw ( )ψ , pitch ( )θ , roll ( )φ .   

Rotation matrix nb C   can be expressed as Eq. (9) which was described in [5]: 

c c c s s s c s s c s c

c s c c s s s s c c s s

s s c c c

n
b C

θ ψ φ ψ φ θ ψ φ ψ φ θ ψ

θ ψ φ ψ φ θ ψ φ ψ φ θ ψ

θ φ θ φ θ

− + +

= + − +

−

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (9) 

The notation “s” refers to sine and “c” refers to cosine. The transformation matrix 
n
b C can be obtained with the following integration [5]. 
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Normally, whole DCM is updated. However, we can update each line of DCM 
matrix separately as below:  

31 33 32

32 33 31

32 3133

0

0

0

n bn n
b xb b

n n n b
b b b y

n n bn
b b zb

C C C

C C C

C CC

ω

ω

ω

−

−

−

⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥=⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎣ ⎦

 
(10) 

Where, 3
n
b xC is the component of DCM at position (3,x) and , ,b b b

x y zω ω ω are 

angular velocity state with respect to the body-fixed frame which measured by 
gyrometers. So, even though using the DCM method, only three states must be 
updated in each circle.   

Measurements model: 

31

32

33

0

0

b n
x b

b n T n
y b b

nb
bz

f C

f C g

g Cf

⎡ ⎤ ⎡ ⎤⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ = = ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥⎣ ⎦⎢ ⎥ ⎢ ⎥⎣ ⎦⎣ ⎦

C  (11) 

Although relationships in Eq.(10) means we integrate by time the angular velocity to 
have the true angle, however, the angles can be directly produced from accelerometer 
data. We use these accelerometer data as the measurements for the filter as Eq.(11). 
Output of the filter adapts from these two sources. To adjust the believable degree in 
which source, we change the measurement covariance values in Kalman Filter. The 
mechanical relationship is applied to the Kalman Filter as following form  

( ) ( ) ( )tx t x t w t= Φ +  (12) 

( ) ( ) ( )z t x t v t= Γ +  (13) 

Where tΦ are varied with time and must be linearized in each updated circle as  

3 3 3

3 3 3 3
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× ×
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⎢ ⎥Φ = ⎢ ⎥⎢ ⎥⎣ ⎦

,

33 32

3 33 31

32 31

0

0

0

n n
b b

n n
b b

n n
b b

C C

C C C

C C

⎡ ⎤−⎢ ⎥
⎢ ⎥

= −⎢ ⎥
⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

 

6 6 60 I×
⎡ ⎤Γ = ⎢ ⎥⎣ ⎦  

 

(14) 

Notice that the state-variables include three components of DCM and three angular 
velocity components as Eq. (15). While, the measurement include totally six sensors 
output as Eq. (16) 

31 32 33( ) n n n
b b b x y z

b b bt C C C ω ω ω= ⎡ ⎤
⎢ ⎥⎣ ⎦x  (15) 
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( ) b b b b b b
y z x y zxt f f f ω ω ω= ⎡ ⎤⎢ ⎥⎣ ⎦z  (16) 

For simplicity reason, the notations in Eq. (16) imply the following original denotes 
b b

x ibxf f≡ and b b
x ibxω ω≡  which are output signal from the accelerometers and 

gyrometers, respectively. 

9 9 9 3

3 3 3 3

0 0
{ ( ) ( )}

0 .
T

attQ E w t w t
q I

× ×

× ×

⎡ ⎤
⎢ ⎥= = ⎢ ⎥⎢ ⎥⎣ ⎦

 (17) 
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0
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r I
R E v t v t

r I

× ×

× ×

⎡ ⎤
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 (18) 

In Eq. (18) accelerometer measurement noise covariance values can be adjusted to 
compensate the effect of external acceleration. q-value is also chosen to maintain the 
smooth of output response 

5 4 2 , 6. 3 , 2 4a gr E r E q E= − → = − = −  (19) 

These adjustment based on the following criteria 

2 2 2( , , ) 1x y z x y zf a a a a a a σ= + + − >  (20) 

After DCM is updated, normalization is necessary for preventing the unit property. 
When the three components of DCM are estimated, attitude could be computed easily 
[7].  

3.3   Heading Evaluation 

Orientation consists of three Euler angles, two attitude angles which are estimated in 
previous section and the remaining one is heading angle. In order to evaluate heading, 
two methods are used. First, magnetic compass is used when the vehicle is in initial 
state or static state because of the slowly response of magnetic compass on angular 
changing and the magnetic disturbance of vehicle body. With the knowledge of 
attitude angles, the measured magnetic field vector can be projected on a horizontal 
plane parallel to the Earth’s surface follows [10] 

Second, GPS based heading is used when the vehicle moving upward with certain 
velocity: 

1

1

| |
| |

n n
x xk k

n n
y yk k

atan
P P
P P

ψ −

−

⎛ ⎞⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜⎝ ⎠
−

=
−

 (21) 

3.4   Integration Method 

For illustrating the algorithm, Fig. 1 shows the data flows from different sensors 
sources and the way to integrate them into a system. 
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Fig. 1. Data flows for whole algorithm 

Fig. 1 shows the direct feedback diagram in which result position, velocity and 
orientation. Characteristics of this direct feedback system could be addressed as 
below 

 
1. The frequency of INS is 100Hz, when the frequency of GPS is normally 1Hz so, 
in fact, the purpose is using INS mechanization to calculate the navigation 
information between the time of two GPS data. Error model is linear Kalman filter 
work on error states between inertial navigating states and GPS adding measurements 
during that time.Whenever a new GPS data is received, the error states are added to 
the propagation values from the INS mechanization to have the fixed states. 
2. INS is a high dynamic system, the inaccuracy in sensors data, such as bias, and 
intermediate information, such as translation velocity, causes large error in output 
result.  So, the fixed states must be fed back to the INS mechanization to preserve the 
unbounded growth in error observations.  

 
As input of integration filter, the measurements from the GPS receiver, attitude 

estimation and GPS heading are subtracted with INS mechanization output to 
generate error in position, velocity, attitude and heading. Whenever a measurement 
source become available, an error model measurement is obtained and the filter then 
updates the estimate of the error state in the inertial unit. Derivation of the filter 
process model is prescribed in section 3.1. Corresponding to process model in section 
3.1, the measurement model is used as 

9 9 ( )( ) ( ) ( ) x kz k H k x k I ×==  (22) 
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Using the measurements from GPS, attitude and heading which as follow 

.

( ) ( )

( ) ( )

( )( )( )

( )( )

( ) ( )

inertial GPS

inertial GPS

AttEstinertial

Att Estinertial

inertial GPSCal

P k P k

V k V k

kkz k

kk

k k

φφ

θθ

ψ ψ

⎡ ⎤−
⎢ ⎥
⎢ ⎥−⎢ ⎥
⎢ ⎥
⎢ ⎥⎡ ⎤⎡ ⎤= ⎢ ⎥⎢ ⎥⎢ ⎥ −⎢ ⎥⎢ ⎥⎢ ⎥
⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥
⎢ ⎥−⎢ ⎥⎣ ⎦

 (23) 

Filter is adjust based on the measurement noise covariance matrix as follow 

2 2 2 2 2 2( ) ( ), , , , ,GPS PN PE PD VN VE VDR k diag σ σ σ σ σ σ=  (24) 

2 2 2( ) ( ), ,ORNT ATT ATT HEADR k diag σ σ σ=  (25) 

6 3

3 6

( ) 0
( )

0 ( )

GPS

ORNT

R k
R k

R k

×

×

=
⎡ ⎤
⎢ ⎥
⎢ ⎥⎢ ⎥⎣ ⎦

 (26) 

Where, the individual variances of GPSR  are obtained from the GDOP values while 
2
ATTσ  and 2

HEADσ  are chosen experimentally up to the parameters in the attitude 

estimation and GPS position perturbation. And diag() is the diagonal matrix with 
given components in order. 

4   Implementation 

This work involves development of an INS/GPS integration system for the land vehicle 
application. Install the measurement system to a car ran around Mun-su Stadium, the 
contour covers about 3km un-flat road. The road map is showed in Fig. 5. 

4.1   System Description 

A low cost, strapdown IMU was made with some parameters in the Table 1. It is 
packaged as a compact, aluminium box and mounted in the car trunk (Fig. 2). 
 

 
IMU 

 
Install IMU to car 

Fig. 2. Inertial Measurement Unit and its installation in car 
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Commercial accuracy GPS is used with antenna is put outside so that it is near the 
IMU. Data from IMU and GPS is collected parallel to process offline. See Table 1 for 
more details. 

Table 1. Hardware Details 

Inertial Measurement Unit – (Our product) 
Common 
  

100 Hz, 10 bit ADC, RS232 interface, baudrate 
112500 

Accelerometer 
ADXL202B 

Range +/- 2g, dual axis 
Low cost (US30$) 

Gyrometer 
ADXRS150 

 +/-150 degree/s Single Chip Yaw  
Low cost (US70$) 

Mag. Compass 
HMC2003 

3-axis magnetometer, 40 micro-gauss to ±2 gauss 
at 1V/gauss 

GPS Module 
GPS 
Novatel, Propak-G2 

Accuracy in single mode: 2m. Control mode: 
“bestxyz”. Extracts data in format: WGS84 ECEF 

 
In the experiments, the vehicle must be kept stationary for 10 seconds for 

collecting the bias and initializing. That mean the first 500 data used to set the bias 
and then, next 500 data used to calculate the initial states. After that, the information 
is divided into two main sources, one to the INS mechanization to evaluate the main 
navigation information, the other to the measurement estimated part to produce the 
adding data. Subtract the main navigation with the adding navigation information; we 
have the inputs for the error model. Results are the main navigation states from INS 
mechanization subtracted with the errors estimated. And also, the results are fed back 
to INS mechanization to adjust its state. 

4.2   Results 

In this part, results of orientation estimation and INS/GPS integration system are 
shown. Comparisons focus on the improving in performance when number of 
measurement increases from six [1] up to nine components. 

4.2.1   Orientation Estimation Parameters Turning 
Fig. 3 shows the experiment result was made indoor to turn the attitude estimation 
Kalman filter. Without external acceleration adaptively compensating, the error 
between the estimated roll angle and the encoder reference angle is about 14 deg. It 
decreases to 6 deg when using compensation technique. 

Fig. 4 shows the measurements from the attitude estimation and the GPS based 
heading in outdoor experiment. Property of the orientation solution without adding is 
that the bias errors and the calculated errors through time can not be fixed. So that, as 
time gone by, the accuracy of integration system decreases. 

The property of the attitude estimation using accelerometers and gyrometers 
combination is that there still be some effects of external acceleration can not be 
compensated completely. However the dot lines show that, they contain no error  
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Fig. 3. Roll angle estimation with/without external acceleration adaptively compensating  

accumulated. That mean as time gone by, the system could be prevented from 
orientation accumulated errors and then position accumulated errors. 

The property of heading base on GPS position is that whenever the vehicle runs 
forward, this algorithm can show quite accuracy heading ( the dot line reaches 360 
deg when the vehicle covers one circle).  Problem is the resolution of GPS is around 
meter, the same lever of vehicle movement in one seconds. Hence, there are some 
points that the measurement is wrong. Those are some drops in the third plot of Fig. 4. 
So, turning purpose is determining some criteria to decide which the accuracy 
measurements are and which wrong ones are. Name a few, limited max-min variation, 
limited gravity value and limited variant gravity value are applied. 

 

 
Fig. 4. Attitude and heading measurements 

4.2.2   Error Model Noise Covariance Turning 
In this test, GPS value is regularly enabled 20 seconds, disabled 10 seconds and so on. 
The purpose is testing the ability of the integration system in keeping trajectory without 
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GPS signal. In order to determine the parameters for error model, consider the error 
variance in two cases: first is error variance values in case every second GPS updated 
and second is error variance values in case 10 second GPS updated. From the analyzing 
of error variance values, we have some ideas that made the system work properly:  
 

- First, measurement noise covariance values of error model can be chosen as the 
covariance values when GPS is updated every second 

- Second, position and velocity process noise covariance values must be bigger 
than corresponding measurement noise covariance values several times to keep the 
system updates GPS position fast enough and the system can suffer the big error of 
10s outage. The orientation noise covariance is smaller than corresponding 
measurement noise covariance as orientation information cause sensitive effect on 
output response, we should believe more in model to keep the system stable. The 
covariance values of error model are chosen as 

Table 2. Error model noise covariance values 

r/q dPx dPy dPz dVx dVy dVz dPsix dPsiy dPsiz 

r 13 24 3 0.7 0.5 0.2 1E-3 1.5E-3 0.01 

q 100 100 15 3.5 2 0.1 5E-4 7E-4 0.005 

 

 

 

Fig. 5. The contour in North-East plane.Full measurement error model. The car ran around 
Mun-su stadium with the velocity of 40-50 km/h. In comparison, the real map is put in upper 
corner. 
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Fig. 5 shows that even the outages happen at the corners in the contour, position 
plot on North-East plane is still smooth. In case of 10 second outage, the detailed plot 
of position error and orientation error are showed in Fig. 6 and Fig. 7. 

 

 

Fig. 6. Position error in case of full measurement error model, 10 second GPS outage 

 

 

Fig. 7. Estimated Attitude and Heading compared with the corresponding measurements 

4.2.3   Full Measurements Error Model in Comparison with Six Measurements 
One 

In this part, efficiency of applying orientation measurement to error model is 
evaluated.  Compared model which has no orientation updated is used. 

Analytically, let consider the errors of the two cases in Fig. 6 and Fig. 8. Errors are 
calculated as the subtraction between the INS position components with the 
correspondent GPS position components if GPS signal is enable. In case of GPS 
signal is not available, set the error to be zero until the next GPS signal. 
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Fig. 6 shows the error of full measurement (9 measurements). The maximum error 
is 46m after 10 second outage. The average error is much smaller, around 9m for 10 
second outage. 

 

 
Fig. 8. Position error in case of six measurement error model, 10 second GPS outage 

In order to compare the new method with the conventional one, Fig. 8 shows the 
error in the case without orientation measurements (6 measurement error model). The 
maximum error is 85m after 10 second outage. The average error is around 18m for 
10 second outage.  

So, with adding attitude and heading state for error model, the error in position is 
decrease. And as the result, both visible response and analytical evaluation show that 
the full measurements error model is better than the previous one with position and 
velocity measurements only.  

The new orientation measurement scheme helps improving the accuracy of 
position and orientation determination two times up compared with previous scheme. 
But this rate becomes higher with worse calibrated gyrometers. 

5   Conclusion 

The developed system shows a stable and more accuracy solution for the INS/GPS 
integration. The reasons are explained as follows: 
 

1.  The integration method by means of error model is an efficient way in this case, 
when different frequency of data sources is used. Direct feedback error model which 
feedbacks the fixed output to the INS mechanization to keep error from growing in 
the integration loop. 

2.  Full measurements which are not only GPS position, velocity but also roll, pitch 
and heading are used for error model. Because every INS sensor errors are fixed, the 
system will maintain the accuracy without restarting. 

 
The attitude estimation compensating external acceleration and compound method 

of heading estimation give quite good orientation solution for the integration system.  
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There still be some more works necessary for the accuracy improvement of this 
integration system. Those are: considering of vehicle model constraints, modelling 
sensor and adding bias states. 
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Abstract. Of particular interest is intrinsic principle for synchronization behav-
ior of complex networks. The synchronization behaviors of coupled Lorenz 
chaos systems via three kinds of networks are explored, respectively. The 
bounded property and synchronization criteria for complex networks under 
consideration are derived. The intrinsic principle for synchronization behavior 
depends on synchronization error matrix and coupling strength. 

Keywords: complex networks, synchronization, Lorenz chaos systems. 

1   Introduction 

As known, Lorenz chaos system has quite complex and abundant property, such as 
homoclinic bifurcation, period doubling phenomena, pre-turbulence, intermittent 
chaos[1-3]. What will happen when multiple Lorenz chaos systems coupled via com-
plex network? When and why do coupled Lorenz chaos systems become synchroniza-
tion behavior via complex network? Motivated by research on complex network 
nowadays, this note attempts to make a further study on these problems.  Especially, 
one of the interesting and significant phenomena in complex networks is the synchro-
nization [8-16]. The famous master stability function has been established to decide 
whether or not any linear coupling arrangement produce stable synchronization  
dynamics in [8], while variations of desynchronization bifurcation mode have been 
revealed with change of coupling scheme and coupling strength. Based on master 
stability function rationale, synchronizability and synchronization enhancement of 

complex networks has been discussed using eigenratio 2/Nλ λ of out-coupling matrix 

by rewiring links and assigning weights for links [9-16].  
In this note, we attempt to seek intrinsic reason for variant synchronization behavior 

of complex network. More attention is paid to synchronization behavior of variant 
complex networks by employing an out-coupling parameter. The synchronization 
analysis here is established not on local linearization, but global bounded property of 
coupled Lorenz systems via complex network.  



 Synchronization Behavior Analysis for Coupled Lorenz Chaos Dynamic Systems 871 

2   The Simplest Network with Two Nodes 

For a complex network with N  identical linearly and diffusively coupled Lorenz 

chaos nodes, where the thi node is a Lorenz chaos system 

1

( ) ( ( )) ( )
N

i i ij j
j

t f t c a tζ ζ ζ
=

= + Γ∑  (1) 

where ( ) ( , , )T
i i i it x y zζ = is system state of the thi node, c is called the coupling 

strength, ( )ij N NA a ×=  called out-coupling matrix, 
3 3R ×Γ ∈ called inner-coupling 

matrix which is a constant 0-1 matrix linking between coupled system variables.  

Assumption 1. Irreducible Out-coupling matrix A   is diagonally dominant matrix 

1, 1,

N N

ij ji ii
j j i j j i

a a aμ μ
= ≠ = ≠

+ = + = −∑ ∑  (2) 

1, 2, ,i N= , 0μ ≥ , μ  is called out-coupling parameter in this note. 

Remark 1. It is worth pointing out that diagonally dominant out-coupling matrix 

guarantee its eigenvalues are negative if 0μ > , which generates interesting  

synchronization exhibition.  

Assumption 2. Inner-coupling matrix 3 3R ×Γ ∈  is defined as 

0 0 0

0 1 0

0 0 0

⎡ ⎤
⎢ ⎥Γ = ⎢ ⎥
⎢ ⎥⎣ ⎦

. 

According to Assumption 2, the simplest network with two autonomous nodes is 

1 1 2 2

( )

( )
i i i

i i i i i i i i

i i i i

x y x

t y rx y x z ca y ca y

z x y bz

σ
ζ

= −⎧
⎪= = − − + +⎨
⎪ = −⎩

 (3) 

where 1σ > , 1r > , 1, 2i = , and the out-coupling matrix is
11 12

21 22

a a
A

a a

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

.   

To begin with, a following lemma is given as follows. 

Lemma 1. For the coupled two Lorenz systems (3), the trajectories of system (3) are 
bounded and tend inside the following six dimensional hyper- sphere with the radius 

{ }2 max ,1,bR r br=  (4) 
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Proof: Define the Lyapunov function candidate 

2
2 2 2

1
1

( 2 )i i i
i

V rx y z rσ σ
=

= + + −∑  (5) 

Its time derivative satisfies 

2
2 2 2 2

1
1

[ 2 ( ( ) ) 2 ] 2 T
i i i

i

V rx y b z r br c Aσ σ σς ς
=

= − + + − + +∑  (6) 

2
2 2 2 2

1

[ 2 ( ( ) ) 2 ]i i i
i

rx y b z r brσ σ
=

≤ − + + − +∑   (7) 

where ( )1 2,
T

y yς = . It is easy to know (7) follows from the fact the Assumption 2. It 

is apparently seen that 1 0V =  determines a hyper-ellipsoid with six dimensions, be-

yond which the derivative of 1V  is negative. Then this hyper-ellipsoid lies inside the 

hyper-sphere (4), that is, the coupled systems (3) is bounded. 

From now on, denote yR and zR as the bound of state y and z . 

Theorem 1. Suppose 2 2 24y z yR rb bR R< < + , if  

2 2 2( 4 ) /(8 2 )z y yc bR R br rb R> + − −  (8) 

then the global synchronization of (3) is achieved. 

Proof: Define the Lyapunov function 

2 2 2
2 1 2 1 2 1 21/ 2 ( ) ( ) ( )V r x x y y z zσ σ⎡ ⎤= − + − + −⎣ ⎦  (9) 

Its time derivative along with (3) satisfies 

{ }
{ }

2
2 1 2 1 2 1 2 1 2 1

1 2 1 2 1 1 2

( ) ( ) (1 2 )( ) ( )

       ( ) ( ) ( )

V r x x y y c y y x x z

z z x x y b z z

σ σ
σ

= − − + − − + − − −

+ − − − −
 (10) 

2 2
1 2 1 2 1 2 1 1 2

2
1 2 1 2 1 1 2

( ) ( )( ) (1 2 )( )

  ( )( ) ( )

r x x y y x x z c y y

z z x x y b z z

σ σ σ

σ σ

≤ − − + − − − + −

+ − − − −
 (11) 

/ 2 / 2

/ 2 (1 2 ) 0

/ 2 0

z y

T T
z

y

r R R

M R c

R b

σ σ σ
ζ ζ ζ σ σ ζ

σ σ

⎡ ⎤−
⎢ ⎥= = − +⎢ ⎥
⎢ ⎥−⎣ ⎦

 (12) 
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where ( )1 2 1 2 1 2, ,
T

x x y y z zζ = − − − . It is necessary to note that (10) follows 

from the following facts 1 1 2 2 1 2 1 2 1 2( ) ( )x y x y x x y x y y− = − + −  and 

1 1 2 2 1 2 1 2 1 2( ) ( )x z x z x x z x z z− = − + − , if  

/ 21/( (1 2 )) 0
/ 2 / 2 0

/ 20 1/( )
z

z y
y

Rc
r R R

Rb

σσ
σ σ σ

σσ
⎡ ⎤+⎡ ⎤⎡ ⎤− + <⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (13) 

For M is negative definite matrix which comes from that the coupling strength 

c satisfies (8), then there exists 2 0V < . It follows then that the following 

2 2 2
1 2 1 2 1 2 20

1
( ) ( ) ( ) (0)

2
r x x y y z z Vσ σ

∞
⎡ ⎤− + − + − <⎣ ⎦∫  (14) 

By virtue of Barbalat lemma, it yields  

1 2 1 2 1 20, 0, 0x x y y z z− → − → − → , as t → ∞  (15) 

Hence, global synchronization of the coupled system (3) is achieved. 

3   Completely Coupled Complex Networks 

Here, consider a completely coupled complex network system with the thi node  

1

( )

( ) ( )

i i i

N

i i i i i i ij j
j

i i i i

x y x

t y rx y x z c a y t

z x y bz

σ

ζ
=

⎧ = −
⎪
⎪= = − − +⎨
⎪
⎪ = −⎩

∑  (16) 

where c is the coupling strength, for out-coupling matrix, 1ij jia a= = , i j≠  . 

Lemma 2. For complex network systems (16), the trajectories are bounded and tend 
inside following hyper-sphere with 3N dimensions with the radius 

{ }2 max ,1,bR N r br=  (17) 

Proof: Its proof is similar to the proof of Lemma 1, by employing the Lyapunov func-

tion candidate 2 2 2
3

1

( 2 )
N

i i i
i

V rx y z rσ σ
=

= + + −∑ , and is omitted here.  
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Theorem 2. Suppose 2 2 24y z yR rb bR R< < + , if 

2 2 2( 4 ) /((4 )( ))z y yc bR R br rb R N μ> + − − +  (18) 

then system (16) is global synchronization. 

Proof: Define the Lyapunov function  

2 2 2
4

1

1
( ) ( ) ( )

2 i j i j i j
i j N

V r x x y y z zσ σ
≤ < ≤

= − + − + −∑  (19) 

Its time derivative along with (16) 
2 2

4
1

2

{ ( ) (1 )( )

        ( )

i j i j i j i i j
i j N

i j i j i i j

V r x x y y x x z cN c y y

z z x x y b z z

σ σ σ μ

σ σ
≤ < ≤

≤ − − + − − − + + −

+ − − − −

∑
 

1

T
ij ij

i j N

ζ ζ
≤ < ≤

≤ Δ∑  (20) 

where ( ) 3, ,
T

ij i j i j i jx x y y z z Rζ = − − − ∈ , 

/2 /2

/2 (1 ) 0

/2 0

z y

z

y

r R R

R cN c

R b

σ σ σ
σ σ μ
σ σ

⎡ ⎤−
⎢ ⎥Δ= − + +⎢ ⎥
⎢ ⎥−⎣ ⎦

.  

By virtue of Schur Complement, it is not difficult to know is Δ negative definite if  

/21/( (1 )) 0
/2 /2 0

/20 1/( )
z

z y
y

RcN c
r R R

Rb

σσ μ
σ σ σ

σσ
⎡ ⎤+ +⎡ ⎤⎡ ⎤− + <⎢ ⎥⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦⎣ ⎦

. (21) 

That is, if c satisfies (18), then 4 0V < . The coupled system (16) is global synchronization. 

4   General Complex Networks 

Consider a general complex networks with thi node 

1

( )

( ) ( )

i i i

N

i i i i i i ij j
j

i i i i

x y x

t y rx y x z c a y t

z x y bz

σ

ζ
=

⎧ = −
⎪
⎪= = − − +⎨
⎪
⎪ = −⎩

∑  (22) 

where the out-coupling matrix ( )ij N NA a ×=  with general form, 1ij jia a= =  if there 

is a link between node i and node j , and 0ij jia a= =  otherwise. Define a matrix 

called synchronization error matrix as 
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12 13 1 23 24 2

3 5

12 13 1 23 34 3

12 13 1 2 3 1,

4 3 5

21 31 23 24 2 34 3

4 5

21 41 23 24 2 43 45 4

2 0 0 0

2 0 0 0 0

2 0 0 0

0 0 2 0 0

ˆ 0 0 2 0 0

N N

N N

N N

N N N N N

N N N

N N

N N

N

a a a a a a

a a a a a a

a a a a a a

a a a a a a a

M a a a a a a a a

− +

−

− − +

− −

− − −

− − − −

− − − − − −

− − − −

= − − − − −
4 4 9

4 5

21 1 23 24 2 3 1,

4 5

31 41 32 42 34 3 45

4 5 5

1,1 1 1,2 2 1,3 3 1,

0

0 0 2 0 0

0 0 0 0 2

0 0 0 0 0 2

N N N

N

N N

N N N N N

N N

N

N N N

N N N N N N N N

a a a a a a a

a a a a a a a

a a a a a a a

− − +

− −

−
− −

− − −

− − − −

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢ − − − − − −
⎢
⎢ − − −⎢
⎢
⎢

− − − −⎣

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎢ ⎥
⎢ ⎥⎦ 

Theorem 3. Suppose 2 2 24y z yR rb bR R< < + , if 

2 2 2
max

ˆ( 4 ) /((4 )( ( )))z y yc bR R br rb R Mμ λ> + − − −  (23) 

then system (22) is global synchronization. 

Proof: Choose the Lyapunov function 

2 2 2
5

1

(1/ 2) ( ) ( ) ( )i j i j i j
i j N

V r x x y y z zσ σ
≤ < ≤

= − + − + −∑  (24) 

Its time derivative along with (22) satisfies 

5 1 2 1 2
1

( )( ) ( )( ) ( )( )i j i j i j i j
i j N

V r x x x x y y y y z z z zσ σ
≤ < ≤

= − − + − − + − −∑  

1

{ ( ) ( ) ( )

  ( ) ( ) ( ) ( ) ( )

  ( ) ( ) ( ) }

i j i j i j
i j N

i j i j i j i i j j i j

i j i i j j i j

r x x y y x x

y y r x x y y x z x z c y y

z z x z x z b z z

σ

σ μ

σ

≤ < ≤

⎡ ⎤= − − − −⎣ ⎦

⎡ ⎤+ − − − − − − − −⎣ ⎦
⎡ ⎤+ − − − − + Φ⎣ ⎦

∑

 (25) 

where 
1 1

( )
N N

i j ik k jk k
i j k k

c y y a y a yσ
< = =

⎡ ⎤Φ = − −⎢ ⎥⎣ ⎦
∑ ∑ ∑ . Next, derive this term 
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1

( ) ( )
N

i j ik jk k
i j k

c y y a a yσ
< =

⎡ ⎤Φ = − −⎢ ⎥⎣ ⎦
∑ ∑ T Mψ ξ=  (26) 

where ( )1 2, , ,
T

Ny y yξ = , ( )1 2 1 3 1, , , , ,
T

i j N Ny y y y y y y yψ −= − − − − ,  

N NM R ×∈ , 

11 21 12 22 1 2

11 31 11 32 1 3

1 1 2 2

1,1 1 1,2 2 1,

N N

N N

i j i j iN jN

N N N N N N NN

a a a a a a

a a a a a a

M
a a a a a a

a a a a a a− − −

− − −⎡ ⎤
⎢ ⎥− − −⎢ ⎥
⎢ ⎥

= ⎢ ⎥− − −⎢ ⎥
⎢ ⎥
⎢ ⎥

− − −⎢ ⎥⎣ ⎦

. Further, 

ˆT Mψ ψΦ =  (27) 

where ˆ N NM R ×∈ is shown as above. Appling (25) and (27), it yields 

2
5

2 2
max

{ ( )

ˆ        ( ) (1 ( )) ( )

i j i j i j i
i j

i j i j i i j i j
i j

V r x x y y x x z

z z x x y b z z c c M y y

σ σ

σ σ σ μ λ
<

<

≤ − − + − −

+ − − − − − + − −

∑

∑
 

max

/2 /2

ˆ/2 ( )) 0 0

/2 0

T

i j i jz y

i j z i j
i j

y
i j i j

x x x xr R R

y y R c c M y y

R bz z z z

σ σ σ
σ σ σ μ σ λ
σ σ<

⎛ ⎞ ⎛ ⎞− −⎡ ⎤−⎜ ⎟ ⎜ ⎟⎢ ⎥
⎜ ⎟ ⎜ ⎟= − − − + − <⎢ ⎥
⎜ ⎟ ⎜ ⎟⎢ ⎥−⎜ ⎟ ⎜ ⎟− −⎢ ⎥⎣ ⎦⎝ ⎠ ⎝ ⎠

∑  (28) 

Note that the last inequality follows from (23). Thus, similarly, by virtue of Barbalat 

lemma, there are 0, 0, 0i j i j i jx x y y z z− → − → − → , as t → ∞ . Conse-

quently, the goal of synchronization of system (22) is achieved.  

Remark 2. From the synchronization error matrix M̂ , the insightful understanding of 
out-coupling matrix will help explore deep synchronization characteristic for general 
complex networks, which needs further study.  

5   Simulation Tests 

Consider two coupled Lorenz systems, completely coupled complex network, and 
general complex network cases. Let 10, 8 / 3bσ = = . To begin with, assume the 
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initial states are [ ]1 -50 15.4 19ζ = −  and [ ]2 -54 10 4ζ = − . Fig.1 shows 

the good synchronization behavior with 0μ = , 2c = , and 28r = . For completely 

coupled complex network case, synchronization behaviors are shown in Fig.2 with 
0.8c =  216.2r =  and 20μ = . For a general complex network with 100N =  

Lorenz nodes is established. the synchronization behavior exhibits a periodic circle 
orbit with 0.5c = , 216.2r = and 10μ = , in Fig. 3.  
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Fig. 1. Synchronization behavior of two coupled Lorenz chaos systems with 0μ =  
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Fig. 3. Synchronization behavior over general complex network with 10μ =  

Remark 3. It is worth noting that much larger coupling strength may degenerate into 
desynchronization. One of reasons may be that out-coupling actions seriously dete-
riorate some individual chaos dynamics which is so sensitive to aggregated errors from 
the coupled nodes.  

6   Conclusion 

The dynamic behaviors of coupled Lorenz system via complex network were investi-
gated. The bounded property and synchronization criterion for complex network under 
consideration were explored. Through observations, intrinsic principle for synchroni-
zation behavior of complex network lies in the synchronization error matrix and  
coupling strength.  
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Abstract. A fast iteration algorithm proposed is applied to solve the
latitude of geocentric earth coordination from geocentric Cartesian coor-
dination. Comparing with other well-known algorithms, the simulation
results demonstrate that the algorithm is better in computation speed,
computation precision and simpler in computation complexity; therefore,
it is available for the portable.

Keywords: the geocentric Cartesian coordination; the geocentric earth
coordination; the coordination transformation; the earth latitude.

1 Introduction

Currently the global positioning technology has been relatively mature .The
Global Positioning System[1,2] has been widely used in many fields, such as
military, transportation, aerospace, mining and so on. The format of Earth ge-
ographical information, which the Global Positioning System providing to the
users, is named the geocentric earth coordination. The origin of the geocentric
coordinates is the mass center of of the earth ellipsoid. The geocentric coordi-
nates is the coordinates built up based on the relation between the earth rotation
axes and the earth equator. The geocentric coordinates can be divided into the
geocentric earth coordinates and the geocentric Cartesian (inert) coordinates.
For the given point of the earth, its geocentric earth coordinate is expressed
as the vector [L, B, H]T , where the earth longitude L is the angle between the
meridian plane located in this given point and Greenwich meridian plane, with
eastwardly positive and westwardly negative. Where the earth latitude B is the
angle between the normal line of the earth ellipsoid passing through the given
point and the earth equator surface, with northwardly positive and southwardly
negative. Where the altitude H is the distance from the sea level to the given
point along the normal line of the earth ellipsoid. starting from the ellipsoid,
with outwardly positive, inwardly negative. The definition rules of the origin
and coordinate axes of the geocentric inert coordinates are described as follow-
ings. The origin O is the mass center (also called centroid) of the earth. Z axes
� This work was supported by the Natural Science Foundation of Anhui Province of

China under grant No. 070412040.
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points to the north pole of the earth, and X axes is the intersection line between
Greenwich meridian plane and the earth equator, and Y axes is perpendicular
to XOZ plane, the given point of the earth can be expressed in the form of the
geocentric inert coordinate as [Xe, Ye, Ze]

T . For some given point on earth, the
two coordination forms have one to one corresponding relationships.

2 The Coordinates Transform Relations between
the Geocentric Earth Coordinate System and the
Geocentric Cartesian Coordinate System

For any point on earth, transform from the geocentric earth coordinates to the
geocentric Cartesian coordinate conversion is relatively simple, detail expression
is as follows:

⎧⎨
⎩

Xe = (N + H) cos (B) cos (L)
Ye = (N + H) cos (B) sin (L)
Ze =

(
N
(
1 − e2

)
+ H

)
sin (B)

(1)

Where [L, B, H ]T is the geocentric earth coordinates and [Xe, Ye, Ze]
T is the geo-

centric Cartesian coordinates. N is the curvature radius of Earth prime vertical,
its expression is N = a√

1−e2 sin2(B)
. a is the radius of the long axes of Earth

ellipsoid. e is the Earth first eccentricity, the terms on the ellipsoid of the earth,
eccentricity and prime vertical can be consulted the reference[1,2].

According to (1),the coordinate transform form the Geocentric Cartesian co-
ordinates to the Geocentric earth coordinates can be proved as the followings.

By the Geocentric rectangular coordinates Ye and Xe of (1),the Geocentric
earth longitude L can be obtained based on the following expression.

L = arctan
(

Ye

Xe

)
(2)

Then, let’s discuss to seek the expression of the Geocentric earth latitude B.
According to (1) , it can be obtained by the following expression.

⎧⎪⎨
⎪⎩

cos (L) = Xe

(N+H) cos(B)

sin (L) = Ye

(N+H) cos(B)
sin (B) = Z

N(1−e2)+H

(3)

It is well known the (4) is correct for any angle L.

sin2 (L) + cos2 (L) = 1 (4)

Inserting sin (L) and cos (L) of (3) into (4), it can be obtained as

cos (B) =

√
(Xe)

2 + (Ye)
2

N + H
(5)
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For any angle B, the following trigonometric function transform is correct.

tan (B) =
sin (B)
cos (B)

(6)

Inserting cos (B) of (5) and sin (B) of (3) into (6), it can be expressed as

tan (B) =
Ze√

(Xe)
2 + (Ye)

2

N + H

N (1 − e2) + H
(7)

Simplifying (7) , following can be is

tan (B) =
Ze√

(Xe)
2 + (Ye)

2

(
1 +

N2
e

N (1 − e2) + H

)
(8)

Inserting N = a√
1−e2 sin2(B)

and Ze

sin(B) = N
(
1 − e2

)
+ H into (7),

tan (B) =
Ze√

(Xe)
2 + (Ye)

2

(
1 +

ae2

Ze
· sin (B)√

1 − e2 sin (B)

)
(9)

By them , the Geocentric earth latitude B can be obtained according to the
Geocentric Cartesian coordinates as the following.

B = arctan

⎛
⎝ Ze√

(Xe)
2 + (Ye)

2

(
1 +

ae2

Ze
· sin (B)√

1 − e2 sin (B)

)⎞
⎠ (10)

Then the Altitude H will be discussed as the following section. In (1), summing
the square of Xe and square of Ye can be obtained as the following expression

H =

√
(Xe)

2 + (Ye)
2

cos (B)
− N (11)

Currently, the Geocentric earth coordinates can be obtained based on form of
the Geocentric Cartesian coordinates as following as.

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

B = arctan
(

Ze√
(Xe)2+(Ye)2

(
1 + ae2

Ze
· sin(B)

W

))

L = arctan
(

Ye

Xe

)

H =
√

(Xe)2+(Ye)2

cos(B) − N

W =
√

1 − e2 sin2 (B)

(12)
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3 The Fast Iteration Algorithm to Solve Geocentric
Earth Latitude

3.1 Algorithm Principle

From (12) it can be seen that the expression of the Geocentric earth latitude B
still contains itself expression sin (B), it is necessary to find some other meth-
ods to solve. Taylor expansion method proposed in Reference[2] was used to
approximate the analytical solution of Latitude B. However, the drawback for
this method is that the solution of the physical process is difficult to understand,
and the analytical computing processing had demand of a greater computational
complexity, it is not suit for the application in the Pocket PC, portable devices
such as mobile phone. This section a fast iterative algorithm was proposed to
solve this problem. The proposed basic idea of the algorithm is that the given ini-
tial latitude B0, the algorithm along the given direction to approximate the real
latitude B. In the following analysis the realization of the principle of iteration
will be given in detail. Supposed that (13) is

f (B) = B − arctan

⎛
⎝ Ze√

(Xe)
2 + (Ye)

2

⎛
⎝1 +

ae2 sin (B)

Ze

√
1 − e2 sin2 (B)

⎞
⎠
⎞
⎠ (13)

the objective function, solution of the true value of latitude B∗ , should be
satisfied to the following equation as.

min
B

f (B) = f (B∗) (14)

In this way, the calculation process to solve the real value of latitude can be
transformed to a algorithm that make (14) achieve the minimum value by vari-
able B. There were many methods to Solve these optimization problems, such
as dichotomy algorithm introduced in Reference[3], the dogleg trust-domain
algorithm introduced in Reference[4], Levenberg-Marquardt(lm) algorithm in-
troduced in Reference[5,6,7], and Gauss-Newton(gn) algorithm introduced in
Reference[8]. Whether dogleg , lm, or gn algorithm, its computational complexity
is relatively high, not suitable for fast calculation demands in portable devices.
In the practical of engineering applications, the general requirement for quick
computation is to have not only a more fast speed of computing, but also have
a more high calculation accuracy. Based on the above requirement, considering
the completing transform from Geocentric Cartesian coordinates to Geocentric
earth coordinates, a kind of fast iterative algorithm was proposed in this paper.

Assumed that in the kth iterations approaching value of latitude is Bk, the
k + 1th express of iterations value along gradient direction as the following as.

Bk+1 = Bk − F−1 (Bk) f (Bk) (15)

Where F−1 (B) is the first-order derivative about B, that is, F (B) = df(B)
d(B) .
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In order to avoid solving the first-order derivative, difference quotient about
B is introduced to replace the derivative, that is,

df (Bk)
dBk

=
f (Bk + Sp) − f (Bk)

Sp
(16)

Where Sp is the iterative step, when the step is little enough, the above given
expression can be approximated to Derivative F (Bk) of Objective function f(B)
in Bk.

Further supposed that

δk = F−1 (Bk) f (Bk) (17)

Then the iterative formulation of (15) in the gradient direction can be written as

Bk+1 = Bk − δk (18)

For the given point, it can be seen that the key, for the iterative method of
latitude, is to solve δk, namely, how to find the optimal of step size of the lati-
tude iterative algorithm, in the limited number of iterative steps of the iterative
process the final accuracy requirements are satisfied. Based on this issue, the
following paper will be discussed for the selection of the iteration step size. In
according with (17), the following equation can be given by

δkF (Bk) = f (Bk) (19)

Inserting (16) into (19), it can be obtained by the following equation.

δk

Sp + δk
f (Bk + Sp) = f (Bk) (20)

Supposed that

Zk =
δk

Sp + δk
(21)

Equation (20) can be transformed to Equation (22)

Zkf (Bk + Sp) = f (Bk) (22)

The expression of Zk can be obtained as follows:

Zk =
f (Bk)

f (Bk + Sp)
(23)

Inserting Zk of (23) into (20), the optimal iterative step size can be given by.

δk =
SpZk

1 − Zk
(24)

So the iterative expression of latitude variables based on (15) is as following as:

Bk+1 = Bk − SpZk

1 − Zk
(25)
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3.2 The Routine of the Algorithm

According to the above analysis, the steps of the algorithm are as follows

(1)Setting of the initial value setting The initial values to be set are: initial value
of latitude iteration B0, initial value of the derivatives calculation step Sp. The
selection of the latitude initial value B0, will be directly impact on the number of
the iteration calculation steps , in general, can be used the method by offording
the estimated value in advance, which accuracy can be about 5 degrees.

From the equation (16),it can been known that, with Sp smaller, the numerical
derivatives will be closer to the theory of derivatives of the objective function,
so, in general, Sp will be selected as the smaller positive number, such as such as
0.01,0.1. When the iterative value closing the real value, with a large step size,
the algorithm will appear oscillation , in order to ensure the sufficient accuracy,
the last step size will be used in this paper as following as Equation (26).

SP = cf × Sp (26)

Where cf is the control coefficient of step-size.
(2)According to Equation (13) to calculate f(Bk) from of Step k
(3)According to Equation (23) to calculate Zk

(4)According to Equation (24) to calculate δk

(5)According to Equation (25) to calculate Bk+1
(6)According to Equation (26) to calculate Sp

(7)Estimate the iterative error |Bk+1 − Bk| in order to determine whether a
given standard error satisfied according to the follow equation.

|Bk+1 − Bk| ≤ ε (27)

If satisfied, then stop the calculation, otherwise, k = k + 1 , turn to Step (2),
continue to implement the algorithm step-by-step.

Fig. 1. 760 test points geographical lo-
cation (geocentric earth coordination
format)

Fig. 2. The curve of absolute error of the
proposed algorithm for 760 testing data
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Fig. 3. Performance Comparative plot
among the proposed algorithm (my), Lev-
enberg Marquardt algorithm (lm) and
Gauss-Newton algorithm (gn)

Fig. 4. Comparative performance plot be-
tween the proposed algorithm(my) and
dogleg algorithm

Table 1. The result of the time-consuming of caculation were from 20 rutines of
simulation testing

Algorithm name The proposed algorithm Dogleg algorithm L-M algorithm Gauss-Newton algorithm
time-consuming (sec.) 0.5573 9.2518 7.8318 12.9960

4 Algorithm Simulation and Result Analysis

In this paper, the position data recorded by the differential type GPS device
were used to verify the validity of the proposed algorithm. The formation of
the GPS data recorded was in Geogetic earth coordinates. The starting points
of recorded data is Point [118.3988589, 31.39042554, 5.25]T ,and the end point is
[116.2413184, 29.59455702, 8094.88]T , totally 760 data were intercepted for test-
ing, the locations of the testing data points were shown as Figure 1.

The detail testing methods were that, transform 760 data in Geogetic earth
coordinates to Geocentric Cartesian coordinates, and then use the new algorithm
to compute the Geogetic latitude from the Geocentric Cartesian coordinates for
these 760 data.

The relative parameters of the simulation testing were given as follows, Sp =
0.1, cf = 0.1, ε = 10−6, a = 6378137.0m, e2 = 0.00669437999013, B0 = 20◦.

The testing conditions for the simulation was as follows: the hardware platform
is Intel Pentium 4 CPU, with frequency of 1.60GHz, with memory of 512MB.
Software computing environments be that, the operating system is Windows XP,
application software for calculation be Matlab 7.1.0.246 Service Pack3.

The testing results obtained by the proposed algorithm was shown as Figure 2.
The algorithm error be very small. In order to comparative analysis the perfor-
mance of the algorithm, for the same testing sample set, the dogleg, Levenberg-
Marquardt andGauss-Newton algorithmwere used to test, includeding calculation
time-consuming and computation errors . Comparative testing results were seen as
Figure 3 and Figure 4. From Figure 3, the calculation error mean of the proposed
algorithm in this paper is the same as Levenberg-Marquardt algorithm and the
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Gauss-Newton algorithm ,but precision of the proposed algorithm is better than
the above method, that is, error dispersion degree of the proposed algorithm is less
than ones of Levenberg-Marquardt algorithm and Gauss-Newton algorithm.From
Figure 4 it can be seen that the calculation error and the accuracy of the algo-
rithm is much better than the dogleg algorithm. Four kinds of algorithms on the
same sample set of calculated time-consuming was shown as Table 1 (In Table 1
the result of the time-consuming of calculation were from 20 routines of simula-
tion testing). It can be seen that under the same conditions the time-consuming
of calculating by the proposed the algorithm of this paper is the least. Therefore,
the algorithm proposed in this paper,with faster calculation speed and higher ac-
curacy, is a useful solution method with fast iterative process from the Geocentric
Cartesian coordinates to the Geocentric earth coordinates.
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Abstract. On one hand, it has been demonstrated theoretically and verified nu-
merically that neural networks can act as a time domain nonparametric modeling 
approach of engineering dynamic systems by forecasting their dynamic re-
sponses according to them in the past consequent time steps. On the other hand, 
as a time-domain auto-regressive method, the auto-regressive and moving av-
erage (ARMA) model has been widely employed to describe the mapping be-
tween structural dynamics response at a current time instant and them in the past 
previous time instants. The equivalency of the physical meaning of the neural 
network nonparametric model and the ARMA parametric model for dynamic 
systems is testified firstly in this paper. Then, a novel structural parametric 
identification methodology based on the nonparametric neural network model is 
proposed by the use of excitation and dynamic response measurement time se-
ries. The accuracy and efficacy of the proposed strategy for a multi-storey frame 
structure model are validated using the excitation and acceleration measurement 
time series of impact test.  

Keywords: BP neural network; ARMA; multi-storey shear structure; dynamic 
response; time series; health monitoring; parameter identification. 

1   Introduction 

Many civil infrastructures are now deteriorating due to aging, misuse, lacking of proper 
maintenance, and, in some cases, overstressing as a result of increasing load demands 
and changing environments. Failure of these infrastructures often leads to a high social 
consequence. It is therefore critical to evaluate their current reliability, performance, 
and condition for the prevention of potential catastrophic events.  

In the last few decades, many mathematical-model-based structural parameters 
identification algorithms for structural damage detection using eigenvalues or mode 
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shapes and/or their derivatives have been proposed and widely employed to identify 
parameters of engineering structures. Comprehensive review on the development of the 
vibration-based identification methodologies can be found in references[1,2]. Besides 
the eigenvalues and/or mode shape based identification algorithms, several 
time-domain sequential algorithms such as the recursive least squares method and the 
sequential prediction error method have been developed. 

On one hand, as one of the typical time domain auto-regressive method in the form 
of describing the mapping between the dynamics response at a current time instant and 
those in the previous time instants, the auto-regressive and moving average (ARMA) 
model has been widely employed to identify structural physical parameters. The en-
gineering significance, characteristics, and the modeling approach of ARMA models 
for system parameters estimation have been introduced by Yang et al. and Lee et al. 
[3,4]. The ARMA model is a typical parametric modeling strategy. 

On the other hand, Modeling and identification of civil engineering structures in 
parametric way present a challenging problem because of the complexity and nonlin-
earity which widely exist. Therefore, neural networks have been drawn considerable 
attention in civil engineering community as a non-parametric modeling strategy for 
linear and nonlinear structural members or components and structural systems, due 
mainly to their ability to approximate any arbitrary continuous function and mapping, 
and due to its parallel computation performance. For example, a magnetorheological 
(MR) damper is an important structural member for vibration control of engineering 
structures and it is difficult to model in a parametric format because there are so many 
parameters to be included and identified in the model. Chang and Roschke presented an 
alternative representation of an MR damper in terms of a multi-layer perceptron neural 
network [5]. Zapateiro et al. presented an approach of modeling a shear-mode MR 
damper based on the Bouc-Wen and Neural Network models [6].  

Neural networks also show their ability in damage detection of engineering struc-
tures in both qualitative and quantitative way. Nakamura et al. employed a neural 
network based approach for the detection of changes in the characteristics of struc-
ture-unknown systems [7]. For nonlinear structure-unknown systems, Masri et al. 
proposed a nonparametric structural damage detection methodology based on neural 
network approaches for the health monitoring [8]. Even it has been widely recognized 
that neural network is a typical nonparametric identification and modeling methodol-
ogy with strong robustness, neural networks can also be employed for parametric 
identification. A study by Masri et al. demonstrated that neural networks are powerful 
tools for the identification of systems typically encountered in the structural dynamics 
field [9]. Yun and Bahng presented a method for estimating the stiffness parameters of a 
complex structural system by using neural network [10]. Unlike any conventional 
system parameter identification technique that involves inverse analysis, those strate-
gies provided by Xu et al., with the direct use of displacement, velocity, and/or accel-
eration or strain responses, can give the structural parameter identification results in a 
substantially faster way with two neural networks [11-12]. For large scale infrastruc-
tures, Xu and Wu proposed a decentralized and localized identification method [13-14]. 

In this paper, the equivalency of the above mentioned two time domain method-
ologies of ARMA model and neural network model is verified theoretically by the 
discrete solution of structural dynamic equation. Since the matrices in the ARMA 
model are fully determined by structural mass, stiffness and damping matrices, and the 
ARMA model and neural network based model describe the same physical mapping, it 
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is possible to determine structural matrices by the weights and thresholds of the trained 
neural network model of the corresponding structure, even though the trained neural 
network is a nonparametric model. From this point of view a novel structural para-
metric identification methodology based on the equivalency of neural network model 
and ARMA model is proposed by the use of excitation and acceleration response 
measurement time series. The accuracy and efficacy of the proposed strategy are 
validated experimentally with a lab scale 4-DOF frame model structure under hammer 
impact excitation. 

2   Equivalency of Neural Network and ARMA Model and 
Parameters Identification Methodology  

2.1   Equation of Motion 

Consider a structure that can be modeled as an n-DOF linear system, the dynamics of 
the system can be described by the following equation of motion 

)()()()( 0000 tuLtxKtxCtxM =++ . (1) 

where )(tx , )(tx , and )(tx  are n-dimensional response vectors, )(tu is a m-dimensional 
input vector, M0, C0 and K0 are mass, damping, and stiffness matrices, respectively, L0 
is the n×m input coefficient matrix，and dot denotes differential with respect to time. 

The identification problem is to estimate the unknown system parameters based on 
observations of the input and the response of the system. To make the problem unique, 
the equation of motion can be rewritten as 

)()()()( tLutKxtxJtx =++ . (2) 

where 0
1

0 CMJ −= , 0
1

0 KMK −= , and 0
1

0 LML −= . 

Since the observations are usually made at sampling instants of time, it is analyti-
cally convenient to convert Equation (2) into a corresponding discrete time equation. 
Furthermore, in actual experiments, the response of the system can be measured in 
terms of displacement, velocity or acceleration, depending on the sensor types. 

2.2   Continuous and Discrete Time State Space Equation 

For the effectiveness in the discretization of continuous time variables, the state space 
equation is generally employed. Hence, defining the state vector )(0 tx  as 

⎭
⎬
⎫

⎩
⎨
⎧

=
)(

)(
)(0 tx

tx
tx . (3) 

Equations (1) and (2) can be rewritten in the following state space equation as 

)()()( 00 tButAxtx += . (4) 

)()()( 0 tDutCxty += . (5) 
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where )(y t is defined as acceleration response, and LD = . 
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In this study, it is assumed that the input )( tku Δ is constant over the time interval 
ttk ≤Δ < tk Δ+ )1( in which tΔ is the sampling period. Then, the discrete time equations 

corresponding to Equation (4) and (5) can be obtained as 

)()()1( 00 kQukPxkx +=+ . (7) 

)()()( 0 kDukCxky += . (8) 

where )(ku , )(ky , and )(0 kx denote the sampled data at tkt Δ= ,and 
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BIPABdAQ t )()exp(0
1 −∫ =⋅⋅= Δ −ττ . (9b) 

Even though the state space equation in continuous time is of the ‘observable canonical 
form’ (OCF), its counterpart in discrete time is not generally so. For the present pur-
pose, it is convenient to transform Equations (7) and (8) into the OCF. Since the matrix 
C is of rank n, the observability index of Equations (7) and (8) is equal to two. Hence, 
the inverse of the observability matrix can be written as 
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−

. (10) 

where S1, and S2 are nn ×2 submatrices. Then, the transformation matrix R into the 
OCF can be obtained as 

[ ]22 SPSR = . (11) 

and Equations (7) and (8) can be transformed into the OCF as 

)()()1( kuQkxPkx cccc +=+ . (12) 

)()()( kDukxCky cc += . (13) 

where 

)()( 0 kRxkxc = . (14a) 
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and P1 and P2 are nn × submatrices of Pc. 
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2.3   Equivalency of ARMA Model and Neural Networks Model and Paremeters 
Identification Strategy 

By taking the Z-transform of Equation (12) and (13), the transfer function matrix in 
discrete time, G(z), can be easily obtained as 

).(])()[()()()( 21
1

21
2 kuDQzQPzPIzkuzGky ++−−== −  (15) 

Equation (14) can be, equivalently, written as 

)2()1()()2()1()( 2121 −+−++−+−= kuEkuEkDukyPkyPky . (16) 

where DPQE 111 −=  and DPQE 222 −= . 

The above equation is referred to as the ARMA model which is commonly used for 
sampled data systems. It should be noted that the auto-regressive (AR) parameters [P1, 
P2] are identical for each case of the measured response components. However, the 
moving average (MA) parameters [D, E1, E2] vary depending on the measured response 
components. If y(k) is acceleration, however, it includes the terms related to u(k) as well 
as u(k-1) and u(k-2). 

It has been widely recognized that the ability of neural network to approximate ar-
bitrary continuous function and its parallel computation character provide an efficient 
soft computing strategy for inverse analysis. Neural network can act as a nonparametric 
model of a structure by forecasting structural dynamic responses based on the past time 
steps. Therefore, the Equation (16) can be approximated and mapped by a back propa-
gation (BP) neural net work which is trained to represent the mapping between the 
input y(k-1), y(k-2), u(k), u(k-1), u(k-2) and the output y(k). Since the trained neural 
networks describes the same mapping as the ARMA model shows, the coefficients of 
P1, P2, D, E1, and E2 of the ARMA model can be determined by the trained neural 
network.  

2.4   Paremeters Identification Strategy Based on the Equivalency of ARMA 
Model and Neural Networks Model 

From Equation (16), it can be seen that if y(k-1)=[1; 0; 0;0], y(k-2)=[0; 0; 0;0], u(k)=[0; 
0; 0;0], u(k-1)=[0; 0; 0;0] and u(k-2)=[0; 0; 0;0], the ratio of the output of the neural 
network to 1 is the first tier of P1. Similarly, if y(k-1)=[0; 1; 0;0], y(k-2)=[0; 0; 0;0], 
u(k)=[0; 0; 0;0], u(k-1)=[0; 0; 0;0] and u(k-2)=[0; 0; 0;0] , the ratio of the output of the 
neural network to 1 is the second tier of P1. The other coefficient matrix tiers of the 
ARMA model can be determined by the same way. 

It should be noted that the input and the output vectors must have the same pre-
processing and same post-processing as the training data for the BP neural network. In 
addition, in order to improve the of the identification accuracy, the value of l can be 
taken of a number of random real numbers between -1 and 1. Finally, the average of the 
identified matrices are treated as the final estimation of the parameters matrices P1, P2,, 
D, E1 and E2 in Equation (16). In this paper, a group of one hundred group random real 
numbers are employed as input to the trained neural network. 
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After the parameters of P1, P2, D, E1, and E2 of the ARMA model are estimated, the 
system parameters [J, K, L] of the differential equation can be recovered by the above 
proposed approach.  

3   Experimental Verification 

3.1   Experimental Setup 

The experimental structure is the 4-story, 1-bay by 1-bay shear scale-model structure 
shown in Figure 1. The structure is 0.3m×0.4m in plan and is 1.2m tall. The overall 
mass of the structure is 12.81kg on the first, second and third floor, 12.53kg on the 
fourth floor. The cross-section of the columns is 30mm×5mm, and the thickness of the 
floor plates is 10mm.  
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Fig. 1. Steel scale-model structure            Fig. 2. Impact location and sensor placement 
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Fig. 3. Excitation force on the fourth floor of the structure 

The forced vibration of the model structure is carried out by impact hammer in the 
test. The impact hammer has a force transducer, and this measurement was recorded 
during the hammer tests. The impact location was selected on the west face of the 
fourth floor of the frame structure and in the east direction. An accelerometer is install 
at the center of each floor of the model structure and therefore the acceleration re-
sponses of the four floors are measured. The excitation location and placement of 
accelerometers are shown in Figure 2. 
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3.2   Data Acquisition 

The excitation and the acceleration responses are collected simultaneously using an 
LMS data acquisition system. A hammer external excitation force shown in Figure 3 is 
applied on the fourth floor of the structure. The sampling frequency is taken as 
1024Hz. For the purpose of eliminating the effect of noise in the acceleration meas-
urement, the acceleration responses obtained from the test are band-pass filtered with 
3.0-50.0Hz. 
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Fig. 4. Compare between the outputs and the targets of BP neural network 

3.3   Training of Neural Networks 

As described in section 2.3, a three-layer neural network is constructed and trained to 
model the 4-DOF structure under impact on the fourth floor. The input of the neural 
network model includes the acceleration responses at time steps k-1 and k-2 and the 
impact force at time steps k, k-1 and k-2. The output of the neural network is the ac-
celeration response at time step k. For the 4-DOF structure, the neurons in the input, 
hidden and output layer of the neural network are 20, 35, and 4, respectively. Using the 
impact force and acceleration responses in the first 2 seconds, a total of 2048 sets of 
training data are constructed and employed to train the neural network. 

Through the traditional error back-propagation algorithm, the neural network is 
trained to act as a nonparametric model of the structure in the form of forecasting the 
acceleration response. The comparison of the output vector and the target vector of the 
BP neural network are shown in Figure 4. The relative errors and root mean square 
(RMS) errors between the experimental measurements and the output of the trained 
neural networks are shown in Table 1. It is clear that the neural network is an ideal 
nonparametric model of the 4-DOF structure. 
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Table 1. The relative errors of the two curves in Fig. 4 

Floor 1st (%) 2nd (%) 3rd (%) 4th (%) 

Max relative error 0.45 0.24 0.39 0.82 

Min relative error -0.49 -0.28 -0.50 -0.46 

RMS error 7.36e-2 6.00e-2 7.45e-2 6.03e-2 

3.4   Structural Parameters Identification Base the Trained BP Neural Network 
and ARMA Model 

When the parameters P1, P2, D, E1 and E2 of the ARMA model are estimated, the 
structural parameters other than mass matrix, based on acceleration response records, 
can be determined with the procedure described in section 2.2 and the matrices identi-
fication results are as follow, 

msNC /.

40.1730.1643.884.15

63.4244.5377.953.13

42.085.336.2659.2

62.320.390.241.41

⎥
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= ,  (17) 

5
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1.865 3.564 1.905 0.100
10 /

0.042 1.918 3.209 1.534

0.003 0.074 1.584 1.564

K N m

−⎡ ⎤
⎢ ⎥− −⎢ ⎥= ×
⎢ ⎥− −
⎢ ⎥−⎣ ⎦

. 
(18) 

In order to evaluate the parameter identification results, a free vibration test on the 
model structure is carried out to extract the global system frequencies from the accel-
eration measurements. From the Fourier Transform of the acceleration responses of 
free vibration of the model structure, the natural frequencies are 5.79Hz, 17.12Hz, 
26.96Hz, and 36.37Hz as shown in Figure 5. Based on the identified stiffness matrix 
and the mass matrix from the proposed methodology, the natural frequency of the 
structure is 5.75Hz, 17.06Hz, 26.89Hz and 35.33Hz, respectively, which is close to 
them from the free vibration test. It can be seen that the proposed method can identify 
structural matrices with acceptable accuracy.  
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Fig. 5. Fourier Transform of acceleration responses 
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4   Concluding Remarks 

In this paper, a novel structural parameters identification method for linear MDOF 
structural dynamic system was presented and the efficacy of the proposed strategy 
was validated experimentally for a multi-storey shear model structure under impact 
loading. The results show that the proposed methodology by matching ARMA and 
neural network model is a new efficient way for structural parameter identification 
with acceptable accuracy, only using structural response and excitation measurement 
time series.  
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Abstract. In this paper, we present an application of neural networks in the re-
newable energy domain. We have developed a methodology for the daily pre-
diction of global solar radiation on a horizontal surface. We use an ad-hoc time 
series preprocessing and a Multi-Layer Perceptron (MLP) in order to predict so-
lar radiation at daily horizon. First results are promising with nRMSE < 21% 
and RMSE < 998 Wh/m². Our optimized MLP presents prediction similar to  
or even better than conventional methods. Moreover we found that our data  
preprocessing approach can reduce significantly forecasting errors.  

Keywords: Time Series, Preprocessing, Seasonality, Multi-Layer Perceptron. 

1   Introduction 

Artificial intelligence techniques are becoming more and more popular in the renew-
able energy domain [1], [2] and particularly for the prediction of meteorological data 
such as solar radiation [3], [4] [5] [6]. Thereby many research works have shown the 
ability of Artificial Neural Networks (ANNs) to predict times series of meteorological 
data. In this study and according to electricity suppliers, we focus on the prediction of 
global solar irradiation on a horizontal plane for daily horizon. In this way, we have 
investigated time series forecasting which is a challenge in many fields. Because it 
has made tremendous progress in the past twenty years in terms of theory, algorithms 
and applications, we have chosen to study ANNs. Moreover, if we compare to con-
ventional algorithms based on linear models, ANNs offer an attractive alternative by 
providing nonlinear parametric models. Through the proposed study, we will particu-
larly look at the Multi-Layer Perceptron (MLP) network which has been the most 
used of ANN architectures in the renewable energy domain [1], [2]. The originality of 
our study is to add an ad-hoc time series preprocessing step before using neural net-
works. Indeed, as seen in [7] a data preprocessing including deseasonalization and 
detrending can improve ANN forecasting performance. As global solar radiation has a 
deterministic part, we want to take into account this specificity.  

The paper is organized as follow: the section 2 describes the physical phenomena 
we want to predict and introduces our ad-hoc time series preprocessing. Section 3 
                                                           
∗ A part of this research is founded by the Territorial Collectivity of Corsica. 
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presents the neural network architecture we designed. Results are presented and dis-
cussed in section 4 where several conventional methods for estimation and modeling 
of the meteorological data are compared with our methodology. Section 5 concludes 
and suggests perspectives.  

2   Data Analysis and Preprocessing  

There are two approaches that allow quantifying solar radiation: the “physical model-
ing” based on physical processes occurring in the atmosphere and influencing solar 
radiation [8], and the “statistic solar climatology” mainly based on time series analy-
sis [8]. As already said we have chosen to combine these two methods in a gray box 
approach to improve the quality of prediction. In this work, we have used the physical 
phenomena in an attempt to overcome the seasonality of the resource.  

2.1   Meteorological Data  

Our study proposes to analyze the radiation time series (Wh.m-2) measured at the 
meteorological station of Ajaccio (METEO FRANCE, Corsica, France, 41°55'N, 
8°44'E). The data representing the global solar radiation were measured on a daily 
basis from January 1971 to December 1989. Thus we have a Xt time series to forecast 
for time t+1; that is at horizon 1. To achieve this, we choose to use a gray box (or 
semi-physical) model where time series prediction and modeling are mixed. For time 
series prediction only past values are used to forecast the future values at a given 
horizon. In the case of modeling, the different physical processes involved are taken 
into account in order to represent the variable however the horizon is. In the remain-
der of this paper, we choose the following naming convention: Xt designate the time 
series, and Xd,y is the modeling of the variables, where d is the day of the year y. In 
the next section, an explanation of the physical phenomenon is proposed, and then we 
describe our time series preprocessing.  

2.2   Physical Phenomenon 

We can observe in Figure 1 that the global radiation consists of three types of radia-
tion: direct radiation, diffuse radiation and ground-reflected radiation [10]. The 
ground-reflected radiation does not concern us because we try to predict the radiation 
on a horizontal surface where the ground reflected radiation does not make sense. For 
clear sky, ie without cloud cover, global radiation is relatively easy to model because 
it is primarily due to the distance from the sun sensor [9], [10], [11], [12], [13]. It is 
not the same, when there are clouds near the detectors. Indeed, these are mostly  
stochastic phenomena, which depend on the weather site.  

The spectral analysis of the global radiation series highlights the high periodicity of 
the phenomenon (almost 365 days period). As proposed in [7], it appeared wise to 
make the time series stationary as much as possible. Deseasonalize and detrend a 
series allows to eliminate seasonal and trend components without changing the other 
information. In the present study, we have not considered the solar irradiation like a 
trend process but only like a seasonal process. The choice of the methodology used 
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Fig. 1. Origin of the three types of radiation: direct radiation, diffuse radiation and ground-
reflected radiation on a detector at ground level (left of the figure). Modification of the global 
irradiation profile accordingly to clouds cover (right of the figure). 

depends on the nature of the seasonality. As in our case the seasonality is very pro-
nounced and repetitive, so very deterministic and not stochastic. Moreover, it is pos-
sible to physically quantify the components of our irradiation series. Like we have 
seen in figure 1, the global solar irradiance on horizontal plane depends on direct and 
diffuse radiation. This specificity allows us to apprehend the periodicity of the  
phenomenon, and to reduce the non-stationarity of the series.  

In the next section, we propose to stationarize radiation data to overcome the de-
terministic component which is easily quantifiable. Thus we devote to the prediction 
of cloud cover included in the global radiation of the site. 

2.3   Ad-Hoc Time Series Preprocessing 

In fact, by dividing the series by daily extraterrestrial radiation [14], we can quantify 
the annual periodicity. It is the first step of our stationarization process. In first ap-
proximation, it is possible to quantify the deterministic component of global radiation 
by the extraterrestrial solar radiation alone (H0). Thus we apply on the original series 
Xd,y  (where “d” is the day and “y” is the year) the ratio to trend method. This leads to 
a new series (Sd,y), known as series of index clarity: 

d
ydydt HxSS 0,, /==  . (1) 

After this step a new rigid seasonality is updated, we can lift it with the use of peri-
odic seasonal factors [14]. This treatment aims to create a new distribution without 
periodicity. Although this pre treatment tends to stationarize the time series, a test of 
Fisher shows that seasonality was not optimal. According Bourbonnais [14], after 
using a ratio to trend method (Ho in this case) to correct rigid seasonalities, we can use 
a ratio to moving average. This second ratio can be applied when there is no analyti-
cal expression of the trend. In our case, we find that Ho led a new seasonality which is 
difficult to model. That's why we made a moving average ratio to overcome the sea-
sonality. In the case of flexible seasonality, ie random in amplitude or period, the 
filtering techniques by successive moving averages are recommended. 

∑
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In our case as 2m+1 = 365 days, we obtain m = 182. To complete the process, then 
we use the 365 seasonal factors (yd). These are in fact coefficients which allow to 
overcome rigid seasonality by a moving average ratio described above. In order to not 
distort the series, we have considered that the total sum of the components of the 
series is the same before and after the report (final seasonal factors yd* of the equation 
5). The transition coefficients (N = 18, the number of years of history) and the aver-
age coefficients of the regular 365 days are given by the equations 3 and 4. A new 
series seasonally adjusted that represents only the stochastic component of global 
radiation is given by the equation 6.  
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ddd yyy /* = . (5) 

*
,, / dyd

corr
yd ySS = .  (6) 

In the next section, we present the RNA architecture used. 

3   Neural Network Architecture and Design 

The search for the ideal network structure is a complex and crucial task. We have adopted 
a feed forward Multi-Layer Perceptron (MLP), which is the most commonly used in the 
renewable energy domain [1], [2]. In order to determine the best network configuration, 
we have tried to study all the parameters available in this network architecture. To  
perform this optimization, we have considered the practice hypothesis that parameters are 
orthogonal. We have optimized parameters by considering each other constants.  

We used the Matlab® software and its neural network toolbox to implement our 
network. The Matlab® training and testing data sets were set respectively to 80% and 
20%. As a result of this iterative process, the selected network (see figure 2) has three 
neuron layers: input, hidden and output layer. There was no significant difference in 
the use of 1, 2 and 3 hidden layer architectures. One hidden layer was used in order to 
minimize the complexity of the proposed ANN model. We tried several input layer 
configurations: 1, 2, 4, 8 and 15 variables. Best results were obtained with 8 inputs 
which received as input the endogenous entries St-1,.. , St-8 normalized on {0,1}. The 
same process was used to fix the number of hidden layer neurons. We found that 3 
neurons were sufficient. Finally, we have one neuron on the output layer 

tŜ . Concern-

ing the transfer functions the best results were obtained with the Gaussian (hidden 
layer) and linear (output layer) function. Regarding the training algorithm, many  
experiences have enabled us to choose the Levenberg–Marquardt optimization (sec-
ond-order algorithm) with 5000 epochs and a decrease factor (mu) of 0.5. Default 
values have been use for all other parameters. The early stopping technique was set to 
the maximum validation failure (the parameter max_fail = 5). 
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Fig. 2. Architecture of the optimized MLP 

The learning has concerned the years 1971 to 1987 and the performance function 
was mean square error – MSE. 

4   Results and Discussions  

Figure 3 summarizes the protocol that has allowed us to conduct our experiences and 
validate our approach. A first treatment (step 1 of the figure 3) allows to clean the  
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Fig. 3. Summarize of the protocol followed to obtain the predicted irradiation 
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series of atypical points. We have replaced them by the average over the 19 years for 
the hours and the days corresponding to the problems. 

Steps 2 and 3 have been described in the previous section and lead to a series cor-
rected. In the step 4 we compare classical forecasting methods outlined in the next 
section with our optimized MLP. Finally step 5 allows to reverse the preprocessing 
treatment and to obtain the prediction of global irradiation.  

4.1   The Classical Forecasting Methods  

In order to measure the effectiveness of our approach, we have decided to compare it 
with the following classical forecasting methods.  

The ARIMA techniques [15], [16] are reference estimators in the prediction of 
global radiation field. It is a stochastic process coupling autoregressive component 
(AR) to a moving average component (MA). After several experiments, we have 
obtained and decided to use an ARMA (2,2). Bayesian inference [17], [18] is another 
classical technique. In this method evidences or observations are used to update or to 
newly infer the probability that a hypothesis may be true. We have identified that the 
prediction was better if we had 50 classes and an order of 3. Some authors have tried 
to use so-called Markov process [19], specifically the Markov chains, which is a sto-
chastic process. The mean idea of this technique is that the description of the present 
state fully captures all the information that could influence the future evolution of the 
process. Future states will be reached through a probabilistic process instead of a 
deterministic one. In our case, we obtained 50 for the dimension of the transition 
matrix (number of class) and an order of 3 for the chain (determination of the predic-
tion lag). The k-nearest neighbors algorithm (k-NN) [20] is a method for classifying 
objects based on closest training examples in the feature space. k-NN is a type of 
instance-based learning, or lazy learning where the function is only approximated 
locally and all computation is deferred until classification. It can also be used for 
regression. Unlike previous ones this tool does not use a learning base. The method 
consists in looking into the history of the series for the case the most resembling  
to the present case. In our study we choose a k equal to 10. The following section 
presents the results obtained.  

4.2   Results  

To determine whether our network was really interesting in terms of daily prediction 
of solar radiation, we compared its performances with the forecasting results ob-
tained with a naive predictor (average over 18 years of the day considered), order 3 
Markov chains, order 3 Bayesian inferences, an order 10 k-NN, an order 8 AR with-
out preprocessing, an ARMA(2,2) with preprocessing. The predicted results for each 
combination were compared statistically using three parameters: the Root Mean 
Square Error (RMSE), the normalized RMSE (nRMSE), and the Mean Bias Error 
(MBE):  
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Table 1 presents results we have obtained in the case of an annual error for daily pre-
diction of global solar radiation. 

Table 1. Annual error for all prediction methods, years 1988 and 1989, 8 simulations  

Prediction methods nRMSE  Confidence interval  
Naïve predictor 26 % 0% 
Markov Chain (order 3) 25,11 % 0% 
Bayes (order 3) 25,16 % 0% 
k-NN (order 10) 25,20 %  0% 
AR(8) without preprocessing 21,18 % 0,2% 
ARMA(2,2) with preprocessing 20,31 %  <0,1% 
ANN[8,3,1] without preprocessing 20,97 % 0,15% 
ANN[8,3,1] with preprocessing 20,17 % 0,1% 

 
We highlight that the predictors other than ARMA and ANN give the same results, 

slightly higher than those obtained with a naive predictor. Even without preprocess-
ing, ARMA and ANN are the best predictors. The preprocessing improves the quality 
of prediction and allows access to the 20% error. Ci and Mi are respectively the ith 

calculated and measured values and N is the total number of observation. Table 2 
details in the MLP case, the annual prediction errors obtained for the years 1988 and 
1989.  

Table 2. Annual prediction error for the years 1988 and 1989 with our MLP 

 Arithmetic Mean  95% confidence interval 
nRMSE 20,2 % 0,1 % 
RMSE 997,971 6,333 
MBE -104,239 28,794 
R² 0,801 0,002 
Monthly average error  3,9 % 0,4 % 

 
The confidence interval is calculated after 10 simulations. Given the small size of the 

confidence intervals, we can say that there are very few local minimums. The monthly 
average error represents the error for the value of the irradiation. We obtain that the com-
bination of the prediction of global radiation received after 1 month is different from an 
average of 4% of the aggregate measured. The negative MBE means that we underesti-
mate the solar potential on averaged over the year. Since we have an atypical day of low 
irradiation then there is a tendency to overestimate. The determination coefficient R² is 
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greater than 0,8. Figure 4 shows the errors of prediction and distinguishes the seasons for 
the years 1988 and 1989. As we can see best results; i.e. less important error, in term of 
forecast are obtained in summer. These results can be used for example by energy man-
agers who need to avoid using hydraulic power plants in dry season.  

 

Fig. 4. Seasonal errors for the daily prediction of the years 1988 and 1989 (mean with 95% 
confidence interval) 

There should be a compromise between RMSE and nRMSE. The nRMSE are use-
ful for comparison and optimization. But for the interpretation of energy, we must 
look at the RMSE. The spring season is the most difficult to predict. The absolute 
error is consistent. However, we find that in summer the error does not exceed 900 
Wh / m², while the irradiation is important. MBE are found negative, which indicates 
an underestimation. The MBE is not significantly different from one season to an-
other. Thus we will always have the same prediction error, whatever the season. Fi-
nally, Figure 5 compares the real data of solar radiation with the results obtained with 
our MLP with preprocessing. The error of prediction is also drawn. The increase in 
errors at the beginning of the cycle corresponds to the spring when the cloud distur-
bances are very important. We can see it is very difficult to predict the radiation cause 
of very noisy variable. Figure 6 shows the correlation between experimental and 
simulated global irradiation.  

We systematically overestimate the days when the irradiation is minimal (winter). 
The points that lie at the very top of the line y = x shows that it is very difficult to 
predict the days when the irradiation had to be theoretically important. We would 
undoubtedly have improved the results optimizing an ANN by season, but it would 
complicate the procedure, and tend to decrease the robustness of the procedure. The 
next section concludes this paper and suggests prospects.  

 

 
Fig. 5. Real data of solar radiation and results obtained with our MLP with preprocessing and 
error of prediction. Dashed line is the error; solid line is the real data of solar radiation and red 
points are the prediction.  
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Fig. 6. Correlation between experimental and simulated global irradiation 

5  Conclusion and Perspectives 

This paper has developed an ANN predictor approach to determine global irradiation 
at daily horizon in order to help electrical managers. We have used an ad-hoc time 
series preprocessing and a time series prediction designed MLP. Although the loca-
tion was very specific, with the proximity to the sea and the mountain that can greatly 
affect nebulosity, we have obtained relevant results. Seasonal RMSE are less than 998 
Wh/m-2 (nRMSE < 21%). ANN processes presents a great interest compared to clas-
sical stochastic predictor like ARIMA. Moreover we found that our data preprocess-
ing approach reduce significantly forecasting errors.  

The next step of our work will be to validate our predictor on real photovoltaic sys-
tem. It was recently installed in our laboratory and we are awaiting data. In the future, 
it seems important to study shorter time horizons. As matter of fact, electrical manag-
ers are also interested to horizons that can range from ½ hour to several hours: from 3 
hours to 24 hours. Thus others ANN architecture types have to be studied: recurrent 
ANNs, adaptative ANNs, etc. An ongoing study will be based on the implementation 
of exogenous variables on the input neurons like METARs data (pressure gradient, 
temperature, etc.). Determining the relevant variables could be done by the random 
probe method [21].  
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Abstract. This paper proposes the use of non-extensive entropy for
text classification. Non-extensive entropy technique is used for text clas-
sification by estimating the conditional distribution of the class variable
given the document. The underlying principle of non-extensive entropy is
that without external knowledge, one should prefer distributions that are
uniform. This paper proposes two models for text classification based on
maximum entropy principle. The first model extends Shannon entropy
into non-extensive entropy to simplify the form of classifier, the other
one introduces high-level constraints into non-extensive model to impose
constraints on the pairs of entities. Model with high-level constraints con-
structs relations between word pairs which builds semantic constraints,
for the sake of advancing accuracy of text classification. Experiments on
the 20 newsgroup set demonstrate the advantage of non-extensive model
and non-extensive model with high-level constraints.

Keywords: Non-extensive entropy, High-level constraints, Text classifi-
cation.

1 Introduction

With the rapid development of online resources, there are more and more in-
formation on the website. Consequentially, auto classification techniques are re-
quired to discriminate useful information against redundant urgently. For text
classification, there are a variety of mature techniques which have been demon-
strated reasonable performances, such as: Näıve Bayes [Lewis, 1998; McCallum
and Nigam, 1998; Sahami, 1996], k-nearest neighbor [Yang, 1999], support vector
machine [Joachims, 1998; Dumais et al., 1998], boosting [Schapire and Singer,
1999], rule learning algorithms [Cohen and Singer, 1996; Slattery and Craven,
1998] and maximum entropy [Berger et al., 1996; Pietra et al., 1997].

Maximum entropy is a probability distribution estimation technique for es-
timating probability distribution from data. The motivating idea is that one
should perform the most uniform models that also satisfy any given constraints.
Recently, there have been many studies of maximum entropy technique for nat-
ural language processing, such as language modeling [Chen and Rosenfeld, 1999;
Rosenfeld, 1994], text segmentation [Beeferman et al., 1999], part-of-speech tag-
ging [Ratnaparkhi, 1996] and prepositional phrase attachment [Ratnaparkhi et

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 908–917, 2009.
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al,. 1994]. Results show that maximum entropy is a promising technique for
natural language processing which warrants further investigation.

This paper proposes two models for text classification which are built on the
principle of maximum entropy. One is non-extensive entropy model and the other
is its expanded form, non-extensive entropy model with high-level constraints.
In text classification, non-extensive entropy is used to estimate the conditional
distribution of the class variable given the document. Labeled training data
and unlabeled test data are required, training data is used to derive a set of
constraints for the model that characterize the class-specific exceptions for the
distribution, test data is used to evaluate the accuracy of the obtained classifier.
Constraints in text classification are represented as expected value of feature
functions. When learning the non-extensive entropy model, one important is-
sue that has to obtain is conditional distribution which is consistent with the
given constraints from training data. During this process, Lagrange multiplier
method is used to estimate the parameters and then a classifier is generated. Fur-
ther analysis illuminates that the features in non-extensive model only construct
word-class combination which can’t express constraints completely. Motivated by
this, we investigate in this paper how to inject high-level constraints which stand
for cooccurrence relations between word pairs into the first proposed model. By
increasing high-level constraints, the model establishes semantic relation con-
straints additionally. Relations between word pairs are of substantial assistance
to enhance the accuracy of text classification and achieve more success.

This paper is organized as follows. Section 2 briefly introduces related work.
Non-extensive entropy and its application in text classification are discussed
in section 3. Section 4 details an improved model based on non-extensive en-
tropy in text classification by inducting high-level constraints. Experiments and
evaluations are presented in section 5 and section 6 concludes the paper.

2 Related Work

The maximum entropy concept has a long history, its constrained form has been
widely applied in various contexts. It is used to construct a stochastic model
that accurately represents the behavior of a random process and performs the
most uniform distribution while satisfy any given constraints [1].

In text classification, maximum entropy is used by estimating the conditional
distribution of the class variable given the document. Training data is used
to set constraints on the conditional distribution. Each constraint expresses a
characteristic of the training data that should also be present in the learned
distribution. We let any real-valued function of the document and the class is a
feature, fi(c, d). Maximum entropy allows us to restrict the model distribution
to have the same expected value for this feature as seen in the training data D.
Thus, we stipulate that the learned conditional distribution p(c|d) must have the
property: ∑

c,d

p̃(c, d)fi(c, d) =
∑
c,d

p̃(d)p(c|d)fi(c, d) . (1)
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Thus, when using maximum entropy, the first step is to identify a set of feature
functions that will be useful for classification. Then, for each feature, measure
its expected value over the training data and take this to be a constraint for the
model distribution.

When constraints are estimated in this fashion, it is guaranteed that a unique
exponential distribution exists that has maximum entropy[1]:

p(c|d) =
1

Z(d)
exp (

∑
i

λifi(c, d)) , (2)

where each λi is a parameter to be estimated and Z(d) is simply the normalizing
factor to ensure a proper probability:

Z(d) =
∑

c

exp(
∑

i

λifi(c, d)) . (3)

After obtaining the exponential form of the classifier, parameters λ are to
be calculated. Improved Iterative Scaling (IIS), which performs hill climbing
parameter log likelihood space, is chosen (Details in [2] and [3]).

3 Non-extensive Entropy Model

In order to simplify the form of classifier, we substitute non-extensive entropy1

for Shannon entropy in maximum entropy model. Non-extensive entropy Sq is
the generalization of Boltzmann-Gibbs entropy SBG(S1 = SBG), it is based
on the notion of q-exponential [8]. For the sake of analytical and computing
simplicity, we only consider the non-extensive entropy with q = 2 in this paper.
Under this assumption, we can rewrite the expression of non-extensive entropy
as S2 = −

∑
i p2

i .

3.1 Constraints and Features

As the notion of features and constraints described above, each constraint re-
stricts the model distribution to have the same expected value as seen in training
data. It is expressed as:∑

c,d

p̃(c, d)fi(c, d) =
∑
c,d

p̃(d)p(c|d)fi(c, d) , (4)

where each fi(c, d) is a feature. All the feature functions fi which determine
statistics in modeling the process are are gathered as set F .

In text classification, we choose word counts as our features. More specifically,
in this paper for each word-class combination, we instantiate a feature as:

fw,c′(c, d) =

{
N(d,w)
N(d) if c′ = c

smooth Otherwise ,
(5)

1 The non-extensive entropic form is Sq = k
∑

i p
q
i −1

1−q
(
∑

i pi = 1).
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where N(d, w) is the number of times word w occurs in document d, N(d) is the
number of words in d, smooth is the parameter of absolute discounting smooth
method [7]. In this paper, we assume smooth = 0.0001.

With this representation, if a word occurs often in one class, we would expect
the weight for that word-class pair to be higher than for the word paired with
other classes. Note that we utilize the scaled counts as features in order to avoid
hurts for long documents where repeated words are given too strong a weight.

3.2 Model

The mathematical measure of the uniformity of a conditional distribution p(c|d)
is provided by the non-extensive conditional entropy:

S2(C|D) =
∑

d

p̃(d)S2(C|d) =
∑

d

p̃(d)(1 −
∑

c

p2(c|d)) = 1 −
∑
c,d

p̃(d)p2(c|d) .

(6)
Thus, non-extensive entropy model for text classification is established as:
Model 1:

argmin
p(c|d)

∑
c,d

p̃(d)p2(c|d)

s.t.
∑
c,d

p̃(c, d)fi(c, d) =
∑
c,d

p̃(d)p(c|d)fi(c, d), ∀f ∈ F

∑
c

p(c|d) = 1, ∀d ∈ D

p(c|d) ≥ 0 .

(7)

3.3 Parametric Form

Through Lagrange multiplier method, we obtain the form of conditional distri-
bution:

p(c|d) =
1

Z(d)
(
∑

i

λifi(c, d)) , (8)

where each fi(c, d) is a feature, λi is a parameter to be estimated and Z(d) is a
normalizing constant determined by the requirement that

∑
c p(c|d) = 1:

Z(d) =
∑

c

∑
i

λifi(c, d) . (9)

3.4 Lagrange Multiplier Method

Because of nonexponential form of conditional distribution in non-extensive en-
tropy model, the matured IIS method is not appropriate for calculating param-
eters any longer. Motivated by this, we investigate in this paper how to obtain
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model distribution in non-extensive entropy model. Lagrange multiplier method
is selected instead of IIS. Basic procedures of parameters estimating are briefly
outlined below:

Input: A collection D of labeled data and a set of feature functions fi(c, d).
Lagrange function F (S2, λ) is constructed as2 :

F (S2, λ) =
∑
c,d

p̃(d)p2(c|d)

−
∑

i

λi(
∑
c,d

p̃(d)p(c|d)fi(c, d) −
∑
c,d

p̃(c, d)fi(c, d)) .
(10)

By differentiating with respect to variable λi and p(c|d) respectively, the La-
grange function is transformed into two sets of formulae. Let both of them be
zero, two series of equations are received.

∂F

∂p(c|d)
= 2p̃(d)p(c|d) −

∑
i

p̃(d)λifi(c, d) = 0 . (11)

∂F

∂λi
=
∑
c,d

p̃(d)p(c|d)fi(c, d) −
∑
c,d

p̃(c, d)fi(c, d) = 0 . (12)

From Eq. 11 we can get the expression p(c|d) =
∑

i λifi(c, d)/2. Incorporating
it into Eq. 12, the set of equations only contain variables λ, so parameters λ can
be derived by solving these equations. When we gain the parameters λ, a text
classifier is established completely.

Output: A text classifier that takes an unlabeled document and predicts a class
label.

4 Non-extensive Entropy Model with High-Level
Constraints

In this section we present an improved form of non-extensive entropy model
which is named non-extensive model with high-level constraints, the model is
expected to improve the accuracy of text classification by increasing constraints.
In this paper, we assume high-level constraints are only second-order dependence
between word pairs which express semantic relations in a document. Intuitively,
accuracy should be promoted to some extent through establishing high-level
constraints based on the previous model.

Non-extensive entropy model constructs constraints with word-class combina-
tion, it simply considers contribution created by single words. A closer analysis
of text classification indicates that relations between word pairs affect docu-
ment label in a big way. For example, a document containing the word “apple”
2 Ignore the constraints

∑
c p(c|d) = 1 in Lagrange function by using normalization

factor in form of model distribution to ensure a proper probability.
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can be labeled either “Computer” or “Life” or other related category by setting
constraints with such a word in non-extensive entropy model. But if the informa-
tion between word pairs cooccurrence are picked up additionally, the document
will be labeled more accurately. Supposing word “banana” or “notebook” is ex-
isted together with word “apple”, the document will be categorized into “Life”
or “Computer” respectively. This example makes clear that by introducing co-
occurrence relation between useful word pairs into the previous linear constraints
model, accuracy can be enhanced considerably because semantic relations are
taken into consideration. Furthermore, we hypothesize the cooccurrence between
word pairs is only second-order dependence.

4.1 Constraints and Features

Keeping all existing constraints constant, we introduce word pairs cooccurrence
constraints into the non-extensive entropy model for text classification. The form
of word pairs cooccurrence constraints is established as:∑

c,d

p̃(c, d)Rj(c, d) =
∑
c,d

p̃(d)p(c|d)Rj(c, d) , (13)

where Rj(c, d) is a feature for word pairs-class combination. We notate the set
of all feature functions as R.

In this formula, Rj(c, d) is expressed by:

Rw,c′(c, d) =

{
N(d,w)
N(d) if c′ = c

smooth Otherwise ,
(14)

where w is the combination of two words wi and wj in document d, N(d, w) is
the two words’ cooccurrence times in document d, N(d) is the number of words
in d and smooth is the smooth parameter. We assume smooth = 0.0001.

4.2 Model

Appending cooccurrence constraints between word pairs described above, the
model is defined by combining the linear constraints and high-level constraints
together as:

Model 2:

argmin
p(c|d)

∑
c,d

p̃(d)p2(c|d)

s.t.
∑
c,d

p̃(c, d)fi(c, d) =
∑
c,d

p̃(d)p(c|d)fi(c, d), ∀fi ∈ F

∑
c,d

p̃(c, d)Rj(c, d) =
∑
c,d

p̃(d)p(c|d)Rj(c, d), ∀Rj ∈ R

∑
c

p(c|d) = 1, ∀d ∈ D

p(c|d) ≥ 0 .

(15)
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4.3 Parametric Form

With Lagrange multiplier method, the distribution form is obtained as:

p(c|d) =
1

Z(d)
(
∑

i

λifi(c, d) +
∑

j

δjRj(c, d)) , (16)

where each fi(c, d) is a feature for word-class combination and Rj(c, d) is a
feature for word pairs-class combination, λ and δ are parameters to be estimated
and Z(d) is simply the normalizing factor to ensure a proper probability:

Z(d) =
∑

c

(
∑

i

λifi(c, d) +
∑

j

δjRj(c, d)) . (17)

4.4 Lagrange Multiplier Method

As described above, non-extensive model with high-level constraints employs
Lagrange multiplier method as parameter calculating algorithm. Different with
the previous model, not only λ for word-class combination but also δ for word
pairs-class combination are parameters to be estimated. Solution procedure is
elided, consult details in section 3.4.

5 Results

This section provides some preliminary empirical evidence that non-extensive
entropy model and its improved form are competitive and valuable algorithms
in text classification. Results show that it is significant to take cooccurrence
relations between word pairs into account.

5.1 Data Set

The experiments are set up on the 20 newsgroups data set3. It includes about
19,997 articles evenly divided among 20 UseNet discussion groups. Nearly one
thousand messages from each of the twenty newsgroups were chosen at random
and partitioned by newsgroup name.

5.2 Text Preprocessing

Remove Stop Words. Stop words, sometimes known as noise words, make
little sense to text classification and should be ignored in preprocessing.

Feature Selection. Vocabulary selection is performed by selecting top words
according to TF-IDF4 values, top word pairs are chosen by cooccurrence fre-
quency between two words which own higher TF-IDF value. Numbers of top
words and word pairs can be selected by threshold values respectively.
3 Available on the Internet. See http://www.cs.cmu.edu/~TextLearning
4 TF-IDF : Term Frequency - Inverse Document Frequency.

http://www.cs.cmu.edu/~TextLearning
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5.3 Experiments

In order to validate the advantage of our proposed models, we compare both
the models to maximum entropy model, so accuracy is adopted to evaluate the
performance of text classification. Our experiments are performed with ten trials
of randomly selected train-test splits. In each trial, 90% of the documents are
held-out for training and the remaining are used for testing.

Two sets of experiments are set up to evaluate the performance of two models
proposed in this paper. In the first set of experiments, non-extensive entropy
model is executed across different vocabulary sizes. Additionally, compare the
results to non-extensive model without absolute discounting smooth technique5.
In the second set of experiments, we intend to further study the effect of model
introduced in chapter 4, an appended set of high-level constraints expressed by
word pairs’ cooccurrence are appended. Empirical results are compared to the
model without absolute discounting smooth technique.

Table 1. Classification accuracy of non-extensive entropy model, compared to the
model without absolute discounting smooth technique

Vocabulary Size 20000 25000 30000 35000
Model1 85.47% 89.24% 90.85% 88.63%

Model1 without smooth 84.64% 88.11% 89.61% 87.12%

Table 1 presents classification accuracy of non-extensive entropy model under
different vocabulary sizes. Results are compared to non-extensive model without
absolute discounting smooth technique. From the results, we observe that:

1) Accuracy of non-extensive entropy classifier reduces slightly after a certain
amount of vocabulary sizes. This shows that feature selection is an important
factor for non-extensive entropy.

2) Between ournon-extensive entropymodels, the model with smooth technique
achieves higher accuracy. With deeper analysis, it clearly states the importance of
avoiding sparse feature in text classification.

Table 2. Classification accuracy of non-extensive entropy model with high-level con-
straints, compared to the model without absolute discounting smooth technique

Word Pairs Size 4000 4500 5000 5500
Model2 86.74% 89.91% 91.72% 89.15%

Model2 without smooth 85.31% 88.73% 90.23% 87.54%

With the optimal vocabulary size (30000) chosen in the first set of experiments,
table 2 reports the performance of model 2 and its simply form without smooth
technique across different word pairs sizes. Conclusions are listed as follows:
5 A feature without absolute discounting smooth method is instantiated as :

fw,c′(c, d) =

{
N(d,w)
N(d) if c’=c

0 Otherwise .
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1) Identical to the first set of experiments, the error of non-extensive entropy
model with high-level constraints increases slightly after a certain amount of
word pairs sizes. The results indicate that excessive features not only take a
toll on efficiency in text classification, but also cut down the accuracy. The
essentiality of feature selection is emphasized once again.

2) Model with smooth technique outperforms the one without. It further
proves that we should attach great attention to sparse feature.

3) In comparison with the first set of experiments, we can apparently discover
the model with high-level constraints behaves better than the model which only
contains linear constraints. As intuition, accuracy is improved by taking word
pairs cooccurrence relations into account.

Table 3. The proposed models’ accuracy under respective optimal sizes, compared to
maximum entropy model and maximum entropy model with a prior.

Basic MaxiEnt MaxEnt w/Prior Model1 Model2
Vocabulary Size 57040 57040 30000 30000
Word Pairs Size 5000

Accuracy 84.23% 84.86% 90.85% 91.72%

Compare the two proposed models with basic maximum entropy model and
maximum entropy model with prior at their respective optimal vocabulary sizes,
table 3 shows classification accuracy for the four algorithms on our data set. From
table 3 we can observe :

1) As intuition, maximum entropy with prior is more accurate than basic
maximum entropy method[2].

2) The performance of our proposed methods are remarkably better than maxi-
mumentropymodels, it is because that IIS is adopted to calculateparameters,as an
iterative algorithm, IIS suffers some problems such as numerical stability and slow
convergence rate with respect to certain initial configurations. On the other hand,
the computationprocedure ofnon-extentsive entropymodels isnotmore than solv-
ing a linear system, which could be more efficient and governable in most cases.

3) Non-extensive entropy model with high-level constraints achieves the high-
est accuracy with a fairly number of active constraints. In intuition, performance
will be improved by introducing high-level constraints which stands for semantic
relation into the previous model, the result that the latter model performs better
supports the idea.

Experimental results demonstrate the advantage of the non-extensive entropy
model and non-extensive entropy with high-level constraints.

6 Conclusion

In summary, this paper proposes two models for text classification on the ba-
sis of maximum entropy. Replace Shannon entropy with non-extensive entropy to
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simplify the form of classifier, furthermore, high-level constraints which stand
for semantic relation between word pairs are injected to advance the accuracy
of text classification. Experiments on 20 newsgroup data set show that both the
proposed models are effective.
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Abstract. This paper presents a new concept of intelligent e-learning
systems with intelligent two-way speech communication between an e-
learning system and the user. The system uses intelligent methods for
analysis, evaluation and assessment of user knowledge and skills as well
as e-learning process control, supervision and optimization. Developed
as a prototype for mobile technologies, the communication system by
speech and a natural language between the intelligent e-learning sys-
tem and external users consists of intelligent mechanisms for biometric
user identification, speech recognition, word and sentence recognition,
sentence meaning analysis, and user reaction assessment. Also discussed
are selected problems of the new concept of intelligent e-learning systems
using intelligent speech communication. The discussion focuses on recog-
nition and evaluation of spoken natural language sentences with use of
hybrid neural networks.

Keywords: E-learning system; User-computer interaction; Speech
interface; Artificial intelligence; Mobile technology; Cybernetics.

1 Introduction

For the purposes of this research, mobile technologies can be understood as a
classification of all tasks in which receiving and passing of data, observation,
supervision and control of processes, decision taking, passing of rights, access to
means, initiation of undertakings and tasks, as well as prediction of results, can
take place without limitations involving movement and location of tasks and
computer devices. Mobile technologies aided by artificial intelligence methods
produce higher quality, especially when it is necessary to use the expert’s assis-
tance regarding distant effects and decision connections, heuristic circumstances
of decisions, sudden changes of conditions, while the usage of this knowledge can
take place via remote communication.

Building and applying intelligent personal computer and remote mobile sys-
tems of realization, control, supervision and optimization of distance learning
processes which communicate users with an e-learning system by speech and
a natural language, is an important goal. These systems enable a remote su-
pervision of the e-learning process quality using spoken commands in a natural

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 918–927, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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language and allow to achieve a high quality e-learning process. It is very signifi-
cant for development of new effective and flexible e-learning systems. It can also
contribute for increase of efficiency and decrease of costs of e-learning processes.
The system for remote realization, control, supervision and optimization is an
innovative solution making it possible to exploit better the e-learning methods
used nowadays. It also allows for more complete advantages of applied e-learning
processes. The presented solution can be included to the attempts of creating
the standard of intelligent personal computer and mobile systems for realization,
control, supervision and optimization of e-learning processes using two-way com-
munication by speech and a natural language between the e-learning system and
the user for distance learning systems. This subject area will soon become one
of the most important for the technological development of e-learning systems.

2 The State of the Art

Speech communication between the e-learning system and the user involves spo-
ken language understanding which is composed of speech recognition and natural
language understanding. Many sites in USA, Canada, Europe, China and Japan
have been researching spoken language understanding systems. The recent ad-
vances in development of prototypes of such systems are described in articles
in [1,5,7]. Vocabularies for these systems are usually about tens of thousands
of words, and the speech and language are spontaneous. The speech recogni-
tion utterance error rates in the 2009 benchmarks was about 5% to 15%. The
utterance understanding error rates range from 6% to 41%. These error rates
may be compatible with many potential applications. The integration of speech
recognition and natural language in applications is faced with many of the same
challenges that each of the components face: accuracy, robustness, portability,
speed, and size. The integration also gives rise to some new challenges which
include: integration strategies, coordination of understanding components with
system outputs, the effective use in natural language of a new source of infor-
mation from speech recognition, and the handling of spontaneous speech effects.
With few exceptions, current research in spoken language systems has focused on
the understanding of spoken input. However, many if not most potential appli-
cations involve a collaboration between the human and the computer. In many
cases, spoken language output is an appropriate means of communication that
may or may not be taken advantage of, because of lack of coordination of un-
derstanding components with system outputs. This paper proposes an approach
to deal with the above mentioned problem.

As the Internet gains wide popularity around the world, e-learning is taken
by the learners as an important study aid. E-learning systems offer new possi-
bilities in learning, because a user can get immediate feedback on solutions to
problems, learning paths can be individualized, etc. On-line learning is a grow-
ing business. The number of organizations working on online learning and the
number of courses available on the Internet is growing rapidly. E-learning creates
a tremendous opportunity for specific institutions and training organizations to
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provide on-demand education and training via virtual learning environments. At
present, a lot of e-learning tools with varying functionality and purposes exist
[2,3,4]. E-learning is an alternative concept to the traditional tutoring system.
E-learning forms the revolutionary and new way to empower a workforce with
the necessary skills and knowledge [6]. Towards this goal, various e-learning sys-
tems have been developed during the last years, however, most of them form
old-fashioned applications, missing functionalities like sophisticated capabilities
which could be delivered with use of artificial intelligence methods.

3 A New Concept of Intelligent E-Learning Systems

The new concept involves e-learning systems which use artificial intelligence
methods and are equipped with intelligent two-way speech communication be-
tween the e-learning system and the user (fig. 1). According to the new concept,
the e-learning system contains intelligent methods for analysis, evaluation and
assessment of the user’s knowledge and skills as well as e-learning process con-
trol, supervision and optimization. The complete intelligent e-learning system
through hybrid artificial neural networks is equipped with an intelligent two-
way voice communication system which can optionally use mobile technology
(fig. 2). The communication system by speech and a natural language between
the intelligent e-learning system and its users consists of intelligent mechanisms
of biometric user identification, speech recognition, word and sentence recogni-
tion, sentence meaning analysis, and user reaction assessment. The intelligent
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e-learning system (fig. 3A) can be developed for personal computers as well as
various mobile technology devices (fig. 3B).

The advantages of intelligent e-learning systems using intelligent two-way
communication by speech and a natural language between the e-learning sys-
tem and the user include the following:

– More robustness against user’s errors and more efficient realization, control,
supervision and optimization of the e-learning process with the chosen level
of supervision automation.

– Improvement of the co-operation between a user and an e-learning system
in respect to the richness of communication.

– Achievement of a higher level of organization of a distance learning process
that is equipped with an intelligent two-way speech communication system,
which is relevant for its efficiency, flexibility, ergonomics and economy.

– E-learning decision and optimization systems can be remote elements with
regard to an e-learning system.

The complete intelligent e-learning system is shown in abbreviated form on fig. 4.
Upon biometric identification and authentication of the user by the mobile sys-
tem, the automatic recognition process of the user’s utterance or answer in a
natural language is performed. The sentences produced in continuous speech are
processed to text and numeric values with the module for processing spoken
sentences to text on a Tablet PC. The speech recognition engine is a continuous
density mixture Gaussian Hidden Markov Model system. The speech signal is
transmitted from the PDA to the Tablet PC and after a successful utterance
recognition, a text sentence in a natural language is sent to the PDA. Individ-
ual words treated here as isolated components of the text are processed with
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Fig. 3. (A) Complete intelligent e-learning system; (B) Prototype of the intelligent
e-learning system for mobile technology: an example question and answer by speech
and a natural language and the user knowledge evaluation and assessment

the letter string analysis module. The letters grouped in segments are then pro-
cessed by the word analysis module. The analyzed word segments are inputs of
the evolvable fuzzy neural network for recognizing words. The network uses a
training file containing also words and is trained to recognize words as sentence
components, with words represented by output neurons. In the next stage, the
recognized words are transferred to the sentence syntax analysis module which
uses sentence segment patterns. It analyses and divides sentences into segments
with regards to meaning, and codes sentences as vectors. They are sent to the
sentence segment analysis module using Hamming neural networks equipped
with sentence segment patterns. The sentence become inputs of the sentence
recognition module. The module uses a 3-layer evolvable fuzzy Hamming neural
network either to recognize the sentence and find its meaning or else it fails
to recognize it (fig. 5). The neural network of this module uses a training file
containing patterns of possible meaningful sentences. The word and sentence
recognition modules contain Hamming neural networks which feature evolvable
architectures and learning (fig. 6).
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Fig. 5. Illustration of a cycle of meaning analysis of the user’s utterance or answer

After the meaning analysis process of the user’s utterance or answer, their
recognized meaningful sentences are processed for analysis, evaluation and as-
sessment of the user’s knowledge and skills. The e-learning system estimates the
user’s utterances or answers, assesses the knowledge remembering level, analysis
the knowledge understanding level, evaluates the knowledge remembering state,
and consecutively diagnoses the knowledge understanding state. The intelligent
methods are applied for these tasks using hybrid and probabilistic neural net-
works. The system also indicates errors in the utterances or answers, assesses the
answer correctness, estimates learning effectiveness and topic relevance, assigns
the answers to the correct categories, and makes corrections. The command ex-
ecution tasks include assessment of the reaction time and reactions of the user,
and control of the e-learning process with regards to the definition of progress de-
cisions as well as parameters for the e-learning process. The process supervision
is performed using neural networks. The e-learning system kernel is composed
of an e-learning system configuration module, modules for intelligent optimiza-
tion of the e-learning process, as well as signaling the process state and user’s
learning results. The speech communication to the user involves processing text
to voice messages.
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Fig. 6. Evolvable fuzzy neural networks for word and sentence recognition
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4 Experimental Results

The prototype of the intelligent communication system was developed for Win-
dows Mobile for a PDA (Pocket PC) and a Tablet PC for Windows.

As shown in Fig. 7A, the ability of the implemented evolvable fuzzy neural
network to recognize a word depends on the number of letters of that word. For
best performance, the neural network requires a minimum number of letters of
each word being recognized as its input.

The ability of the evolvable fuzzy neural network to recognize the sentence
depends on the sentence length as shown in Fig. 7B. Similarly, for best sentence
recognition, the neural network requires a certain minimum wordcount of the
given sentence.
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Fig. 7. Experimental results: (A) Sensitivity of spoken word recognition: minimum
number of letters of the word being recognized vs. number of word letters; (B) Sen-
sitivity of spoken sentence meaning recognition: minimum number of words of the
sentence being recognized vs. number of sentence component words

The experimental implementation of the intelligent e-learning system pro-
totype allowed for an attempt of its evaluation. The testing has enabled to
determine for the system the following attribute values [6]:

– Suitability, expressing the degree of appropriateness of the system to the
tasks which have to be accomplished.

– Learnability, which conveys how easy it is for the user to learn the system
and how rapidly the user can begin to work with it.

– Error rate, which reflects the error ratio while working with the system.

5 Conclusions and Perspectives

A speech interface between users and e-learning systems using the natural lan-
guage, is ideal because it is the most natural, flexible, efficient, and economical
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form of human communication. Application of hybrid neural networks allows rec-
ognizing sentences of similar meanings but of different lexical and grammatical
patterns, which will undoubtedly be the most important way of communica-
tion between humans and computer systems. This presented approach can be
included to the methods of natural language processing.

The condition of the effectiveness of the presented system is to equip it with
mechanisms of meaning analysis of the user’s utterance or answer, as well as
analysis, evaluation and assessment of the user’s knowledge and skills. In the
e-learning systems, the condition of high quality communication between users
and e-learning systems is the analysis of the e-learning software and process state
before an utterance is performed by the user, and use of artificial intelligence for
the analysis, evaluation and assessment of the answer or command.

The developed flexible intelligent e-learning system can be extended for var-
ious applications. The experimental results of the proposed system show its
promising performance for further development and experiments. The system
described in this paper is a conceptually new approach to the problem of lack
of coordination of understanding components with system outputs in a spoken
language system, although it is an appropriate means of communication that
may or may not be taken advantage of.
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Abstract. KMKE provides a knowledge engineering approach to integrating 
knowledge management activities (such as knowledge modeling, knowledge 
verification, knowledge storage and knowledge querying) into a systematic 
framework.  In this paper, we develop the KMKE knowledge management sys-
tem based on design patterns and parallel processing. First, several design pat-
terns are applied to develop the KMKE system for enhancing its flexibility and 
extensibility. Making the KMKE system flexible and extensible is useful to deal 
with continuous changes originated in knowledge. Second, JAVA programs and 
CLIPS programs are bound to offer the capability of knowledge inference for 
the KMKE system. Knowledge verification and knowledge querying can then 
be performed through the execution of CLIPS rules. Finally, we propose the 
Parallel CLIPS to shorten the execution time of the KMKE system. Since a 
large amount of knowledge may increase the execution time substantially, par-
allelizing the execution of CLIPS rules in cluster system could effectively  
reduce the search space of the CLIPS inference engine.  

Keywords: Knowledge Engineering, Knowledge Management, Expert Systems, 
Design Patterns, Parallel Processing. 

1   Introduction 

In the coming age of knowledge, using information technology to assist in acquiring, 
storing, and applying knowledge becomes a major topic in knowledge management 
(KM) [9,10]. Many researchers have pointed out several major problems that KM 
activities may encounter [1,6,13]. 

 The lack of a systematic approach makes it difficult to pursue and integrate 
KM activities. 

 Both declarative knowledge and procedural knowledge must be captured, 
stored, and analyzed to solve problems. 

 KM activities must support the continuous change of knowledge. 
 A common understanding of knowledge is required among knowledge work-

ers for sharing and interoperating knowledge. 
 In times of increasing information overload, finding information relevant to 

the task at hand is becoming increasingly critical. 
                                                           
* Corresponding author. 
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We have proposed a KMKE approach (Knowledge Management through Knowl-
edge Engineering) [7] to alleviating these problems: (1) It offers a systematic  
approach to integrating the knowledge process of modeling, verification, storage, 
querying, and updating. (2) It expresses both declarative knowledge and procedural 
knowledge in a unified CGs formalism, which is helpful in organizing and integrating 
knowledge. (3) It supports the continuous change of knowledge in the knowledge 
process. The verification mechanism can be applied to guide the knowledge update 
process and ensure the consistency of knowledge models. (4) It supports knowledge 
sharing and knowledge interoperations with its hierarchical ontology system. Higher-
level ontologies serve as the common understanding of knowledge to enhance knowl-
edge sharing, while lower-level ontologies facilitate the finding of specific knowledge 
relevant to a given domain. (5) It alleviates the problem of information overload with 
its knowledge querying system and the hierarchical ontology system. 

KMKE [7] is a knowledge engineering approach to performing knowledge manage-
ment. An overview of the systematic framework of KMKE is shown in Figure 1. A 
KMKE system consists of four components: (1) Knowledge Modeling. Knowledge is 
analyzed and captured to form a set of knowledge models. A unified CGs formalism 
[15] is used to organize and express different types of knowledge. The formal knowl-
edge representation helps in capturing the semantics of knowledge and in offering the 
capability of reasoning with the knowledge. (2) Knowledge Verification. A verification 
mechanism is proposed to verify knowledge models based on the formal semantics of 
the knowledge representation. When knowledge models are created or changed, the 
verification mechanism is applied to ensure their consistency. (3) Knowledge Storage. 
Knowledge models can be classified and stored in a hierarchical ontology system. On-
tologies serve as the common understanding of knowledge and facilitate the finding of 
specific knowledge relevant to a given domain. (4) Knowledge Querying. A knowledge 
query language is designed to enhance the dissemination of knowledge. Knowledge can 
be reused by way of matching, retrieving, and inferring from knowledge models. 

 

Fig. 1. An overview of the KMKE approach 

In this paper, we develop the KMKE system based on design patterns and parallel 
processing. First, several design patterns are applied to develop the KMKE system for 
enhancing its flexibility and extensibility. Making the KMKE system flexible and 
extensible is useful to deal with continuous changes originated in knowledge. Second, 
JAVA programs and CLIPS programs are bound to offer the capability of knowledge 
inference for the KMKE system. Knowledge verification and knowledge querying can 
then be performed through the execution of CLIPS rules. Finally, we propose the 
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Parallel CLIPS to shorten the execution time of the KMKE system. Since a large 
amount of knowledge may increase the execution time substantially, parallelizing the 
execution of CLIPS rules in cluster system could effectively reduce the search space 
of the CLIPS inference engine. 

2   Design Issues in Developing the KMKE System 

KM systems are usually modified to reflect changes in the real world and in users’ 
requirements. The implementation of the KMKE system raises several design issues:  

 The software architecture should be flexible and extensible. Since the re-
quirements of KM are frequently changed, the KMKE system must be easy 
to modify and easy to extend. 

 The formulation of knowledge should be capable of inference. Since useful 
knowledge often derives from known facts and rules via knowledge infer-
ence, the reasoning capability is required for the KMKE system. 

 The execution of the KMKE system should be efficient. Since knowledge 
verification and knowledge querying are achieved by matching CGs and in-
ferring CGs, a large amount of knowledge may increase the execution time 
substantially. Shortening the execution time is required for KMKE to  
enhance its usability. 

2.1   Design Issue 1: How to Make the KMKE System Flexible and Extensible? 

To enhance the flexibility and the extensibility, the Model-View-Controller (MVC) 
pattern [17] (see Figure 2) is applied to construct the software architecture of the 
KMKE system. The MVC architecture divides the system into three subsystems. The 
model classes are responsible for maintaining the data, the view classes are responsi-
ble for displaying the data, and the controller classes are responsible for controlling 
the system flow. In the MVC architecture, the lower layers are defined independently 
of any upper layers. For example, the model is independent of the view. It would 
therefore be able to update the view classes without affecting the model classes. 

 

Fig. 2. MVC architecture pattern 
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Whenever knowledge nodes in the model classes are changed, conceptual graphs in 
the view classes should be updated to reflect the change. That is, the model classes 
need to inform the view classes for triggering a view update. It would cause a violation 
of the MVC architecture in which the model classes should be independent of the view 
classes. To solve the dependency-violating problem, we apply the Observer design 
pattern [16] (see Figure 3) to preserve the dependencies in the MVC architecture.   

 

Fig. 3. Observer design pattern 

The model classes (i.e. Subject) maintain references to a set of observers. When the 
state of a model object changes, a Update() message would be sent to the observer. 
The observers are implemented by the ConcreteObserver classes defined in the view 
layer, but the model objects only access them through the observer interface defined 
in the model layer. A change to a model object would notify an observer interface 
defined in the model layer, and a ConcreteObserver object in the view layer would 
implement the Update() operation to reflect the change. 

 

Fig. 4. Transfer Object design pattern 
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Entities often include a large group of attributes within objects. The client needs to 
invoke a object's get methods multiple times until it obtains all the attribute values. If 
the application accesses only a few attributes from databases each time, using multi-
ple calls to get methods that return a few attribute values is inefficient for obtaining 
data values from an enterprise bean. We apply the Transfer Object design pattern [18] 
(see Figure 4) to solve the database access problem. A Transfer Object is used to 
encapsulate the data, and a single method call is used to send and retrieve the Transfer 
Object. When the client requests the enterprise bean for the data, the enterprise bean 
can construct the Transfer Object, populate it with its attribute values, and pass it by 
value to the client. The related attributes of objects are combined into value objects 
(VO) to avoid wasting time and system resources. 

 

 

Fig. 5. Data Access Object (DAO) design pattern 

 

Fig. 6. Apply Factory Method to construct DAO 
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Code that depends on specific features of data sources would tie together business 
logic with data access logic. This makes it difficult to replace or modify an applica-
tion's data sources. We apply Data Access Object (DAO) design pattern [19] (see 
Figure 5) to abstract and encapsulate all access to the data source. The DAO manages 
the connection with the data source to obtain and store data. Therefore, the DAO can 
serve as the adapter between the business logic and the data source to allow data  
access mechanisms to change independently of the code that uses the data. 

To access different data sources, we apply Factory Method [3] (see Figure 6) to let 
a class differ instantiation to subclasses. We could define an DAOFactory interface 
for creating an object, and let subclasses decide which class to instantiate. It enables 
the subclasses to provide an extended version of an object, because creating an object 
inside a class is more flexible than creating an object directly in the client. 

2.2   Design Issue 2: How to Offer the Capability of Knowledge Inference for the 
KMKE System? 

To verify and deduce knowledge models automatically, CLIPS are used as the target 
language to implement the KMKE system. Whenever a knowledge model has been 
constructed or updated, conceptual graphs in the knowledge model will be translated 
into their counterparts in CLIPS automatically. In knowledge verification, three types 
of verification (i.e., syntactic, structural, and semantic) are performed on each domain 
to ensure consistency of the knowledge models. They are implemented as verification 
rules in CLIPS. Through the deductions of the CLIPS inference engine, inconsistency 
in knowledge models can be found automatically. In knowledge querying, proper 
knowledge in CGs can be retrieved via graph matching. The graph-matching mecha-
nism is implemented by CLIPS rules based on semantic matching and analogical 
matching. The answer to a knowledge query can be deduced from knowledge models 
based on the CG’s rules of inference, which are also implemented by CLIPS rules. 

Hence, it is required to integrate JAVA programs with CLIPS programs. We use 
the exchange of files to communicate the procedural language (i.e. JAVA) with the 
non-procedural language (i.e. CLIPS). For example, the JAVA program generates 
facts and writes them to a common file. The CLIPS program reads facts from the 
common file and makes inference on the facts. The results of inference are written 
back to the common file, and the JAVA program reads them for updating display. To 
integrate JAVA programs with CLIPS programs, we use JCLIPS package [11] to bind 
JAVA and CLIPS. JCLIPS embeds CLIPS cores and the inference engine in the 
JAVA package. It allows JAVA programs to connect with CLIPS’s inference engine 
and to control the execution of CLIPS programs including loading files, running the 
inference engine, and executing commands. 

2.3   Design Issue 3: How to Shorten the Execution Time of the KMKE System? 

In KMKE, knowledge verification and knowledge querying are performed by matching 
CGs and inferring CGs. Both graph matching rules and knowledge inference rules are 
implemented as CLIPS rules. Therefore, the number of CGs nodes in a domain is the main 
factor that affects the response time of executing knowledge queries and verifying knowl-
edge models. A large amount of knowledge may increase the execution time substantially.  
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We use two mechanisms to raise the execution efficiency of the KMKE system. 

 The hierarchical ontology system is used to classify and store knowledge 
models. By retrieving the appropriate domain in the hierarchy, the search 
space can be reduced. 

 The cluster system and the MPI library are applied to parallelize CLIPS pro-
grams. Both knowledge verification rules and knowledge querying rules can 
execute in parallel to shorten the execution time of the KMKE system. 

A cluster system [2,4,5] is a type of parallel and distributed processing system, 
which consists of a collection of interconnected stand-alone computer working to-
gether as a single integrated computing resource. We adopt MPI de-facto standard 
[20,21] to extend CLIPS to be a parallel programming language. 

 

Fig. 7. Execution of a parallel CLIPS program in the cluster system 

To extend CLIPS to be a parallel programming language, we need to add some new 
syntax. The CLIPS inference engine provides two main methods for integrating with 
user-defined code. The first one is to integrate the CLIPS engine with external func-
tions. A developer can add external functions to the CLIPS inference engine, pass ar-
guments to them, and return values from them. The second one is to embed the CLIPS 
inference engine within other programs. Calls to the CLIPS inference engine are made 
like any other subroutine in the main program. The CLIPS inference engine has imple-
mented many functions to provide users with the ability to access internal information. 

The first method is appropriate to define new syntax for use in writing CLIPS par-
allel program. New syntax should follow the same style of CLIPS language and will 
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be parsed and executed by a corresponding external function implemented inside the 
CLIPS inference engine. Furthermore, a new and simple syntax can perform a com-
plicated operation on internal information. In this way, programming a parallel CLIPS 
application can be simplified. 

To execute a CLIPS application in parallel, the CLIPS inference engine is parallel-
ized with MPICH as shown in Figure 7. A target application is required to be coded 
with extended syntax in a CLIPS program, which is an input file for the CLIPS infer-
ence engine during execution. 

4   Implementing the KMKE System 

We apply the object-oriented software engineering approach [14] to developing the 
KMKE system. The layered architecture pattern (i.e. MVC architecture) is applied to 
organize the KMKE system. The software architecture is divided into five layers: a 
Presentation layer, an Application layer, a Controller layer, a DAO layer, and a VO 
layer. Classes concerned with the user interface are placed within the Presentation 
layer. Classes that maintain the system state and implement the business logic of the 
application are placed in the Application layer. The Controller layer is responsible for 
system flow control and serves as a bridge to communicate the Presentation layer and 
the Application layer. The DAO layer encapsulates all database access within DAO 
objects and constructs DAOFactory objects as the interface to access DAO objects.  

 

 

Fig. 8. Editing knowledge models in KMKE Fig. 9. Querying knowledge in KMKE 
 

 

The VO layer contains the value objects of CGs nodes to encapsulate data. Each layer is 
represented by a package to group related classes or nested packages. The Application 
layer is defined independently of the Presentation layer and the Controller layer. There-
fore, we can modify the user interfaces defined in the Presentation layer or the control 
flow defined in the Controller layer without making any changes to the core classes of 
the application. Similarly, both the DAO layer and the VO layer are defined independ-
ently of the Application layer, and the modification of the Application layer has no 
influence on the two layers. Furthermore, four design patterns are applied to refine the 
class diagram, including Observer, Transfer Object, Data Access Object and Factory.  
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Java is used to implement the application software, and CLIPS is used to imple-
ment the knowledge inference in knowledge verification and knowledge querying. In 
the proposed Parallel CLIPS, both rules and data could be divided to execute in paral-
lel. On the one hand, the module structure in CLIPS is adopted to implement the sepa-
ration of rules for parallel processing. Each module contains a group of rules which 
can execute independently. MPICH assigns modules to different CPUs for parallel 
execution and calls the functions of CLIPS for transmitting data. On the other hand, 
the master could distribute data to slaves for parallel processing. Each slave executes 
with the assigned partial data and returns results to the master via the external func-
tions of CLIPS. Figure 8 shows the editing of knowledge models and Figure 9 shows 
the result of knowledge querying. 

5   Conclusion 

In this paper, we develop the KMKE system based on design patterns and parallel 
processing. First, several design patterns are applied to develop the KMKE system for 
enhancing its flexibility and extensibility. Second, JAVA programs and CLIPS pro-
grams are bound to offer the capability of knowledge inference for the KMKE sys-
tem. Finally, we propose the Parallel CLIPS to shorten the execution time of the 
KMKE system. 

Considering the cohesion of modules, rules for knowledge querying are divided 
into seven modules. Each module contains a subset of rules related to one question 
type and is allocated to a processor. Table 1 shows the response times of executing 
knowledge queries in the non-parallel and parallel environments, respectively. A 
knowledge query that contains seven question types is applied to a domain consisted 
of 1000 knowledge nodes. Subsequently, the domain is repeatedly enlarged with du-
plicated 1000 knowledge nodes to 10000 knowledge nodes. The best performance 
improvement ratio is 4.945 while seven processors are used to parallel the queries of 
6000 knowledge nodes. The average performance improvement ratio is 3.428 in 
1000-10000 knowledge nodes. 

Rules for knowledge verification are also divided into seven modules. Each mod-
ule contains a subset of rules related to one type of verification and is allocated to a 
processor. Table 2 shows the response times of executing knowledge verification in 
the non-parallel and parallel environments, respectively. Seven types of verification 
are applied to 1000-10000 knowledge nodes. The average performance improvement 
ratio is 3.626 while seven processors are used to parallel the verification of 1000-
10000 knowledge nodes. The performance improvement ratio is good in the cases of 
1000-5000 knowledge nodes. 

Table 1. The execution time of knowledge querying 

 

 



 Developing the KMKE Knowledge Management System 937 

Table 2. The execution time of knowledge verification 

 

 
Therefore, each domain in the hierarchical ontologies had better contain no more 

than 5000 knowledge nodes. If there are more than 5000 knowledge nodes in a do-
main, the KMKE system will recommend that users should split the domain into two. 

The advantages of the proposed system are as follows. 

 It provides a systematic and automatic framework to integrate several KM 
activities. JAVA programs and CLIPS programs are bound to offer the capa-
bility of knowledge inference for the KMKE system. 

 Applying design patterns makes the KMKE system more flexible and exten-
sible. It is useful to deal with continuous changes originated in knowledge. 

 Parallelizing the execution of CLIPS rules in cluster system could effectively 
reduce the search space of the CLIPS inference engine. It is useful to shorten 
the execution time of the KMKE system. 
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Abstract. Nowadays, due to the spread of digital imaging technologies, the de-
sign of effective content based image retrieval (CBIR) systems is perceived by 
the research community as a primary problem. Various techniques such as clus-
tering and relevance feedback were proposed to obtain a certain level of knowl-
edge about a given image database. Often clustering techniques were used to 
obtain a first level characterization of the image database used to speed up the 
successive stage of queries. In this work the authors use the knowledge obtained 
using a fuzzy clustering algorithm to reinforce the user feedback. The system 
was tested on the Columbia Coil-20 image database and the obtained results 
seem to be encouraging. 

Keywords: Intelligent image retrieval system, fuzzy clustering, knowledge 
management, relevance feedback. 

1    Introduction 

With the rapid diffusion of multimedia digital devices such as digital cameras and 
digital camcorders, image databases with thousands of digital photos are becoming 
more and more common. Often, the search for similar images into these databases is 
quite challenging for a human operator because it is time consuming and a burden-
some work. On the other hand, human centricity is profoundly present in this kind of 
task, no matter how much the entire process could be automated, there is a pivotal 
role of a human user. The individual plays a primary role both as user and designer of 
the system. Digital albums need to be personalized: there should be an adjustment 
mechanism of  their structure according to the individual needs of the user. As each 
user could have different preferences as to the same collection of images, this feature 
becomes important and may influence the users’ opinion as to the performance of the 
system. At the same time while the relevance feedback is important, there should be 
efficient implementations of this feedback mechanism without mentioning a compre-
hensive suite of algorithms that support an automatic process of image annotation and 
formation of the overall structure. The automation of this process is an open challenge 
for the research community that is designing various image retrieval systems. 

An image retrieval system can be seen as a system that uses a certain knowledge to 
efficiently index a given image database. From this point of view, Content Based 
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Image Retrieval (CBIR) systems try to use information automatically extracted from 
the images to build their own knowledge base. 

This information refers to a description of images obtained using a set of visual 
features (often called signatures) that can be automatically extracted from them. There 
are many examples of low-level features such as: shape, color, and texture that are 
utilized to characterize images both in commercial (e.g., QBIC [1]) and in academic 
systems (e.g., Photo-book [2]). Other interesting features are those based on wavelet 
analysis [3] and those operating directly on compressed images [4]. The knowledge 
base, defined in this way, is used in every retrieval task. In order to evaluate the  
similarity between two images, a CBIR system computes the distance between their 
signatures. This value is considered as correlated to images similarity and it is used to 
answer user’s query. 

The main drawback of this approach is that low level features do not completely 
characterize all the semantic contents of an image. So, while user is searching for a 
semantic similarity among images, the system is searching for similarity among their 
visual features. This problem is known as semantic gap [5]. From the knowledge 
point of view, it is possible to say that the CBIR system is using a knowledge base 
characterized by a low semantic level. 

There are approaches proposed by various authors that aim at rising the quality 
level of this knowledge base by using clustering algorithms and the user feedback 
(e.g. [6]). 

Relevance feedback techniques are used in several ways, for example it can be 
used to modify the weights of a distance function [7] or to pose multi-image queries 
to the system as in [8] and in this work.  

Clustering is an important technique used in discovering inherent structure present 
in a set of objects. In various CBIR systems, clustering techniques are used to en-
hance the efficiency and effectiveness of the retrieval process. Indeed, according to 
CBIR assumptions (perceptually similar images are situated close to each other within 
a connected region of a given space of visual features), each cluster is composed of 
similar images at least from the point of view of the low level features. So, each clus-
ter conveys information about a neighborhood of the query space. 

In this work the authors propose an advanced CBIR system implementing rele-
vance feedback for multi-image queries and using the knowledge obtained by means 
of a fuzzy clustering algorithm to reinforce the user feedback.  

The remaining part of this work is so organized: Section 2 briefly discusses related 
work, while section 3 describes the proposed system highlighting the adopted feature 
space and the used clustering method. Section 4 reports the conducted experiments 
and the obtained results. Conclusions and final remarks are presented in section 5. 

2   Related Work 

Content-based image retrieval (CBIR) has emerged as an important area in computer 
vision, multimedia computing, just to name a few representative examples. Typically 
in CBIR systems, images are described by using a collection of some visual features 
(often referred to as signatures) extracted from the individual images. In the literature 
there are many low-level visual features. Shape, color, and texture are those in  
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common use both in commercial systems (e.g., QBIC [1]) and in the academic com-
munity (e.g., Photo-book [2]). In [9] an improved version of color signature embed-
ding some local information about the statistical and visual relevance (importance) of 
each pixel was proposed. 

With the increasing diffusion of compressed images, there have been various at-
tempts to extract their visual features in the compressed domain, see [10, 4]. The 
results obtained using more sophisticated and abstract features such as wavelets [3,11] 
are particularly interesting. Color, texture, shape, etc are used as visual descriptors 
into the MPEG-7 standard [12]. There are interesting approaches combining more 
than one visual feature to improve the effectiveness of the retrieval systems. For ex-
ample in [13,14] the authors combine color and texture while in [15] they use color 
and shape building other aggregates. The study [5] provides a comprehensive over-
view of the theory, techniques and applications of content-based image retrieval. 

Several image retrieval systems use clustering as a certain pre-processing step. In 
many studies, such as  [16,17], clustering is used to segment images as an early step 
in the image understanding process. In other works, the underlying objective is to 
complete some organizations of the entire image collection into some homogeneous 
groups. In both approaches the processing time of the clustering algorithm is a critical 
point. Many works deal with this problem and a promising approach can be found in 
[18]. In [19] the authors use the clustering to build a CBIR system that makes the user 
aware of the overall image distribution into the database. 

3   Proposed System 

In this work the authors propose a CBIR system using fuzzy logic approach to reinforce 
the mechanisms of multi-image queries and relevance feedback. The information given 
by user with relevance feedback represents the knowledge at the highest semantic level 
into the system. Unfortunately, for practical reasons, this knowledge is related to a small 
portion of the image database (only for the images retrieved by the system as relevant 
for user query). For this reason, the authors propose to use the knowledge deriving from 
the FCM algorithm to enrich the previous human based knowledge.  

Figure 1 shows a schematic overview of the proposed system. The phase of data-
base population is highlighted using a grey shadow. It is composed of: 

• the feature extraction module: it extracts the low level features from each 
image into image database, see section 3.1 for more details.  

• the FCM module: it uses the Fuzzy C-Means algorithm to obtain a partition 
of the database. The obtained fuzzy clusters and the related partition matrix 
are stored into the fuzzy cluster DB, see section 3.2 for more details. 

The query phase is highlighted using  the cyan shadow. In this phase, the user can 
pose a query to the system using the query by example method. The system extracts 
the low level features from the query image (using the same feature extraction module 
used in database population phase) and sends them to the query engine module. This 
module computes distances between the query and the images into the database using 
the fuzzy knowledge as weight in the used distance function and then it shows the 
most relevant images to the user. At this point an iterative process of user feedback  
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Fig. 1. A schematic overview of the proposed system 

starts in which the user can select the images that he/she considers relevant to his/her 
similarity idea. These images have a high semantic value since they are considered 
relevant by the user. These images are used by the system to implement the multi-
image queries computing the centroid of the signature associated to them (not neces-
sarily coinciding with a real image) and using it as stimulus in the various retrieval 
steps in combination to the mechanism of fuzzy feedback reinforcement. This interac-
tive visual query process leads to the creation of the final query and the final desired 
set of images extracted from the database. 

3.1   Image Description 

In this work a global feature was utilized to describe images, namely the angular 
spectrum signature [20]. The main hypotheses at the base of the formulation of this 
signature are: 

• visual properties are mainly related to the largest objects in images; 
• among the various object visual features, shape, texture and orientation play a 

major role in similarity assessment. 

Following these hypotheses, the orientation of objects within an image and its shape 
can be key attributes in the definition of the similarity with other images. 

The problem of finding the distribution of line directions within an image was 
faced by analyzing its Fourier’s transform. 

Before the forward Fourier’s transform, each image is pre-processed applying a 
windowing function (2D Hamming function) in order to remove discontinuities at the 
edges which can complicate the interpretation of frequency spectra. The so obtained 
Fourier’s transform is processed to obtain a polar representation of the image spectrum 
in which the zero-frequency component is shifted to center. This representation of the 
image spectrum is split in 10 angular sectors, each one is large 18° starting from θ = 
π/2 down to θ = -π/2. For each sector, 7 harmonics are evaluated and recorded in a 
histogram using the values of ρ=1, 2, …, 7. This histogram, composed of 7*10 values, 
is the angular spectrum signature (see figure 2.b). It is noteworthy that the angular  
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Fig. 2. (a) An example image, (b) The Angular Spectrum signature extracted from the  
image (a) 

spectrum signature considers only the low frequencies. Indeed, the low frequencies 
correspond to the largest components within the image. These components are usually 
the most relevant ones for interpreting the image and can be assumed to be more fre-
quently localized in central areas (e.g., foreground objects) or to be spread in the whole 
image (e.g., landscapes). Their contribution to the signature generation is almost com-
pletely preserved after the 2D Hamming function application.  

High frequencies correspond to small details and fine-grain textures; a reduction of 
these components means focusing on the foreground components, located in the im-
age central area, and ignoring the details of the peripheral contour. 

3.2   Fuzzy Clustering 

Clustering is a well-known technique used to discover inherent structure inside a set 
of objects. Clustering algorithms attempt to organize unlabeled pattern vectors into 
clusters or “natural groups” so that points within a cluster are more similar to each 
other than the points belonging to different clusters. 

If the database images are successfully classified into different semantic clusters, a 
visual query can be quickly narrowed to a specific category. Therefore, image re-
trieval can proceed effectively and efficiently. However, different semantic clusters 
can have arbitrary shapes and overlaps, so, it may be impossible to detect and specify 
them accurately. 

In this work, the clustering is not used just to speed-up the query process, but it is 
used to build a fuzzy knowledge base used to reinforce the user feedback in the query 
process. Fuzzy clustering was preferred to Boolean clustering due to the nature of the 
problem under discussion. Indeed, often it is difficult to assign an image to a single 
class because that image can contain many objects belonging to different classes [21]. 
For this reason, Boolean clustering algorithms, that attempt to label each patterns as 
“member” or “not member” of each class, are not suitable for this kind of applications. 

In this work various experiments were carried out to define a suitably fuzzy knowl-
edge of the image database using the FCM algorithm. The aim of these experiments 
was to find the values of the various FCM algorithm parameters maximizing the per-
centage of correctly classified patterns. In particular, the number of clusters was fixed 
to 20, while the value of the fuzzification coefficient (m) was found running the FCM 



944 V. Di Lecce and A. Amato 

algorithm by using different values of m and choosing the one that offered the mini-
mum classification error.  

4   Experiments and Results 

The experiments were carried out on Columbia Coil-20 image database [22]. This 
database comprises 1,440 grey images of 20 objects. There are 72 images per object 
where a photo of each image is taken at pose intervals of 5 degrees. The authors used 
this image database due to the acute lack in literature of a common standard database 
to be used as a test bed for CBIR systems. This database was often used in image 
retrieval and categorization e.g. [23, 24]. There are other image databases of general 
format. The most popular one is the Corel Image Database. This database is com-
posed of a set of more than 800 Photo CDs where each of them consists of 100 im-
ages that are grouped along the same category. It seems that this database could solve 
the problem of the lack of common test bed for the validation of CBIR systems, how-
ever this is not true. In an interesting study [25] the authors show that it is very easy to 
reach different results, even in cases when the same collection of images is being 
used. Some selected examples of the Columbia image library are included in figure 3. 

 

Fig. 3. 20 example images of the Columbia Object Image Library Coil-20 

Two CBIR systems were implemented. They used the same image database and 
the same visual features and both implemented the same mechanism of relevance 
feedback and multi-image query. The only difference between the two CBIR systems 
is that the second one implements the proposed fuzzy logic approach to reinforce the 
mechanisms of multi-image queries and relevance feedback. Figure 4 reports the 
results of the comparative evaluation between the two systems. The shown results are 
the average performance values obtained posing 200 queries (10 images for each 
class) to both the CBIR systems. For each query 10 steps of relevance feedback were 
carried out using the method described in section 3. It should be highlighted the shape 
of the performance curve in figure 4.b representing the performance obtained using 
the proposed fuzzy clustering based feedback reinforcement method. In the second  
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      (a)                                                      (b) 

Fig. 4. The average performance in terms of precision obtained during the experiments without 
using the fuzzy logic based feedback reinforcement method (a) and while using it (b) 

relevance feedback iteration there is a lower performance than that in the first step 
(where the query by example method is used). This fact is due to the initial combina-
tion of the multi-image query and the fuzzy clustering based feedback reinforcement 
method. After the initial performance loss, the combination of these methods works as 
expected and the retrieval precision grows. 

In order to obtain the a-priori knowledge base of the image database the FCM algo-
rithm with m=1.6 and C=20 was used. These values of fuzzification coefficient and 
several clusters are those that gave the better classification rate during the experimen-
tation phase [26]. 

Various experiments were conducted to evaluate the retrieval performance of the 
proposed relevance-feedback algorithm in terms of precision. 

Precision is defined as the ratio between the number of relevant images and the to-
tal number of images returned by the system. As figure 4 shows, the proposed system 
achieves an average precision increment of 15%. 

5   Conclusions 

Image retrieval systems are becoming ever more required due to the spread of digital 
imaging devices. In this work, the authors have presented an image retrieval system, 
which is able to improve the performances of classical CBIR system using a fuzzy 
logic approach to reinforce the user feedback. 

From a knowledge point of view, the proposed approach tries to improve the high 
semantic level knowledge represented by the user feedback with an automatic ex-
tracted knowledge obtained with a FCM algorithm. The user knowledge is used to 
define the stimulus of the multi-image query, while the partition matrix and the clusters 
obtained by using the FCM are used to modify the weights of the distance function. 

The proposed system was applied to the Columbia Coil-20 image database because 
it was used in various previous works allowing for a performance comparison among 
various systems. The obtained results have shown how the proposed system achieves 
an average precision increment of 15%. 
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Abstract. Plant has plenty use in foodstuff, medicine and industry, and is also 
vitally important for environmental protection. So, it is important and urgent to 
recognize and classify plant species. Plant classification based on leaf images is 
a basic research of botanical area and agricultural production. Due to the high 
nature complexity and high dimensionality of leaf image data, dimensional re-
duction algorithms are useful and necessary for such type of data analysis, since 
it can facilitate fast classifying plants, and understanding and managing plant 
leaf features. Supervised locally linear embedding (SLLE) is a powerful feature 
extraction method, which can yield very promising recognition results when 
coupled with some simple classifiers. In this paper, a semi-SLLE is proposed 
and is applied to plant classification based on leaf images. The experiment re-
sults show that the proposed algorithm performs very well on leaf image data 
which exhibits a manifold structure. 

Keywords: Plant leaf image, Plant classification, locally linear embedding,  
Supervised locally linear embedding (SLLE), Semi-SLLE. 

1   Introduction 

Plants are the largest number of species and the most extensive form of life on earth. 
They are the most important genetic resources for human’s survival and development 
and also the necessity of mankind living and production. Furthermore, plants play a 
crucial role of inhibiting desertification, improving the climate and Maintaining water 
and soil. According to the investigation, there are almost 300,000 kinds of plants on 
earth, among these, about 250,000 can be named and recorded by botanists. China is 
the world’s second largest resource base of plants, only the higher plant has more 
35,000 kinds of species. Along with the growing production activities of mankind, the 
ecosystem has being destroyed continuously and a lot of species have to face extinc-
tion, it has about 34,000 kinds of plants are on the edge of dying out, this was men-
tioned in the dissertation about plants’ distribution, which was issued on Science in 
2002 by doctor Alan K. Knapp [1]. And this point was supported by doctor J. Alan 
Pounds in 2004 with an article issued on Nature [2]. The extinction of a huge number 
of plants may have a serious impact on human beings and ecosystem. More and more 
evidences have made it clear that natural and artificial ecosystems are changing their 



 Dimension Reduction Using Semi-Supervised Locally Linear Embedding 949 

functions with the disappearance of biological variability. Wherefore, it is urgent to 
protect plant species, and an important aspect for the protection is plant classification. 

Plants exist everywhere we live, as well as places without us. Many of them carry 
significant information for the development of human society. Whether for agriculture 
informatization or for ecological protection, study of plant classification is very nec-
essary. Classification of plants is the basic research of botanical research and agricul-
tural production. It has a vital signification for identifying and distinguishing the types 
of plants, exploring the relationship among plants, protecting plant species and the 
environment, avoiding further damage to the ecology, and for clarifying the evolution 
of the law in Plant system. Classification of plants can also set up databases and 
plants flora figure of plant resources, it is able to protect plant species variability, and, 
at the same time, it will allow more non-professionals to get to know plant resources, 
to enhance the public awareness of the plant resource protection. The urgent situation 
is that many plants are at the risk of extinction. So it is very necessary to set up a 
database for plant protection [2-6]. We believe that the first step is to teach a com-
puter how to classify plants.  

Comparing with the plant root, stem, flower, fruit and leather, the plant leaves in 
general on the shape of the structure are very stable and essentially flat in the state, 
suitable for two-dimensional image processing. In most of the time the plant leaves 
can be easily collected. For the leaves, their color, shape, texture and other character-
istics can be used as a basis for classification. From the perspective of plant taxon-
omy, or images from the computer pattern recognition point of view, the plant  
classification based on leaf images is not only a most direct and simple and most 
effective method, but also the future of digital plant study of a natural trend. 

Because the plant leaf images are more sensitive to the seasons, locations and illu-
mination conditions, the leaf appearances do not have as regular size and shape as the 
industrial parts, and can in no way be described, many existing dimensional reduction 
methods are not effectively applied to plant classification based on leaf images. 

Manifold learning is a very effective non-linear feature extraction and selection 
method, and it has been applied successfully in biometric identification technology, 
such as face and lip biometric identification. Because of the image performance of 
Plant leaves at the season, location and illumination conditions has the same perform-
ance characteristics of people face and lips at the expression, it is similar to the leaves 
as if the plants are the "face" or "lip", there is no doubt that manifold learning meth-
ods can also be applied to images based on the leaves of plant classification.  

LLE is a nonlinear dimensionality reduction method. The main assumption behind 
LLE is that the data is sampled from a manifold, embedded in the high dimensional 
space (HDS). LLE is an unsupervised method, which avoids the local minima problems 
plaguing many competing methods. Some other advantages of LLE are that few pa-
rameters need to be set (selecting optimal values for these is discussed in [7,8]) and that 
the local geometry of high-dimensional data is preserved in the embedded space. To 
extend the concept of LLE to multiple manifolds, each representing data of one specific 
class, a supervised LLE (SLLE) was independently proposed in [7]. In this paper, Semi-
SLLE is presented and applied to the plant classification based on leaf images. 

The rest of the paper is organized as follows. Section 2 proposes a semi-supervised 
locally linear embedding. Section 3 introduces K-nearest neighbor classifier. Experi-
mental results are illustrated in Section 4. Conclusion is given in Section 5.  
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2   Semi-Supervised Locally Linear Embedding 

The Euclidean distance is often taken as a measure of the dissimilarity. If the Euclid-
ean distance between two points is very large, we can say the probability of their 
dissimilarity is very high. Otherwise, they probably are similar to each other. The 
main purpose of manifold learning is to find the intrinsic geometry of the data, as 
captured in the geodesic manifold distances between all pairs of data points. The 
approximation of geodesic distance is divided into two cases. In case of neighboring 
points, Euclidean distance in the input space provides a good approximation to geo-
desic distance. In case of faraway points, geodesic distance can be approximated by 
adding up a sequence of “short hops” between neighboring points.  

The novel distance metric introduced in Semi-SLLE algorithm is defined by 

( , )
( ) ( )

i j

i j

X X
d X X

M i M j

−
=

⋅
                                             (1) 

where 
i jX X−  is Euclidean distance of Xi and Xj, M(i) is the mean distance of Xi 

and Xj . 
Based on the novel distance metric, we propose a semi-SLLE. The steps are de-

scribed as follows [9,10]: 

Step 1: For each data point Xi X∈ , find the setΔ
i
of k nearest neighbors of Xi by K-

NN algorithm or ballε −  algorithm in the geodesic distance metric. But in practice,  

it is hard to choose a proper ε -neighborhood. To avoid this difficulty, the method  

of k-nearest neighbors is always used instead of the δ-neighborhood in real-world 

applications. 

Step 2: Define the distance metric by Eq.(1). 

Step 3: Redefine the distance metric as follows, 
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       (2) 

where β is a control parameter, which should depend on the “density” of the dataset, 

α is tuning parameter. 

Step 4: Re-compute the k-nearest neighbors of each point by Eq.(2). 
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Step 5: Compute the reconstruction weights Wij of the neighbors that minimize the 

error
i

ε of reconstructing Xi, i.e., seek the best reconstruction weights.  

( )
2

arg min
j i

i i ij j
X

W X W X
∈Δ

= − ∑ε                                   (3) 

where i  is the Euclidean norm. Wij subject to two constraints, 1
ijX j i

W
∈Δ

=∑ and Wij =0 

for any
j i

X ∉Δ . In the first constraint, each point is represented as a convex combina-

tion of its neighbor; the second reflects that SLLE is a local method. 

Step 6: Compute the low-dimensional embedding Y for X that best preserves the local 
geometry represented by the reconstruction weights. This means to solve the below 
equation (4),  

( )
2

1
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j i

n

i ij j
i X

Y Y W Y
= ∈Δ

= −∑ ∑ε                                 (4) 

where
iY subject to two constraints 
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YY I
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=∑ (normalized unit covari-

ance), 0 is a column vector of zeros and I is an identity matrix.  
Based on the matrix W, we can define a sparse, symmetric, and positive semi-

definite matrix M based on ( ) ( )TM I W I W= − − , the Step 6 is transformed to the solu-
tion of eigenvector decomposition which can be seen as follows: 
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= − =

∑ ∑ε                      (5) 

In equation (6), by the Rayleigh-Ritz theorem [11], minimizing equation (4) can be 
performed by finding the eigenvectors with the smallest (nonzero) eigenvalues of the 
sparse matrix M. This corresponds to solving a sparse eigenvalue problem, using 
singular value decomposition (SVD) without performing a full diagonally matrix, to 
find the d+1 eigenvectors of M with the smallest d +1eigenvalues. 

3   K-Nearest Neighbor (K-NN) Classifier 

Generally speaking, the number of samples (n) must be larger than the number of features 
(p) for good classification performance. The idea in feature selection is to find the ones 
with better discrimination ability and design a classifier using those features only. The K-
NN classifier is a well-known nonparametric classifier. It is based on a simple and 
effective supervised classification technique [12]. K-NN is a most common and non-
parametric method. To classify an unknown sample x , K-NN extracts k closest vec-
tors from the training set using similarity measures, and makes decision for the label 
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of the unknown sample x  using the majority class label of the k nearest neighbors. 
We adopt Euclidean distance to measure the similarity of samples. To classify a new 
input X , the K-NN is retrieved from the training data. Given an input vector X , K-
NN extracts k closest vectors in the reference set based on similarity measures, and 

the input X  is then labeled with the majority class label corresponding to the k-NN. 
Pearson’s coefficient correlation and Euclidean distance have been used as the 

similarity measure. When we have an input X  and a reference set 

1 2{ , ,..., }ND d d d= , the probability that X  may belong to class jc , ( , )jP X c  is 

defined as follows:  

( , ) ( , ) ( , )
i

j i i j j
d kNN

P X c S X d P d c b
∈

= −∑                          (6) 

where ( , )iS X d  is the similarity between X  and id , and jb is a bias term. 

4   Experiments 

In this project, we use 1-NN as a classification tool for its simplicity to verify the 
effectiveness of our feature reduction algorithm. The whole program is implemented 
in Matlab (version 6.5) environment.  

Multi-class classification: In case of multi-class problem, we split the problem into 
k binary-classification problem, where k equals to the number of class, and each class 
is classified versus all other classes in the dataset. The classification accuracy is cal-
culated by adding up the correctly classified samples over all classes. 

Ten-fold cross validation: Cross validation is such a technique based on methods of 
re-sampling. On each data set, ten times ten-fold cross validation is run. That is, in 
each time, the original data set is randomly divided into ten equal-sized subsets while 
keeping the proportion of the instances in different classes. Then, in each fold, one 
subset is used as testing set and the union of the remaining ones is used as training set. 
After ten folds, each subset has been used as testing set once. One tenth of samples 
have not labels in training set. The average result of these ten folds is recorded. This 
procedure is repeated ten times and gets ten results for each compared algorithm. We 
will estimate the generalized classification results using ten-fold cross validation. 

The SLLE is implemented using the coding provided by the original author. We se-
lect 20 species of plants, and each plant has 20 images of different leaf in our image 
database, as shown in Fig.2.  

 

 

Fig. 1. 20 kinds of plants 
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These images were recorded at a resolution of 640×480 pixels, with a bit depth of 
16 bits/pixel. Thus, 256 levels were available for each R, G, and B color plane. The 
colors of plant leaves are usually green. Moreover, the shades and the variety of 
changes of water, nutrient, atmosphere and season can cause change of the plant leaf 
color, so the color feature has low reliability. Thus, we decided to recognize various 
plants by the grey-level image of plant leaf before processing. Fig.2 shows 20 original 
leaf images of Katsura-tree.  

 

Fig. 2. 20 leaf images of Katsura-tree in different cases 

When selecting the optimal neighborhood k and dimensionality d, it is crucial to 
determine k before d. The value of k is only used while performing the front step of 
the proposed algorithms, which determines the optimal weights for the nearest 
neighbors, while d is used in the final step of the proposed method. Too large k will 
cause elimination of small-scale structures in the manifold. In contrast, too small k 
may falsely divide the continuous manifold into disjointed sub-manifolds. So the 
optimal k for a given data first must be determined using an arbitrary value for d; then 
d is determined by using the optimal k value found in the previous experiment. The 
number of nearest neighbor k can be set to k=m-1, where m is the number of the train-
ing samples per class. The justification for this choice is that each sample should 
connect with the remaining m-1 samples of the same class.  

In the first experiment, we choose 12 images from each class as training set, the 
rest as test set. We test the impact of k on the performance of Semi-SLLE. The maxi-
mal classification rates are shown in Fig.3, when k=11, the classification result attains 
the optimal value. In order to validate the effect of the proposed method, Table 1 
shows the classification results by the region-based classification method [13], LLE 
[14] and supervised LLE (SLLE) [15]. 
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Fig. 3. Classification rates with varied k on leaf images by SLLE, whereα =0.1, β =200 
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Table 1. Recognition rates of leaf images 

Method  Reference [13] LLE+K-NN [14] SLLE+K-NN[15] Semi-SLLE+K-NN 
Recognition rate 85.86 86.45 88.78 90.26 

From Fig.3 and Table 1, it is found that the proposed method outperforms the other 
methods. 

5   Conclusion 

This paper introduces a feature extraction approach for plant leaf recognition. The 
classifier K-NN is adopted for it has fast speed on training and simple structure. The 
features of plant leaf are extracted and processed by semi-SLLE to form the input 
vector of K-NN. The experimental results indicate that our algorithm is workable with 
a recognition rate greater than 90% on five kinds of plants. Compared with other 
methods, this algorithm is fast in execution, efficient in recognition and easy in im-
plementation. Future work is under consideration to improve it. Future work should 
be directed to the following topics. (1) More difference leaf images in variety cases 
should be collected to generalize the proposed classification method. (2) More fea-
tures of leaf should be included to improve the classification performance of the pro-
posed method. Further study should be study a supervised robust feature extraction 
algorithm for plant classification. (3) The features of different leaf classes in the 
world should be taken into account to improve the classification accuracy. (4) The 
proposed method should be extended to handle distortion problems such as broken 
leaves and oriented leaves. 

Future work should be directed to the following topics. 

(1) More leaf images should be collected to generalize the proposed classification 
algorithm. 

(2) More features of leaf should be included to improve the classification perform-
ance of the proposed method. For example, the texture of nervure can provide useful 
information. This study should extend to use shape and texture features for data clas-
sification.  

(3) The occurrences of different leaf classes in the world should be taken into ac-
count to improve the classification accuracy.  

(4) The proposed method should be extended to handle distortion problems such as 
broken leaves and oriented leaves 
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Abstract. Disease Candidate Genes (DCGene) is an advanced system for pre-
dicting the disease related genes, It is a novel computational approach by using 
the GO annotation information. The performance of the DCGene is evaluated in 
a set containing 1057 test samples, on both the local region and genome scale. 
In the local region scale, for 397 of 1057 (37.6%) samples, the disease-
associated genes are at the top 1 of the out put gene prioritization list, and if the 
top 9 genes are all considered, 754(71.3%) disease-associated genes are in-
cluded in the result. In the genome scale, 55% of the disease-relevant genes are 
included in the top scoring 3%, and 74% of the disease-relevant genes are in-
cluded in the top 15%. The performance of the DCGene is demonstrated to be 
significant better than the others by comparison with the other systems and 
methods.  

1   Introduction 

Identifying the relevant genes of human genetic disorder, is not only the base of diag-
nosis and prevention of disease [1,2], but is also one of the major goals of the human 
genome project. The positional candidate strategy has become regular strategy for the 
identification of relevant genes of genetic disease. But there are hundreds of candidate 
genes in the located chromosome regions, especially for the linkage studies of com-
plex genetic disorder, whose regions include 300 genes on average[3]. It is a time-
consuming and expensive work to identify the gene from the interested regions if all 
genes are randomly selected for mutation analysis. Therefore, the crucial step is how 
to predict disease-relevant genes and prioritize the candidate genes for mutation 
analysis. With the accumulation of various genomic information, computational 
analyses have become the important methods for prioritizing the candidate genes 
according to their nosogenetic possibilities. 

Some bioinformatics application tools for prioritizing candidate genes have been 
developed and released to public [4-10] in recent years. They can be classified into 
two broad, while not mutually exclusive categories. One is based on single type of 
genomic data (functional annotations, sequences, expression profiles et al.) [4-7], the 
other is based on the integration of various types of genomic data [8-10]. Franke,  
et al. [10] observed that GO[11] annotation is the most effective data resource, and 
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the accuracy based on GO was slightly improved by adding other types ofdata. There-
fore, improving the accuracy of function annotation based methods will greatly help 
improve the accuracy of multi-information fusion methods.   

In this study, we attempt to improve the accuracy of predicting disease-relevant 
genes by efficiently exploiting the GO functional annotation information. And a novel 
computational tool, called DCGene (Disease Candidate Genes), has been developed. 
Testing results demonstrated that the performance of DCGene is significantly better 
than those reported by the above mentioned approaches. 

2   Material and Methods 

In DCGene, a new approach is proposed to measure the similarity between any given 
candidate gene and the group of genes certified to be related to some disease, Specifi-
cally, we explored how to make use of the structure of DAG to analyze function  
similarity for improving the performance of identifying disease genes. We search  
for candidate genes of similar functions with similar but not necessarily shared GO 
annotations. 

2.1   The Functional Similarity between a Candidate Gene and the Cluster of 
Genes Related to the Disorder 

In this study, the determination of functional similarity between a candidate gene and 
the group of disease –relevant genes is based on GO annotation information. And  
the definition of the similarity is divided into three different levels: GO-GO level, 
gene-gene level and gene-cluster level from the basic GO terms.  

Functional Similarity at the GO-GO Level 
Comparing the functional similarity of two GO terms is the basis for evaluating the 
functional similarity between two genes and/or two groups of genes. In previous 
methods[4,7], only shared GO-terms between two genes are considered, it means that 
two GO terms are considered as ‘similar’ only if they are identical.  Consequently, it 
is improper to conclude that commonalities of function can not be shared by two 
different GO-terms in view of the DAG structure characteristic of GO,. For example, 
GO:0005267(potassium channel activity) and GO:0005262(calcium channel activity) 
are two different GO-terms, however, both of them have the parent “cation channel 
activity”(GO:0005261) according to the DAG structure of GO, so obvious functional 
similarity is existed between GO:0005267(potassium channel activity) and 
GO:0005262(calcium channel activity). As a result, the functional similarity can not 
be effectively revealed by the methods only considering the shared GO-terms between 
two genes . To tackle this problem, in this study, the following method which can 
exploit the complete DAG information is proposed to assess the functional similarity 
between two GO terms. 

Firstly, the specificity and the ancestor set for each GO-term are determined. For 
any a GO term Os, its specificity O(Os), is defined as: 

( )
( )

( )
NUM s

s
NUM

G O
O O

G O
=  (1) 



958 Y. Fang and H. Wang 

where GNUM(Os) is defined as the number of genes that have been annotated with Os, 
GNUM(O) is the total number of genes annotated with a GO term belonging to the same 
category as Os (Molecular function, biological process, or cellular component). Both 
GNUM(Os) and GNUM(O) can be obtained from the GO Annatation database.  For in-
stance, the specificity of term GO:0005267, a child of “biological process”, is 0.0026 
(286/108120), where 286 and 108120 are the numbers of genes that are annotated with 
GO:0005267 and “biological process”, respectively. Obviously, the value of O(Os) 
ranges over [0,1], and the lower the value is, the higher the specificity of the GO-term 
Os is. The ancestor set of Os, OANC(Os), is defined as a set including all the nodes that 
can reach Os according to the DAG of GO. For example, the ancestor sets of node 7 
and 12 are OANC(7)={1,2,3,4,5,6,8,9,10}, and OANC(12)= {1,2,3,4,8,9,10,11,13,14}. 

1 2 3 4 12

1 2 8 9 10 11 12

1 2 8 9 13 14 12

1 2 3 4 7
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Fig. 1. An example to show the hierarchical nature of GO and the determination of ancestor set 
of a GO term 

Based on the definition of the specificity and the ancestor set of GO-terms, the 
score that estimates the degree of functional similarity between any two GO-terms, Os 
and Ot, can be defined as: 

'( , ) lg(min{ ( )})    { ( ) ( )}
s t share share ANC s ANC t

m O O O O O O O O O= − ∈ ∩  (2) 

where Oshare is the set of GO terms that are shared by the ancestor sets of Os and Ot. 
The most specific common parent is used to measure the similarity of two GO-terms 
in this definition. This method is more seemly than the strategy which only considers 
the bottommost GO-terms. 

The Association at Gene-Gene Level 
With the definition of the functional similarity between two GO-terms, the functional 
similarity between any two genes, G1 and G2, can be defined as: 

1 2 1 2( , ) max{ '( | , | )}s tm G G m O G O G=  (3) 

where {Os|G1}(s≥1) and {Ot|G2}(t≥1) denote the GO sets annotated to G1 and G2  
respectively. 
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The Association at Gene- cluster Level 
For the gene-cluster levels, functional similarity between a gene and a group of genes 
is defined as:  

1

1
( , ) ( , )

n

j
j

S c o r e G D m G G
n =

= ∑  (4) 

where G and D denote the gene and the set of genes respectively, and n is the number 
of genes in D.  

2.2    Prediction of the Disease-Relevant Genes 

The procedure to predict the disease-relevant genes will be launched after inputting a 
set of disease-relevant genes and a set of candidate genes. First of all, calculate the 
functional similarity between each of the candidate genes and the group of disease-
associated genes in different GO-terms categories. Next transform the functional 
similarity into a reliability value, and get the degree of association with the given 
disease for each candidate genes. Then rank all of the candidate genes in a descending 
manner, according to the degree of association. 

2.3   Data Set 

A data set containing 1057 human disorder entries is used to test the performance of 
DCGene. Firstly, all disorder entries contained in the OMIM[12] database are ob-
tained from OMIM-morbid map (ftp://ftp.ncbi.nih.gov/repository/OMIM/ morbid-
map), next the LocusLink database[13] of NCBI (table mim2loc and loc2ref) was 
used to screen these disorder entries , as a result, a list of 2715 disorder entries whose 
causative genes have been identified (September 2004) are acquired. however, the 
following three types of records are eliminated from this list: (1) 296 certain "non-
disease entries ", mainly genetic variations that lead to apparently abnormal labora-
tory test values; (2) 615 entries whose causative genes can not be found, according to 
the appointed cytogenetic locations, from the Map Viewer of NCBI; (3) 747 entries 
that have only one contributing gene with GO annotations and therefore are not suit-
able for leave-one-out validation. Finally, the data set contains 1057 disorder entries. 
Each entry in this data set represents one disorder and consists of two parts: (1) a 
group of known genes associated with the disorder; (2) All the genes, together with 
their GO annotations, contained in the disease’s cytogenetic locations given by 
OMIM. It is obvious that not all genes in these chromosome regions have been  
annotated with functional information, but only those genes with GO annotations are 
considered in our program. 

3   Results 

3.1   Predicting Disease-Relevant Genes in Their Located Chromosome Regions 

A 5-fold cross-validation process was adopted to evaluate the performance  
of DCGene by using above data set, so as to predict disease-relevant genes in their 
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located chromosome regions, which is described as follows. (1) The data set contain-
ing 1057 disorder entries was randomly divided into five equal-sized partitions; (2) 
Each of the five partitions was selected as the testing set in turn, and the other four 
partitions were used to test the DCGene system; (3) For each entry in the testing set, 
firstly, its genuine nosogenetic gene is eliminated from the group of known relevant 
genes of this disease to guarantee the authenticity of prediction results; then, their 
possibilities of being relevant to the disease are scored with the methods given in last 
section for all the genes that are contained in the located chromosome region of this 
disease and have GO annotations; (4) finally a prioritized list of candidate genes for 
this disease can be obtained according to their sequence scores, in which the anterior 
genes are regarded to have higher possibility being relevant to the disease and might 
be preferentially selected for mutation analysis. Obviously, the more the genuine 
nosogenetic genes are predicted with high priority, the better the prediction perform-
ance will be. The 5-fold cross-validation results are given in Table 1. Of the 1057 
disorder entries whose located chromosome regions contain 89 genes on average, the 
genuine nosogenetic genes of 397 cases (37.6%) rank first in the predicted lists  
of candidates, and in 754 cases (71.3%), the true solutions are within the top 9 of 
predicted candidates. 

Table 1. The 5-fold cross-validation results of DCGene to predict the disease-relevant genes in 
1057 located chromosome regions.  

Test Set Sample 
Size 

Rank1 
Size[top%] 

Rank2 
Size[top%] 

Rank3 
Size[top%] 

Rank4 
Size[top%] 

Part 1 212 77(36.3%) 106(50.0%) 119(56.1%) 159(75.0%) 
Part 2 212 79(37.3%) 98(46.2%) 114(53.8%) 148(69.8%) 
Part 3 211 81(38.4%) 106(50.2%) 123(58.3%) 148(70.1%) 
Part 4 211 79(37.4%) 102(48.3%) 114(54.0%) 150(71.1%) 
Part 5 211 81(38.4%) 102(48.3%) 119(56.4%) 149(70.6%) 
DCGene 1057 397(37.6%) 514(48.6%) 589(55.7%) 754(71.3%) 

3.2   Predicting Disease-Relevant Genes on the Genome Scale 

The ability of DCGene to predict disease-relevant genes on the genome scale has been 
tested so as to evaluate the performance of DCGene and compare it with the other 
approaches,. In this test, the same data set containing 1057 disorder entries and 5-fold 
cross-validation process as described above are adopted, and for each entry, all of the 
12945 human genes that have GO annotations are scored and fell into place of their 
scores in a descending manner. Two parameters [the filter ratio (FR) and sensitivity 
(Sn) ] are used to evaluate the performance of DCGene to predict disease-relevant 
genes on the genome scale. The filter ratio (FR) reflects the performance of efficiently 
selecting candidate disease-relevant genes from a number of genes. If the top CN 
genes in a prioritized gene list are considered as candidate disease-relevant genes, 
then FR can be defined as FR = CN / GN, where GN is the number of genes in the 
prioritized gene list (here, GN = 12945). The sensitivity (Sn) represents the probabil-
ity that the selected candidates contain the true disease-relevant genes. For a test data-
set containing DN disorder entries (here, DN = 1037), if there are TN entries for which 
the selected candidates contain true disease-relevant genes, then the sensitivity Sn can 
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be defined as Sn = TN / DN. Obviously, the smaller the filter ratio FR and the higher 
the sensitivity Sn are, the better the prediction performance is on the genome scale. 
The 5-fold cross-validation results of DCGene to predict disease-relevant genes on the 
genome scale are shown in Fig. 3. The possibility of genuine nosogenetic gene will be 
90% if the top 50 of this DCGene list are regarded as candidated gene, and the possi-
bility of genuine nosogenetic gene will be descend to 55% if the top 10 of this 
DCGene list were regarded as candidated gene. Consequently, the higher of Sn is, the 
better the prediction performance is, if the prediction performance has the same value 
of FR.  

 

Fig. 2. The performance of DCGene to predict disease-relevant genes on the genome scale 

3.3   Comparison with Other Candidate Gene Prediction Methods 

As mentioned previously, three computational methods to predict disease-relevant 
genes using function information have been reported. However, different dataset and 
measures were used by different authors to evaluate the performance of their ap-
proaches. Specifically, Perez-Iratxeta et al. [4,5] used a dataset containing 100 known 
disease-associated genes to test their program G2D, Turner et. al [6] used a dataset 
containing 163 disease-associated genes to test their program POCUS, and Freuden-
berg and Propping [7] tested their method (F-P method) using a dataset containing 
851 disease-relevant genes. As a result, we are not able to test and compare the per-
formance of these approaches with a common dataset, because both the POCUS and 
the F-P method have not provided available programs. The only way is that compare 
the the result of DCGene’s performance obtained with our dataset with the reported 
results of other researches. Furthermore, this indirect comparison does make sense to 
some extent, because the dataset used here contains more disease-relevant genes and 
would largely overlap the datasets mentioned above. 

As the disease gene prediction program G2D was tested with 30 Mb chromosome 
regions nearby 100 known disease-relevant genes, the reported accuracy of G2D is  
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that about 47% of disease-relevant genes are among the 8 best scoring genes and 
about 62% of disease-relevant genes are among the 30 best scoring genes. According 
to the average distribution density of known human genes, it is estimated that there 
are about 300 genes in a 30 Mb chromosome region. The prediction accuracy of G2D 
is equivalent to the statistic that 47% of disease-relevant genes can be found within 
top 2.67% (8/300) of the prediction results, and 62% of disease-relevant genes can be 
found within top 10% (30/300). From Table 1, the accuracy of DCGene is that 48.6% 
of disease-relevant genes are within top 2.2% (2/89) of the prediction results, and 
71.3% of disease-relevant genes are within top 10% (9/89). Obviously, this prediction 
accuracy is significantly better than that of G2D.  

Freudenberg and Propping tested their F-P method on the genome scale by using a 
dataset containing 851 disease-relevant genes and 10627 candidate genes,. It is re-
ported that 33.4% (284/851) of the disease-relevant genes were contained within the 
top scoring 3% of candidates (i.e. Sn = 33.4%, FR = 3%), , and 66.7% (568/851) of 
the disease-relevant genes were contained within the top scoring 15% of candidates 
(i.e. Sn = 66.7%, FR = 15%). The prediction sensitivity Sn of DCGene are 55% and 
74%, respectively , if FR = 3% and FR = 15% ( Fig.3). Obviously, the prediction 
accuracy of DCGene on the genome scale is much higher than that of the F-P method.  

4   Discussion 

4.1   The Performance Analysis about the DCGene 

The strong similarity in functional annotation is existed in several genes in those dif-
ferent phenotypes of the same disorders, especially for those oligogenic diseases, As 
the involved proteins may interact directly or act indirectly at different positions or 
stages of the same pathway in these oligogenic disorders,so these coding genes may 
show certain degree of similarity in functional annotation [14]. DCGene can provide 
more powerful information of disease-relevant genes for those oligogenic diseases. 
For example, eight disorder entries of xeroderma pigmentosum [15], including 
ADPRT (MIM:173870), XPA (MIM:278700), XPC (MIM:278720), ERCC2 
(MIM:126340), DDB2 (MIM:600811),  DDB1 (MIM:600045), ERCC5 
(MIM:133530), POLH (MIM:603968) are tested by the DCGene. The prediction 
result of level-one-out test shows that seven of these genes are at the first scoring of 
candidates, and only one is at the second scoring. The resean is due to those seven 
genes are similar with each other in the molecular function (i.e. the binding function 
of DNA, pathway of repairing of DNA). The similar prediction result can be obtained 
in the other oligogenic diseases, such as Bardet-Biedl syndrome, non-syndromic re-
cessive deafness, Waardenburg syndrome.  

However, prediction result seems to be poor in those complicated diseases. The 
reason maybe attributed to the poor functional similarity among their relevant genes 
of those complicated diseases. for example, in six relevant genes: DYT1 
(MIM:605204), GCH1 (MIM:600225), SGCE (MIM:604149), TH (MIM:191290), 
DRD2 (MIM:126450), DRD5 (MIM:126453)[16], five genes all take par in the proc-
ess of cell surface receptor linked signal transduction and synaptic transmission, only 
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DYT1 gene is quite different from the other five genes, therefore the rank of DYT1 
gene is very low at the 106th of 139 candidates.  

4.2   The Limitation of DCGene  

Only the genes, which have been annotated by the GO-terms could be predicted by 
the DCGene due to the nature of its method. However, the annotation of the gene 
function is still not completed, furthermore, some of genes have not any function 
annotation, besides the annotation might be uncompleted for some annotated genes, 
As a result, this DCGene would be much more efficient in prediction of disease-
relevant genes with the improvement of the GO annotation,. On the other hand, there 
are many other kinds of information such as the gene expression[17,18] and sequence 
information, which have been used in the prediction of disease-relevant genes[19,20]. 
Therefore, colligation of these different kinds information might improve the per-
formance of prediction of disease-relevant genes. 
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Abstract. This paper describes a complete image processing framework for 
Virtual Colonscopy. The developed algorithms cover the entire process that al-
lows a virtual navigation inside the colon lumen, starting from a dataset of axial 
CT slices. The implemented modules are: electronic colon cleansing, lumen 
segmentation, skeletonization, rendering and navigation. In particular for the 
centerline problem two different techniques are proposed and evaluated. 

Keywords: Virtual Colonscopy, Segmentation, Colon cleansing, Skeletoniza-
tion, Rendering, Image processing, CT Colonography. 

1   Introduction 

Colorectal cancer (CRC) is the third most common human malignancy and the second 
leading cause of cancer-related deaths in the United States [1]. Recently, virtual 
colonoscopy (VC) also refereed as CT-Colonography has been developed as an non-
invasive method to evaluate the colon for polyps, that can degenerate to cancer. This 
new technology requires advanced image processing techniques that allow radiolo-
gists to virtually navigate through a patient’s colon model reconstructed from helical 
abdominal computed tomography (CT) images. This paper presents a complete 
framework for image processing in VC. The first addressed problem is the removal of 
oral contrast fluid, that can be used to improve the interpretation of slices, then  
segmentation of the colon lumen is performed using morphological and threshold 
operations guided by prior anatomical knowledge. For the centerline extraction two 
different approaches are proposed: penalized distance based, and layered based. We 
have introduced a new metric for performance evaluation based on the mean distance 
from the colon boundary. Finally a virtual navigation interface has been implemented 
using the well know marching cube algorithm and surface rendering. 
                                                           
∗ Corresponding author. 
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2   Dataset and Library 

The dataset of images that we use to test implemented algorithms is the public avail-
able Walter Reed Army Medical Center collection, that contains series of slice with 
resolution of 512x512 in DICOM format. We code the software in C++, with the sup-
port of the libraries ITK (Insight Segmentation and Registration Toolkit) and VTK 
(Visualization Toolkit). 

3   Fluid Removal 

To improve bowel preparation and reduce the misinterpretation probability, a contrast 
enhancing fluid (CEF) could be given to the patient to tag stool residual. 

Tagged material should be subtracted from CT slices before the segmentation step: 
this operation is commonly referred as Electronic Colon Cleansing (ECC). A number 
of techniques are proposed for ECC: Lakare et al. [2] has employed a method called 
Segmentation Rays, in [3] a series of morphological operations and non linear transfer 
functions are used, a supervised learning strategy called probabilistic boosting tree  
is used in [4]; and in [5] a Gaussian mixture model is constructed in order to  
classify voxel materials, and a theoretical three transition model is studied in [6].  
Our method is designed to produce clear results without using excessively complex 
algorithms. 

 

Fig. 1. Typical CT scan histogram with material threshold 

Figure 1 shows a typical histogram profile of a CT scan in which, three main re-
gions are recognizable: low values (air), medium values (fat and muscle) and high 
values (CEF and bones). Each region can be characterized by a peak value TL, TM and 
TH, and two thresholds can be calculated as median peak values. This threshold classi-
fication is valid only if Partial Volume Effect (PVE) is not too influent: that is, on 
voxels in a homogeneous region. For transition voxels we first extract them with 
Canny operator [8], and for every boundary voxel a short linear neighborhood has 
been sampled in the gradient direction. The first and last voxel, referred to as M1 and 
M2, are classified with histogram threshold values and the vertical component of the 
gradient Δy is used for transition characterization: 
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a) Δy < 0, M1 = Air, M2 = Fluid → Air-Fluid transition 
b) Δy > 0, M1 = Tissue, M2 = Fluid → Tissue-Fluid transition 

Tissue-Air transition is not considered because it is not affected by the CEF re-
moval algorithm.  For transition types a) and b), two non-linear transfer functions are 
used to correct the PVE before fluid removal (Fig. 2). 

 

 

Fig. 2. Voxel transfer function for air-fluid transition (left) and fluid-tissue transition (right) 

 

    
 

    

Fig. 3. An example of application of the cleansing algorithm  the first row shows a 2D slice 
with a polyp before and after the electronic cleansing, the bottom row shows the 3D model 

 
Once the PVE is corrected, the fluid can be accurately  removed from the image by 

substituting the high intensity voxels with air voxels (around -1000 HU). One last 
post-process step is carried out in order to remove residual artifacts and consists of 
double noise filtering: morphological and anisotropic Gaussian [7]. 

4   Colon Segmentation 

Several colon segmentation techniques are proposed in literature: in [19] the image 
gradient is used to identify colonic walls, since there is a sudden transition from high 
CT Number corresponding to a tissue and lower CT Number corresponding to colon 



968 V. Bevilacqua et al. 

lumen. Other algorithms to segment colon, like in [20] and [21], use anatomical in-
formation to improve results, for example identifying regions in the volume where 
certainly there aren’t colonic regions. More experimental approaches use geometric 
deformable models [22] to identify colonic wall or algorithms based on learning tech-
niques [23]. Our approach is similar to [24] where colon segmentation is obtained 
estimating centerline. First background removal is performed with region growing in 
the three dimensional space, by placing the seed voxels in the eight vertices of the 
parallelepiped formed by the volume of images. The Hounsfield range used for grow-
ing is between -2000 and -300 HU that corresponds to air voxel. 

 

 

Fig. 4. Binary mask (B) representing the ROI of A, after background removal 

For the lung removal, again we use the region growing algorithm with seed voxels 
placed in the first slice and the HU range between -2000 and -700. Finally air regions 
are extracted with a threshold filter. The threshold value, was selected analyzing his-
togram, and is set to -800 HU. Extra colonic material could be still present in seg-
mented slices as shown in fig. 5, these regions have a limited volume compared with 
colon, so we set a volume threshold to delete region too small to be considered part of 
colon lumen. This operation, however, doesn’t allow to exclude from analysis too 
large volumes that don’t correspond to colon lumen, such as the intestine. Intestine 
removal is performed considering the anatomical information that is the average 
length of a colon. Calculation of the colon length can be performed using centerline 
(see next paragraphs). In this way, we can easily separate colon lumen from intestine 
and remove any extra-colon areas still present in the binary mask. 

 

 

Fig. 5. Applying thresolding filter to the ROI, selected areas are colon lumen, intestine and 
small noise areas. Disconnected regions are tagged with different values (C) 

5   Centerline Extraction 

The extraction of a suitable centerline for path navigation is an important step of the 
VC image processing pipeline. The extracted line is required to be well centered  
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Fig. 6. Two examples in which is visible the improvement of results after segmentation refine-
ment. In A the intestine  is visible in blue, then excluded from the final result in B. 

inside the lumen, accurate and smooth so that it can be used as guide path for a virtual 
camera. 

The centerline extraction arise in the class of skeletonization problems, as defined 
in [9], and a lot of methods have been proposed in literature. A good number of ap-
proaches uses the notion of Distance Map Transform  (DMT) as [10][11], a different 
class of algorithms as [12][13], uses an onion peeling approach, also referred as topo-
logical thinning, that consists in removing iteratively layers of voxel maintaining 
topological properties, until a single continue line remains. Bouix et al. [14] have pro-
posed a new approach based on the mathematical concept of flux applied to a vector 
field of Euclidean distance from the object boundary. The well known level set algo-
rithms [15], can also be applied to skeletonization problems, as shown in [16] in 
which an energy functional that describes the line is minimized through a fast march-
ing approach. Skeletonization algorithms suffers of standardized and universally ac-
cepted evaluation methods lack. Common approach involve the use of phantom  
volumes, or comparison with human traced lines. We propose an intra-algorithm 
evaluation approach: two different algorithms have been developed and tested on the 
same datasets. The extracted line are compared, and the similarity between them 
could be a good indicator of both algorithms soundness. 

6   Penalized Distance Algorithm 

The first approach is summarized in Fig. 7, the algorithm consist of several step, in-
cluding a final segmentation refining that uses the centerline and the anatomy knowl-
edge of the colon to detect non colonic component and remove them. The input of the 
algorithm is a binary image representing the segmented colon, it is sub-sampled for 
improving the speed performance. Then for each connected component, the initial and 
the final point of the centerline are calculated with a double breadth first visit started 
in an arbitrary point inside the component. The farthest point reached with the first 
visit is considered the initial point, then starting from it, a new visit is conducted, so 
the last voxel reached is the final point. Knowing the initial and the final points, the 
centerline extraction problem is addressed with a modified version of the well known 
Disjktra algorithm [17], in which a penalty term is included in order to maintain the 
line far away from colon boundary.  
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Fig. 7. Penalized distance algorithm flow chart 

In particular for every new voxel v a penalty term is defined as: 

 Penalty(v)  = N exp(k*dist(v)) (1) 

Where N is a big integer, k is a constant (in the range of 0.5 – 0.7) and dist(v) is an 
approximation of the Euclidean distance from the object boundary, obtained with a 
sampling of the object in 26 directions around v). The function is designed to heavily  
penalize voxels too near to the object boundary without affect the centered voxels, in 
order to produce smooth lines. The path calculated with this algorithm, is sub-
sampled with a factor of 7 and the remaining points are interpolated with a cubic B-
Spline. Once that a centerline is calculated for every connected component, they are 
analyzed in order to reconstruct the full centerline. First it is needed to recognize 
colonic component from non colonic one that could be present in the segmented im-
age.  A set of rules derived from the anatomy knowledge of the colon are employed 
for this task, see [18] for more details.  

6.1   Layers Based Centerline 

In this second approach too, we use distance map to calculate centerline of the colon, 
but introducing an additional step that uses a modified region growing algorithm. The 
input from which to calculate centerline is the binary mask representing colon struc-
ture and the distance map, a matrix containing the distance of each voxel inside the 
colon lumen to the nearest voxel of the colon wall. Starting from the consideration 
that colon is essentially a tubular structure, to identify extension direction we apply 
region growing algorithm. Choosing seed voxels in one extremity of the colon, for 
simplicity the rectum, region containing seed voxels expands progressively from rec-
tum to cecum. To reconstruct easily colon trend we modify region growing algorithm 
associating at each layer of growth a label corresponding to the current iteration num-
ber of the algorithm. This will virtually divides the colon into layers, each of which 
has a label with an incremental number from rectum to cecum. 

There are a lot of benefits resulting from the division of the colon in layers. The 
most obvious is the simplicity to identify the start point and the end point of the cen-
terline. The end of the centerline is very critical because if it is incorrectly calculated,  
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Fig. 8. Representation of how the algorithm works to calculate centerline from the colon strati-
fication and distance map 

 

 

Fig. 9. Layered based method: in B are visible key points, interpolated in C with a B-Spline 

we could consider again regions already analyzed with a subsequent folding of the 
line on itself.  Another advantage is to avoid cycles in the lines, because following the 
growth layers we can select the following point  in the right direction from time to 
time. Finally, subdivision in layers permits to calculate centerline regardless of the 
presence of collapses. This problem is solved by jumping from the point where algo-
rithm detect a colon shrinkage to the nearest point belonging to colon lumen. The 
counting of the layers will continue normally after the jump. Beginning with colon 
stratification, we select key points that will form the centerline: for each layer we 
choose a voxel belonging to the layer and farthest from colon edge, using distance 
map. Moreover, we select following voxel in  the neighborhood of the current key 
point: in this way, we avoid that the line has sudden direction changes. For each key 
point we assign a label that allow to associate it to the belonging layer in order to  
reconstruct the centerline. 

The final operation consists of  building the full centerline from the calculated key 
points, using interpolation with a B-Spline. The B-Spline algorithm allows to obtain a 
line without sudden direction changes, useful characteristic for using the centerline in 
the virtual navigation of the colon 3D model. 

6.2   Comparison Evaluation 

Literature about colon skeletonization is quite large, but there isn’t a universal ac-
cepted evaluation method. Common methods involve use of phantom dataset, or 
comparison with human traced centerline. We propose a new approach based on the 
mean distance of the line from the colon boundary as metric. Colon has a very irregu-
lar shape, but on the same colon, we expected that centerlines extracted with different 
algorithms produce the same metrics value. 
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Fig. 10. Two examples of calculated centerline using all the algorithms described 

Moreover, this metric can be used also as algorithm performance indicator, be-
cause biggest means values, means more centered lines. We have evaluated the pro-
posed algorithms, on a dataset of 7 segmented colon. Mean values of distance from 
the colon boundary are reported in Table 1. 

Table 1. Algorithm evaluation based on the mean distance of the line from the colon boundary 

Case #
Mean distance from boundary (voxel)

Penalized based Layered based
1 13.12 12.17
2 12.23 11.46
3 12.67 10.58
4 12.34 12.26
5 8.65 8.30
6 12.03 11.34
7 13.56 13.61  

The results shows that the penalized distance based approach performs slightly bet-
ter, in all but one cases, by the way the distance values of both algorithms are quite 
consistent, so we can argue that their soundness is verified. 

7   3D Reconstruction of the Colon 

Reconstruction of a 3D model of the colon is achieved  by using the Marching Cubes 
algorithm, which reconstructs surface of the interested object composing triangular 
meshes to create a connected surface Visualization of the colon 3D model can be from 
an external point or an internal point of view. External view is very useful to achieve an 
overall view, for example is possible to determine colon morphology and easily estab-
lish if colon presents collapses that can create problem in virtual navigation. Moreover, 
assigning the appropriate colors and transparency level  to each object, it’s possible to 
create a complex and realistic scenes, as the following pictures. The endoscopic view 
coincides with the virtual colonoscopy: a virtual camera moves in the colon following 
a path described by the centerline. This point of view of the colon 3D model simulates 
the optical colonoscopy to examine colon walls to detect adenomatous polyps. 
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Fig. 11. Examples of complex scene obtained using an external view 

 

Fig. 12. Examples of Virtual colonoscopy 
 
The navigation begins from the rectum and follows the centerline that represents a 

virtual track on which the virtual camera moves.  

8   Conclusion 

This paper presents a complete framework for image processing in Virtual Colon-
scopy. A simple but effective fluid removal algorithm is proposed, it relies on analysis 
of gradient on the boundary between fluid and air and voxel classification. Segmenta-
tion of the colon lumen is performed with a sequence of morphological and threshold 
operations guided by anatomical knowledge. For the centerline extraction two differ-
ent approaches are proposed: penalized distance based, and layered based. We have 
introduced a new metric for performance evaluation based on the mean distance from 
the colon boundary. Finally a virtual navigation interface has been implemented using 
the marching cube algorithm and surface rendering. 
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Abstract. This paper describes a CAD system to detect a particular type of co-
lon cancer, flat polyps. The identification of suspicious regions is based on two 
type of analysis executed in succession: a densitometry analysis that researches 
contrast fluid on polyp surface and a morphological analysis that reduces  
number of false positives, calculating a curvature index of the surface. 

Keywords: Virtual Colonoscopy, CAD, Flat Polyps, CT Colonography. 

1   Introduction 

The idea of developing CAD system for virtual colonoscopy (VC) is relatively recent, 
it is due to the advent of this new examination technique. In the case of CV, the CAD 
is related to a computerized scheme that automatically detects a series of suspicious 
polyps on CT images to report to the radiologists, who distinguish the colon lesions 
by false positives of system. 

In particular, the developed system has the task for identifying automatically a particu-
lar type of polyps: flat polyps. This is a very difficult goal to be achieved because this 
type of polyps does not present morphological characteristics similar to common polyps. 

Usually, the polyps are simple mucosal protuberances, contours are smooth and 
regular, flat polyps instead, as the name suggests, haven’t these features but may 
appear as a slight swelling of the colonic surface [1]. The feature that distinguishes 
them from ordinary adenomatous polyps is the proportion between height and width: 
the height should be less than twice its diameter [2]. 

The scientific community devotes more attention to these kinds of polyps, because 
of the high difficulty in identifying and the high probability of turning into cancer 
(actually discussed yet). Because of their morphology, the CAD developed for normal 
polyps are not able to identify them (often because they are based on the research of 
Gaussian shape). In addition, flat lesions are difficult to detect by means of optical 
colonoscopy, so CAD systems can assist radiologists in this task [3]. 

In order to design an efficient CAD for flat polyps, morphological features are less 
important for CAD than other type of polyps. However, in order to maintain this  
minimum information is essential to perform very refined colon segmentation. 
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The existing CAD is mainly based on the thickness of the colon: the thickness in-
creases near to the lesion. Other techniques, however, are designed to identify the 
base of the polyp, evaluating the extension [4]. 

The implemented CAD is based on contrast fluid used to mark fecal residue; it is 
able to temporarily hold on flat lesions of colon surface [5]. This is caused by the 
surface of the polyp which tends to retain the liquid around it. Therefore, flat polyps’ 
detection initially starts identifying these small areas on colon surface much clearer 
than surrounding tissue. After that, obtained results were skimmed using morphologi-
cal characteristics to distinguish better polyps from isolated regions of liquid: in this 
way the number of false positives has decreased considerably. 

2   Dataset and Library 

The dataset of images that we use to test implemented algorithm is the WRAMC 
(Walter Reed Army Medical Center) available from the National Cancer Imaging 
Archive (NCIA). This database, downloadable for research purposes, contains 813 
image series: each scan consists of about 400 images with resolution of 512x512 in 
DICOM format. Pixels of an image are represented by a CT Number of 2 byte. The 
database contains, besides, a lot of information regarding the presence of polyps, their 
morphology and reports the distance of any polyps from the rectum, a useful informa-
tion to identify the lesions in the colon. Distance from rectum is also important from 
the medical point of view, because this parameter is necessary before the start of  
removal operation. 

Language used to implement the application is C++, with the support of the libra-
ries ITK (Insight Segmentation and Registration Toolkit) and VTK (Visualization 
Toolkit), two open source and cross-platform libraries containing helpful functions for 
image processing and image visualization in 2D and 3D. 

3   ROI Detection 

The first step was to examine the slice available to select regions that rise to this type 
of lesion.  Because they are only on inside surface of colon, the Region of Interest is 
the contour of the colon that we calculate from the binary mask obtained from colon 
segmentation. By limiting the analysis to these areas, rather than calculating it on the 
entire volume, it has several advantages: the most important is the decrease of error 
probability, identifying fewer false positives. 

Therefore the algorithm starts with edge detection of the segmented regions ob-
tained by means of colon skeletonization process. To detect voxels belonging to colon 
surface, for each voxel of the binary mask that represents colon lumen points, a check 
is carried out on the 3x3x3 neighborhood: if at least one neighborhood of the voxel is 
outside the lumen of the colon, it is classified as edge voxel.  

In this case, however, interested area should be extended because, as suggested  
also in [6], near a flat polyp, there is an increase of thickness of the colon wall. 
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Fig. 1. Original image (A) and binary mask representing colon lumen 

 

Fig. 2. Selected ROI, calculated from binary mask of the colon lumen 

So, to select completely each lesion, we execute an expansion of the edge area us-
ing a dilatation operator.  This process leads to identify a new binary mask that speci-
fies voxels to be analyzed in subsequent steps of the algorithm and that represents the 
region of interest. 

4   Densitometry Analysis 

The followed approach in this CAD is based on the presence of contrast fluid on 
surface of flat polyps. The fluid, that has the role of highlight residual stools, is easily 
identifiable because the values of HU are rather high: CT number value 
corresponding to contrast fluid is very similar bone CT numbers, but in the colon area 
there is no possibility of confusion [7]. 

Figure 3 shows a flat polyp covered with a thin layer of contrast fluid: it is possible 
to identify these areas more clearly by using different methodologies. The simplest is 
the thresholding, but executed tests carried out that a greater sensitivity is obtained by 
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However, there is an obvious tendency of the deposited fluid to trace a perfectly 
horizontal line: in this way, we detect this interface. This implies an increase of the 
gradient in this region, especially along the y direction, and then we just isolate this 
component of the gradient, discarding areas with vertical gradient value greater than a 
fixed threshold. 

In the next step, we isolate the suspicious areas corresponding to fluid on colon surface, 
excluding the liquid deposited on the bottom of the lumen of colon, but also small volume 
of fluid trapped in the colon folds, through recognition of the air-liquid interface. 

5   Morphological Analysis 

Densitometry analysis allows to have greatly limited the suspicious areas on colon 
surface, but the number of candidate polyps is still too high. To improve this result we 
must use other information, such as morphological ones, to reduce the number of false 
positives, despite flat polyps’ present morphological characteristics less evident than 
normal adenomatous polyps [8]. 

Performing this analysis on entire colon surface, we would have found a huge 
number of false positives, because in this case we would interpret a normal fold or a 
normal surface as a flat polyp, introducing a lot of false positives. 

By applying this kind of analysis in a limited number of areas, we can remove 
polyps characterized by shapes that deviate too much from a normal polyp shape [9]. 

The developed algorithm is based on the recognition of the surface shape by 
analyzing mesh obtained from colon segmentation. In particular, we consider the 
mesh orientation in the extracted surface. 

 

Fig. 5. (A) A flat polyp in the center of the surface. In B and C, are emphasized   triangular 
meshes that compose the surface. 
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surface is completely flat, while areas with higher values present meshes oriented in 
different directions. 

Flat polyps have intermediate values of variance, which allow us to distinguish po-
lyps and normal areas. We performed, therefore, a detailed analysis to identify the 
best threshold to increase CAD accuracy. Then, we normalized the obtained value of 
variance in the interval 0-1: in this way we excluded polyps with normalized variance 
less than 0,2 and more than 0,6. 

6   Results 

We test implemented CAD on 10 scans in the available database containing informa-
tion regarding the presence of flat polyps that help us to evaluate the algorithm  
performance. 

The analysis of the results is performed by comparing candidate polyps resulting 
from CAD that uses only the densitometry analysis and the CAD that uses also geo-
metrical information. We can assert that the number of detected polyps in the second 
methodology is lower for all cases: furthermore, we verified that the discarded polyps 
through morphological information really represent false positives. 

The following is a summary of performed tests:  
 
Table 1. Number of FP obtained with only densitometry information and with also morpholog-
ical information 

ID 
Number  

of flat  
polyps 

Densitometry 
analysis  

(detected  
polyps) 

Morphological 
and  

densitometry 
analysis  

(detected  
polyps) 

False  
positive  

correctly  
discarded 

SD VC-
058M 

2 17 4 76 % 

SD VC-
093M 

3 112 23 79 % 

SD VC-
238M 

3 43 19 56 % 

SD VC-
279M 

3 13 4 69 % 

The table shows the benefits of the combined use of morphological and densitome-
try information: the percentage of false positives rejected in the second step of the 
algorithm is about 70%. 

Therefore, we can assert that the joint use of both kind of analysis is positive,  
improving the accuracy of the CAD system. 
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Fig. 7. Results of the developed CAD: blue spheres highlight suspicious areas in the case SD 
VC-238M and SD VC-279M 

7   Conclusion 

Analyzing the results we can state that the number of false positives returned by the 
system is acceptable, because of inherent difficulty of the problem. Although the 
presence of false positives, the attention of the radiologist is focused on a small 
number of points in the colon that are the suspected areas. 

This result is very important because, by reducing the number of regions to be 
submitted to radiologists, both the time of analysis and errors probability can be 
reduced in detecting a flat lesion. 
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Abstract. Virtual Colonoscopy is an innovative method to discover colon neo-
plasias created in order to alleviate patients aches generated by the standard 
colonoscopy. For the same reason, we have realized an automatic process final-
ized to find polyps into the lumen through the extraction of colon centerline and 
the calculation of polyps distance from anus. This paper contains the descrip-
tion of what is implemented. In particular, the developed algorithms build up 
following steps: colon lumen segmentation starting from a dataset of axial CT 
slices, 3D rendering, centerline extraction and evaluation of polyps distance 
from anus.  

Keywords: Virtual Colonoscopy, Segmentation, Skeletonization, Rendering, 
Image processing, CT Colonography, Polyp distance. 

1   Introduction 

Colorectal cancer (CRC) is the third most common human malignancy and the second 
leading cause of cancer-related deaths in the United States [1]. CRC is caused by a 
malign proliferation of the cells that constitute the inner lining of the colon, and repre-
sents an high social-impact pathology in industrialized countries. Most colorectal can-
cers are believed to arise within benign adenomatous polyps that gradually develop 
over the course of many years [2]. Evidence-based guidelines recommend the screen-
ing of adults who are at the age of average risk for colorectal cancer, that is 50 years 
old, since the detection and removal of adenomas has been shown to substantially re-
duce the incidence of cancer and cancer-related mortality. Several methods for colo-
rectal screening are available such as colonoscopy, sigmoidoscopy, barium enema and 
fecal occult blood testing. While currently available optical colonoscopy is the most 
accurate diagnostic procedure for detecting polyps, it is expensive, invasive, uncom-
fortable, time consuming and carries a slight risk of perforation and death. Patients are 
usually reluctant for early examination [15]. A minimally invasive, safe, and low-cost 
method to evaluate the colon for colorectal cancer would be preferred by most  



 Relevant Measurements for Polyps in 3D Virtual Colonoscopy 985 

patients. Recently, virtual colonoscopy also refereed as CT-Colonography has been 
developed as an alternative method to evaluate the entire colon for polyps [3, 4, 5]. 
This new technology requires advanced image processing techniques to allow radi-
ologists to virtually navigate through a patient’s colon model reconstructed from  
helical abdominal computed tomography (CT) images. 

2   Dataset and Library 

The dataset of images that we use to test implemented algorithm is the WRAMC 
(Walter Reed Army Medical Center) available from the National Cancer Imaging  
Archive (NCIA). This database, downloadable for research purposes, contains 813 
image series: each scan consists of about 400 images with resolution of 512x512 in 
DICOM format. Pixels of an image is represented by a CT Number of 2 byte. The da-
tabase contains, besides, a lot of information regarding the presence of polyps, their 
morphology and reports the distance of any polyps from the rectum in cm, a useful 
information to identify the lesions in the colon. Distance from rectum is also impor-
tant from the medical point of view, because this parameter is necessary before 

the start of removal operation. Language used to implement the application are 
MatLab, especially its image processing tool and C++ with the support of the libraries 
ITK (Insight Segmentation and Registration Toolkit) and VTK (Visualization Tool-
kit), two open source and cross-platform libraries containing helpful functions for  
image processing and image visualization in 2D and 3D. 

3   Colon Segmentation 

In literature exists several techniques to segment the colon. Most of these methodolo-
gies is based simply on the combined use of image analysis tools, for example  
applying in sequence image filters. For example in [23] the image gradient is used to 
identify colonic walls, since there is a sudden transition from high CT Number corre-
sponding to a tissue and lower CT Number corresponding to colon lumen. Other algo-
rithm to segment colon, how in [24] e [25], anatomical information is used to improve 
results, for example identifying regions in the volume where certainty there aren’t co-
lon regions. More experimental approaches use geometric deformable models [26] to 
identify colonic wall or algorithms based on learning techniques [27]. Approach that 
we adopt in this work is similar to [28] where colon segmentation is obtained estimat-
ing centerline: in particular, we use centerline to delete extra-colic areas. Implemented 
algorithm consists of the following four steps, background removal, lung removal, 
selection of air regions in patient body, extra-colic areas removal. These steps will be 
analyzed in the following paragraphs. 

3.1   Background Removal 

In a lot of algorithms developed for this aim, the first step to analyze TC images is to 
remove the background. In fact, areas around the patient don’t contain relevant infor-
mation and they represent only a payload to be removed. The purpose of this step is  
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to build binary masks that represent the Region Of Interest (ROI) in the images: this 
operation is necessary to reduce or to avoid possible misinterpretation of the algo-
rithm, by restricting the analyzed areas. This is possible because the following steps 
will not applied to the entire volume, but only on the region really occupied by the 
patient: this areas is often very smaller than the whole volume. One of the most util-
ized techniques used to remove large connected areas with homogeneous characteris-
tics is the region growing algorithm: in this case we use the Hounsfield Unit (HU)  
assigned to a voxel to detect connected areas. In region growing algorithm, we have 
to indicate a collection of seed pixels from which start, adding recursively their adja-
cent pixels if they satisfy the adopted similarity condition. We apply region growing 
in the three dimensional space, by placing the seed voxels in the eight vertices of the 
parallelepiped formed by the volume of images. Chosen similarity condition select 
adjacent voxels only if their CT Number is between -2000 and -300 HU. This range 
of HU corresponds to voxel that can be considered air voxel: in this way, the region 
growing ends when reaches the limit of the patient body. 

 

Fig. 1. Binary mask (B) representing the ROI of (A), after background removal 

3.2   Lung Removal 

Lung is a organ with density characteristics very similar to colon, since it is less dense 
than other tissues. For this reason, before proceeding to identify the colon in the pa-
tient, we restrict further the ROI deleting voxels belonging to lungs. Adopted tech-
nique uses the region growing algorithm in the three dimensional space: seed voxels 
are positioned in left lung and in right lung. In this way, since colon and lung are 
visually and physically disconnected, the region growing algorithm selects only the 
lungs in the body. We select seed voxels in the first slice (if the last slice correspond 
to rectum): in fact, in the first slice considering only the ROI region, voxels that have 
CT Number with a low value are voxels belonging to lungs. Similarly to the precedent 
application of the region growing algorithm, the similarity condition is the belonging 
to a range of CT Number, in particular in the range between -2000 and -700. Using 
region growing algorithm, we infuse again robustness to the process, allowing a very 
fast detection of the lungs. 

 

 

Fig. 2. Removal of the lungs from ROI. The mask is again represented by the white pixels in 
the image B. 
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3.3   Extra-Colon Volumes Removal 

At this point, considering selected ROI, voxels related to air regions match to colon 
lumen, but are included other regions too, how for example intestine and small extra-
colon areas corresponding to noise in images. To select all these areas, we use simply 
a thresholding filter: the threshold that we choose is optimized by analyzing carefully 
available cases to select the entire colon and less extra-colon areas is possible. The 
threshold, chosen analyzing histogram too, is -800 to distinguish areas that refer to 
tissues from organ containing air. 

 

 

Fig. 3. Applying thresolding filter to the ROI, selected areas are colon lumen, intestine and 
small noise areas. Disconnected regions are tagged with different values (C). 

In figure B is possible to observe how areas outside the colon are noise regions 
caused by the presence of artifacts in the image. In fact, not all the scans show this 
characteristic: artifacts may be caused by a bad preparation of the contrast fluid. To 
avoid mistakes in following steps of the implemented algorithm, the noise removal is 
performed, however, on all volumes. Regions belonging to binary mask and corre-
sponding to noise have a limited volume, if compared with colon volume. 

Then, for every disconnected region in the three dimensional space, we calculate 
the volume in number of voxels: we set a threshold to delete region too small to be 
considered part of colon lumen. This removal, however, don’t allow to exclude from 
analysis too large volumes that don’t correspond to colon lumen, such as the intestine. 
Intestine removal is performed considering the anatomical information that is the av-
erage length of a colon. Calculation of the length of a colon can be performed using 
centerline. Detection of the centerline in a colon is described in the following para-
graphs. We observed that a colon can be collapsed in several point, then we have to 
distinguish if a colon shrinkage is a collapses or if is simply the end of the colon.  The 
anatomy of the colon is characterized by a gradually increasing of diameter from rec-
tum to cecum, then collapse probability is higher in the first section, near to rectum. 
Then, we set a threshold, considering this observation: we estimate a threshold related 
to distance of examined point from the rectum. If we are under this threshold, a 
shrinkage of the colon lumen is interpreted how a collapse, else we consider the colon 
ended. In this way, we can easily separate colon lumen from intestine and remove any 
extra-colon areas still present in the binary mask. 

 

 
Fig. 4. Two examples in which is visible the improvement of results after segmentation refine-
ment. In A the intestine is visible in blue, then excluded from the final result in B. 
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4   3D Reconstruction of the Colon 

The 3D Rendering is a process that leads to the visualization of 3D object. Colon 3D 
realization is obtained using the Matlab function isosurface which implements Loren-
sen “Marching Cubes” algorithm. 

The starting data are: 

-   a three-dimensional space S; 
-   a function Val : R3   Z  that associates each voxel vx,y,z, belonging to S, to a  

  value Val(vx,y,z)=i; 
-   a value a belonging to Z. 

The isosurface is defined as the whole of voxels that have same value. The algo-
rithm runs cubes (voxels) which S is constituted of and for each of them, it verifies if 
voxel is crossed by isosurface or if it’s out from isosurface, building one or more 
polygons that represent the correspondent isosurface part. At the end, melting all 
polygons, searched surface is realized. During segmentation, the volumetric dataset V 
is transformed in a 3D scalar camp, where a voxel has value 1 if belongs to colon else 
it has value 0. The scalar camp is indicated whit C. Colon isosurface contains voxels 
such that Val(v) = 1. Marching Cubes realizes isosurface approximation with a trian-
gular mesh. To perceive the three-dimensionality of created structure shading  
techniques are used. These consist in to insert lighting sources inside the scene, estab-
lishing with their own colours and their own positions, the colour of each surface’s 
point reproducing real vision mechanism; moreover to round off mesh corners, that 
are too spiked, smoothing operation is applied. Following figure shows the two possi-
ble cases that we can find after 3D reconstruction: a collapsed colon, that is to say 
constituted by two disconnected parts, and  an integral one. 

                                                

             

Fig. 5. 3D model of a collapsed (left) and an integral (right) colon 

5   Centerline Extraction 

The extraction of a suitable centerline arise in the class of skeletonization problems, as 
defined in [13], and a lot of methods are been proposed in literature. A good  
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number of approaches uses the notion of Distance Map Transform (DMT) as [14][15], 
in which every voxel is the radius of a maximal sphere inscribed in the object, so that 
an approximation of the line could be extracted as the set of local minima in the DM 
image. A different class of algorithms as [16][17], uses an onion peeling approach, also 
referred as topological thinning, that consists in removing iteratively layers of voxel 
maintaining topological properties, until a single continue line remains. Such algo-
rithms, are typically very slow and depth optimizations are required. Bouix et al. [18] 
have proposed a new approach based on the mathematical concept of flux applied to a 
vector field of Euclidean distance from the object boundary. The well known level set 
algorithms [19], can also be applied to skeletonization problems, as shown in [20] in 
which an energy functional that describe the line is minimized through a fast marching 
approach. Skeletonization algorithms suffers of standardized and universally accepted 
evaluation methods lack. Common approach are the use of phantom volumes, or com-
parison with human traced lines. We propose the following algorithm. 

5.1   Penalized Distance Algorithm 

The algorithm consist of several step, including a final segmentation refining that uses 
the centerline and the anatomy knowledge of the colon to detect non colonic compo-
nent and remove them. The input of the algorithm is a binary image representing the 
segmented colon, it is subsampled with a factor of 2, for improving the speed  
performance, during this operation topological structure of the image is preserved. 
Ideally the colon should be a single connected component, but due to poor bowel 
preparation, it can be collapsed in one or more points, resulting in multi component 
object, that are separately treated. For each component, the initial and the final point 
of the centerline are calculated, with a double breadth first visit started in an arbitrary 
point inside the component. The farthest point reached with the first visit is consid-
ered the initial point, then starting from it, a new visit is conducted, so the last voxel 
reached is the final point. Knowing the initial and the final points, the centerline ex-
traction problem is addressed with a modified version of the well known Disjktra al-
gorithm [21], in which a penalty term is included in order to maintain the line far 
away from colon boundary. In particular for every new voxel v a penalty term is  
defined as: 

Penalty(v) = N exp(k*dist(v)) (1) 

Where N is a big integer, k is a constant (in the range of 0.5 – 0.7) and dist(v) is an 
approximation of the Euclidean distance from the object boundary, obtained with a 
sampling of the object in 26 directions around v). The function is designed to heavily  
penalize voxels too near to the object boundary without affect the centered voxels, in 
order to produce smooth lines. The path calculated with this algorithm, is subsampled 
with a factor of 7 and the remaining points are interpolated with a cubic BSpline. 
Once that a centerline is calculated for every connected component, they are analyzed 
in order to reconstruct the full centerline. First it is needed to recognize colonic com-
ponent from non colonic one that could be present in the segmented image. A set of 
rules derived from the anatomy knowledge of the colon are employed for this task, 
see [22] for more detail. The colonic component lines are then connected with straight 
lines from the cecum to the rectum. 
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Fig. 6. In B are visible calculated key points, interpolated in C using a B-Spline 

6   Polyp-Anus Distance Valuation 

The evaluation of this parameter is very important for the surgeon who must remove 
polyps from colon lumen. Our system succeeds to calculate polyp-anus distance even 
if colon is collapsed. The case that follows, considers just this eventuality. 

Using the DICOM dataset which corresponds to the following colon and centre-
line, thanks to the radiologist we have individuated polyps position (in yellow) in four 
slices : 

 
  
 
 
 
 
 
 

Fig. 7. Colon and its centerline 
 
 

   
                                              Slice 243              Slice 318 

   
                                               Slice 325               Slice 536 

Fig. 8. Polyps in axial CT slices 

To evaluate polyps positions we have exploited the key points previously calcu-
lated. Practically it’s summed, piece by piece, the distance between the point in the 
considered slice and the successive until to reach anus. 

The table shows results obtained: 
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Table 1. Polyp-anus distance calculation 

Slice Pixels Distance mm Distance 
243 3.954,1 1.046,2 
318 3.039,4 804,2 
325 3.685,3 975,2 
536 180,6 47,8 

 

From table it’s pointed out the fact that slices utilized are sequential (at first corre-
sponds lungs final part, at last anus) so paying attention on the second row, calculated 
distance is smaller than the value on the third row. This  is due at colon shape. In fact 
it isn’t linear but presents handles that sometimes are accentuated; At the case ana-
lyzed corresponds following situation: 

 
 

Fig. 9. 3D reconstruction in which slices position is indicated 
 

Image shows how the polyp in the 318° slice is nearest to anus than the one in the 
325°.So results found are verisimilar. The table below shows the other results ob-
tained (for shortness only the slice and the distances are pointed out) : 

Table 2. Results 
 

Colon Slice Pixels Distance mm Distance 
      2 250 4.233,8 1.120,2 

      2 317 3.404,6 900,8 

      2 443 2.117,6 560,3 

      3 
       

 
 
              3

464 

573 

1.588,9 
 

 
 

414,6 

420,4 
 

 
 

109,7 



992 V. Bevilacqua et al. 

7   Conclusion 

This paper presents a method to individuate polyps into human colon. The first ad-
dressed problem is the segmentation of the colon lumen that is performed with a  
sequence of morphological and threshold operation guided by prior anatomical 
knowledge. For the centerline extraction the algorithm based on penalized distance is 
used. We have introduced a new metric for performance evaluation based on the 
mean distance from the colon boundary. Finally the calculation of polyp-anus dis-
tance has been implemented. 
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Abstract. This paper presents a new approach for the classification of
pathological vs. healthy endomicroscopic images of the alveoli. These im-
ages, never seen before, require an adequate description. We investigate
two types of feature vector for discrimination: a high-level feature vector
based on visual analysis of the images, and a pixel-based, generic fea-
ture vector, based on Local Binary Patterns (LBP). Both feature sets
are evaluated on state-of-the-art classifiers and an intensive study of
the LBP parameters is conducted. Indeed best results are obtained with
the LBP-based approach, with correct classification rates reaching up to
91.73% and 97.85% for non-smoking and smoking groups, respectively.
Even though tests on extended databases are needed, first results are very
encouraging for this difficult task of classifying endomicroscopic images
of the distal lung.

1 Introduction

The lungs are the essential respiration organ. They are divided into two anatomic
and functional regions: (i) the air conduction system, that includes the trachea,
bronchi, and bronchioles, and (ii) the gas-exchange region, or lung parenchyma,
made of alveolar sacs. These sacs are made up of clusters of alveoli, tightly
wrapped in blood vessels, that allow for gas exchange. Whereas the conduction
airways can be explored in vivo during bronchoscopy, the alveolar region was
until recently unreachable for in vivo morphological investigation. Therefore,
the pathology of the distal lung is currently assessed only in vitro, using invasive
techniques such as open lung biopsies. No real time imaging was available.

A new endoscopic technique, called Fibered Confocal Fluorescence Microscopy
(FCFM), has recently been developed that enables the visualisation of the more
distal regions of the lungs in-vivo [7]. The technique is based on the principle of
fluorescence confocal microscopy, where the microscope objective is replaced by
a fiberoptic miniprobe, made of thousands of fiber cores. The miniprobe can be
introduced into the 2mm working channel of a flexible bronchoscope to produce
in-vivo endomicroscopic imaging of the human respiratory tract in real-time.

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 994–1003, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. FCFM images of healthy cases (above) and pathological cases (below)

Real-time alveolar images are continuously recorded during the procedure and
stored for further analysis. This very promising technique could replace lung
biopsy in the future and might prove to be helpful in a large variety of diseases,
including interstitial lung diseases [8].

A clinical trial is currently being conducted that collects FCFM images in
several pathological conditions of the distal lungs. This trial also includes a con-
trol group of smoker and non smoker healthy volunteers. This strategy provides
a dataset of normal images, that can be compared to pathologic ones.

The images recorded within the alveolar regions of the lungs have not been
very well described so far. These images represent the alveolar structure, made
of elastin fiber, with an approximate resolution of 1μm per pixel. This structure
appears as a network of (almost) continuous lines. This elastic fiber framework
can be altered by distal lung pathologies and as one can see on Figure 1, im-
ages acquired on pathological subjects differ from the ones acquired on healthy
subjects. The great complexity of these new images justifies the development
of reproductible software tools for computer aided diagnosis, that enables auto-
matic image description for diagnosis and follow up of pathological situations.

We wish to conceive and develop methods for the automatic analysis of FCFM
images, so as to classify them as healthy cases or pathological cases. As usual
when designing such a pattern recognition system, the most crucial step is the
choice of a suitable feature space in which healthy and pathological subjects can
be discriminated. However, as it is shown in Figure 1, some images present strong
similarities where pathological cases can be visually misclassified for healthy ones
and vice versa. The choice of suitable features is therefore critical. Furthermore,
to the best of our knowledge, there is no reference work upon which we can
rely to find the best way of characterizing these totally new images. Therefore,
as it is commonly done when designing the feature extraction stage, two oppo-
site strategies can be investigated to build the feature vector that will describe
an image. One can first rely on the visual analysis of the images, searching
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for general properties that enable to discriminate classes, transforming them
numerically into a feature vector. In this case, it boils down to characterizing
images by knowledge-based features that one can a priori assume that they will
be adapted to the problem. On the other hand, one can design a set of totally
unspecific, low-level, pixel-based features that have been proved to be efficient
for characterizing a large variety of images. Because we are currently looking
for the best way to describe our FCFM images, we propose in this paper to
investigate these two opposite strategies for image characterization: problem-
dependent, knowledge-based features vs general-purpose, low level features.

Note that a knowledge-based feature vector has already been designed and
evaluated on a preliminary database of FCFM images [5]. Our alternative to
design a general-purpose feature vector for characterizing our FCFM images has
been to investigate the LBP operator, which is a generic tool to describe an image
texture [3]. The aim of this work is thus twofold: (i) to study the influence on
classification performance of the parameters of an LBP-based characterization,
and (ii) to compare performance obtained with generic features and knowledge-
based features.

The remaining of this paper is organized as follows: our classification method,
including the description of the two feature sets, is described in Section 2, and
results and discussion are provided in Section 3. Section 4 concludes and draws
some perspectives for this work.

2 Image Classification Method

2.1 Feature Extraction

LBP-based feature set. The LBP operator is a powerful means of texture
description [3]. It consists in locally identifying and coding some binary patterns
and in using their distribution to characterize the image. The original invariant
against gray-scale LBP analyzes an eight-pixel neighborhood, using the value of
the center pixel as a threshold [3]. The LBP code for a neighborhood is obtained
by combining the thresholded neighborhood with powers of two and summing
up the result (Figure 2). Histogram of the LBP codes can then be used as a
texture descriptor.

The method is extended in [4] by defining a circularly symmetric neighbor
set (Figure 2). The number of neighbors and the radius are denoted P and R,
respectively. The couple (P, R) is denoted scale factor.

The LBPP,R operator can be defined as:

LBPP,R =
P−1∑
p=0

s(gp − gc).2p

where gc is the gray value of the center pixel, gp defines the gray value of neighbor
p and s(x) is the thresholding function defined as:

s(x) =
{

1 if x ≥ 0
0 otherwise.
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Fig. 2. Circularly symmetric neighbor set for different values of (P, R) (left), the orig-
inal LBP operator (right)

In order for the LBP code to be rotation invariant, each code is rotated back
to a reference position having the smallest LBP code. The rotation-invariant
LBP operator, denoted as LBP ri

P,R, is then defined as:

LBP ri
P,R = min{ROR(LBPP,R, i) | i = 0, 1, ..., P − 1}

where ROR(x, i) circularly shifts the P − bit binary number x i times to the
right and min(·) is the minimum function.

Let us now denote by U the number of spatial transitions in a pattern. For
example, patterns ”00000000” and ”11111111” have no spatial transition (U =
0), while pattern ”00001111” has two transitions in the pattern (U = 2). Patterns
with U values less than or equal to 2 are considered as ”uniform”. It has been
observed that a vast majority of patterns falls into this category [4]. This allows
to define a new operator denoted as LBP riu2

P,R that outputs only P + 2 distinct
values:

LBP riu2
P,R =

{∑P−1
p=0 s(gp − gc) if U(LBPP,R) ≤ 2

P + 1 otherwise

with:
U(LBPP,R) = |s(gP−1 − gc) − s(g0 − gc)|

+
P−1∑
p=1

|s(gp − gc) − s(gp−1 − gc)|

This LBP riu2
P,R operator is a gray-scale and rotation-invariant measure of the

spatial structure of the image texture. For sake of simplicity, the LBP riu2
P,R oper-

ator is denoted by LBPP,R in the remaining of the paper.
Texture can also be characterized by its contrast, that can be measured with

local variance :

V ARP,R =
1
P

P−1∑
p=0

(gp − μ), where μ =
1
P

P−1∑
p=0

gp

V ARP,R is by definition invariant against rotation. Note that this variance
measure has a continuous-valued output, which requires quantization. Quantiza-
tion intervals are defined by assigning, between each cut value, the same amount
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Table 1. LBP-based feature vectors used to characterize FCFM images

Resolution Feature number
levels P, R LBPP,R V ARP,R LVP,R

8,1 10 15 25
1 16,2 18 15 33

24,3 26 15 41
8,1+16,2 28 30 58

2 8,1+24,3 36 30 66
16,2+24,3 44 30 74

3 8,1+16,2+24,3 54 45 99

of values from the total distribution of variance. As suggested in [4], the number
of intervals is empirically determined. Number of intervals between 10 and 22
have been tested on our training set of images and a number of 15 intervals for
quantization of the variance values has finally been chosen, as it provided the
best recognition rates on our training set of images.

As shown above, the characterization of images through LBP and V AR oper-
ators finally requires to choose only the value of the scale factor, i.e. the number
P of neighbors and the radius R. However, to the best of our knowledge, there is
no commonly agreed rule upon which one can rely to fix its value according to the
characteristics of the images we want to classify. Therefore, in our experiments,
we investigated several ways to characterize our images in order to determine
how these two parameters act on classification performance. For example, one
can first test each operator LBP and V AR independently, with varying val-
ues for the scale factor (P, R): (8,1), (16,2), (24,3). Note that a multiresolution
analysis can also be performed by concatenating values obtained with operators
having varying values of the scale factor. For example, a 2-level LBP operator
can be obtained by concatenating LBP8,1 values and LBP16,2 values. Doing so,
three levels of multiresolution analysis can be investigated. Moreover, as LBPP,R

and V ARP,R operators allow to respectively characterize the spatial structure
and the contrast, one can note that they are of complementary nature. Their
combination is thus expected to be a more complete measure of local texture. A
new operator denoted by LVP,R can then be created and tested by concatenating
the two single operators. Finally, Table 1 lists all the feature vectors that have
been tested for comparison and gives their respective feature numbers.

Knowledge-based feature set. Several general characteristics can be ob-
served from the visual analysis of the images. As shown in Figure 1, the alveolar
structure in healthy subjects can be described as contrasted continuous lines
and curves. On the opposite, in the pathological subset, the disorganization of
the meshing is illustrated by the numerous irregularities and the tangle of the
fibered structures (see Figure 1). Differences are mostly visible for the struc-
ture shape, image texture and contrast. A total of 148 features are computed for
this knowledge-based feature vector. Number of features are given in parenthesis.
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The structure contrast seems to be an important property of the images
we deal with. For example, we could suppose that pathological images will have
higher values of densities than healthy ones because of an emphasized disorga-
nization of the meshing in pathological images. Therefore the structure contrast
can be characterized by studying first order pixel gray level distribution and
computing pixel densities. The features retained for characterizing the image
contrast are: (i) first order statistics on the image histogram (5), (ii) pixel den-
sities obtained on binarized images using Otsu thresholding (1), (iii) the sum of
the image gradient values, obtained using Prewitt operator (1).

The complexity of the structure shape can be characterized by study-
ing the image skeleton. After skeletonization [1] obtained on the binary image,
the number of junction points is computed. One can suppose that on clearly
organized, healthy images, this number will be small, contrary to pathological
images where the meshing mess will induce a higher number of points (1).

The image texture can be characterized by Haralick parameters computed
from co-occurrence matrix [2]. Co-occurrence matrix provides the joint distri-
bution of gray-level intensities between two image points. These two points are
located according to several configurations, that represent different distances
and rotation angles. We chose the following classical 10 translation vectors: [0
1], [-1 1], [-1 0], [-1 -1], [0 2], [-1 2], [-1 -2], [-2 1], [-2 0], [-2 -1]. From the features
originally proposed by Haralick, we retain the following ones: energy, contrast,
correlation, variance, inverse different moment, entropy, sum average, sum en-
tropy, sum variance, difference entropy, difference variance, and two information
measures of correlation. The only discarded feature is the maximum correlation
coefficient, which is too computationally expensive. To these 13 parameters we
added dissimilarity, a measure of homogeneity [6]. All these 14 parameters are
computed over the 10 co-occurrence matrices (140).

2.2 Classifier

On the previously cited feature sets two standard classifiers have been imple-
mented. First a 1-Nearest Neighbour (1-NN) classifier is used to assess the dis-
criminating power of the features. Due to the high computational cost of the
1-NN classifier, we have also implemented a Support Vector Machine (SVM)
classifier on our features [9]. SVM is one of the most performing and most used
classification algorithm. The support vector machine classifier is a binary clas-
sifier algorithm that looks for an optimal hyperplane as a decision function in a
high-dimensional space. A classical choice for the kernel is the cubic polynomial
kernel.

2.3 Experimental Protocol

Because of the large difference between non-smoker and smoker images, exper-
iments have been conducted separately on those two groups. In non-smoker,
FCFM images exclusively represent the elastin framework of the alveolar ducts.
In smokers, tobacco-tar induced fluorescence allows to observe the alveolar walls
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Fig. 3. FCFM images of smoker, healthy (left) and pathological (right) cases. Notice
the presence of macrophages.

and the presence of macrophages (cells which digest cellular debris), as shown
in Figure 3. Note that a histogram equalization has been applied to the images,
initially quite dark.

The non-smoker database includes 133 images, 31 originating from healthy
subjects, and 102 from pathological ones. The smoker database includes 93
images, 60 originating from healthy subjects, and 33 from pathological ones.
Because of the relatively small number of images in the non-smoker and the
smoker bases, a leave-one-out cross validation process is used, which ensures un-
biased generalization error estimation. It consists in extracting one sample image
from the image base for validation, the rest of the base being used for learning.
Classification rate is computed over all the samples.

3 Results

The influence of the LBP method parameters, i.e. scale factor (P, R), operator
combination and number of resolution levels, is first assessed with a 1-NN classi-
fier. Then, LBP-based features and knowledge-based (K) features are compared.

3.1 Influence of LBP Parameters

Correct classification rates are provided in Table 2, for LBP, VAR and combi-
nation of both operators, on the non-smoker and smoker groups using a 1-NN
classifier. Analyzing the results allows to underline the following points:

– The LBP operator is better than the VAR operator, in all cases, when com-
paring single operators. Recognition rate reaches up to 95.7% for the smok-
ing group and 91.73% for the non-smoking group, whereas the VAR operator
only reaches 89.25% and 85.71% on the two groups respectively.

– Combining LBP and VAR operators yields better or equal results than
the LBP alone, in 10 out of 14 cases (71%). A more precise analysis of
the results shows that the non-smoking group especially takes benefit of the
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Table 2. Classification rates (%) on non-smoker and smoker databases

Non-smoker database Smoker database
P ,R LBPP,R V ARP,R LVP,R LBPP,R V ARP,R LVP,R

8,1 91,73 85,71 90,98 93,55 86,02 92,47
16,2 87,97 82,71 89,47 94,62 83,87 94,62
24,3 84,21 81,20 88,72 94,62 75,27 93,55

8,1+16,2 90,98 84,21 90,98 95,7 89,25 94,62
8,1+24,3 83,46 84,21 90,98 94,62 87,1 94,62
16,2+24,3 89,47 82,71 90,98 94,62 83,87 94,62

8,1+16,2+24,3 87,21 83,46 91,73 94,62 86,02 94,62

concatenation of both complementary type of vectors. This highlights the
difference of content between non smoking and smoking images. Presence of
macrophages could explain the perturbation of local contrast.

– Increasing the number of resolution levels does not improve the performance.
In 20 out of 24 cases (83%) where resolution is increased, recognition rates
are decreased or remain unchanged. This suggests that information contained
in the image is not sensitive to the scale factor.

Note that the 3-level LVP,R operator obtains the better compromise of perfor-
mance for both smoking and non-smoking groups. This has led us to choose it
for comparison with the knowledge-based feature vector in the next section.

3.2 Comparative Study between LBP-Based Features and
Knowledge-Based Features

In this section, performance obtained with the knowledge-based feature set and
the LVP,R, 3-level operator, are compared. Results provided in Table 3 include
recognition and error rates, as well as number of false positive (FP) and false
negative (FN). False negative is the number of healthy instances that are erro-
neously reported as pathological and false positive is the number of pathological
cases considered healthy.

LBP-based features yield better results on both databases, and whatever the
classifier used. Note that, as observed in the previous study, results on the smoker

Table 3. Comparison between results obtained by 1-NN and best results obtained by
the cascade for the KFV and LBPFV

Non-smoker database Smoker database
LBP (99) K (148) LBP (99) K (148)

1-NN SVM 1-NN SVM 1-NN SVM 1-NN SVM
Recognition rate (%) 91,73 91,73 86,47 85,71 94,62 97,85 92,47 96,77

Error rate (%) 8,27 8,27 13,53 14,29 5,38 2,15 7,53 3,23
FP (number of images) 5 6 7 10 1 1 3 2
FN (number of images) 6 5 11 9 4 1 4 1
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group are better than those obtained on the non smoker group. For the smoker
group, the 2 recognition rates provided by the 2 feature sets are pretty close
for a given classifier. Performance are increased by about 1.6%, vs 5.7% for the
non-smoker group. This might suggest that smoker images could benefit from a
higher level description in addition to the low-level, LBP-based feature vector.
Nonetheless, the image database needs to be extended, and FP and FN are still
quite high, which is encouraging us to continue our work.

4 Conclusions

We presented in this paper an original system for the automatic classification of
normal versus abnormal endomicroscopic images of the respiratory alveolar sys-
tem with an emphasis on feature extraction.The first evaluated feature vector does
not require any a priori knowledge and is pixel-based. It includes a local descrip-
tion of spatial structure (LBP operator) and contrast (VAR operator) of the image
texture. Several configurations are possible with these two operators, which have
been considered for the experiments (operator combination, number of resolution
levels, different values for the scale factor). The second feature set is a combina-
tion of descriptors (histogram, density, gradient, skeleton, cooccurrence matrices)
deduced from a visual inspection of healthy and pathological images.

Recognition rates obtained after SVM based classification reach 91.73% and
97.85% with the LBP approach on non-smoker and smoker databases respectively,
whereas they are 85.71% and 96.77% with the knowledge-based feature vector.
These results show that the LBP-based feature vector is more adapted to the de-
scription of FCFM images, especially the non-smoker images. In particular, the
study of the different configurations shows that combining LBP and VAR opera-
tors increases correct classification rates. This could suggest to further investigate
combination of LBP and VAR operators, by computing for instance their joint
distribution, or combining LBP and VAR with different values of P and R. The
behavior difference of the two image databases (smoking and non-smoking) sug-
gests that different feature sets could be also required for these two groups.

Future work will concern rendering the process real-time, so as to aid the clin-
ician during examination in real time. Classification methods could also give in-
formation about which part of the image is the most discriminant or which part of
the structure might be more altered by pathologies. A future goal will also be to
discriminate between different pathologies : interstitial lung diseases (abestosis,
systemic sclerosis, fibrosis, sarcoidosis), carcinomatous lesions etc.
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Abstract. Distributed denial of service (DDoS) attack is one of the major 
threats to the current Internet. The IP Flow feature value (FFV) algorithm is 
proposed based on the essential features of DDoS attacks, such as the abrupt 
traffic change, flow dissymmetry, distributed source IP addresses and concen-
trated target IP addresses. Using linear prediction technique, a simple and effi-
cient ARMA prediction model is established for normal network flow. Then a 
DDoS attack detection scheme based on anomaly detection techniques and lin-
ear prediction model (DDAP) is designed. Furthermore, an alert evaluation 
mechanism is developed to reduce the false positives due to prediction error and 
flow noise. The experiment results demonstrate that DDAP is an efficient 
DDoS attacks detection scheme with more accuracy and lower false alarm rate.  

Keywords: Network security; distributed denial of service; attack features;  
linear prediction; ARMA model. 

1   Introduction 

DDoS (Distributed Denial of Service) attack is one of the main threats that the Inter-
net is facing. The defense of DDoS attacks has become a hot research topic. The 
DDoS attack makes use of many different sources to send a lot of useless packets to 
the target in a short time, which will consume the target’s resource and make the 
target’s service unavailable. Among all the network attacks, the DDoS attack is easier 
to carry out, more harmful, hard to be traced, and difficult to prevent, so its threat is 
more serious.  

The detection of attacks is an important aspect of defense of DDoS attack, and the 
detection results can affect the overall performance of attack defense. Recently, the 
DDoS attacks are tending to use true source IP address to perform an attack [1], and 
can make serious destroy on the victims by using periodically non-suspicious low-rate 
attack flows [2-5]. So it has become more difficult to distinguish between the normal 
network flow and the attack flow, which makes an early and accurate detection more 
difficult. Most current detection methods employ some specific attack feature to iden-
tify an attack [6-13], which can improve the detection accuracy. However, they  
usually fail when there is a change in attacking strategies and techniques.  
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This paper proposes the IP Flow feature value (FFV) algorithm based on the essen-
tial features of DDoS attacks, such as the abrupt traffic change, flow dissymmetry, 
distributed source IP addresses and concentrated target IP addresses. A simple and 
efficient detection scheme based on anomaly detection techniques and ARMA linear 
prediction model (DDAP) is designed. Furthermore, an alert evaluation mechanism is 
developed to reduce the false positives due to prediction error or flow noise.  

2   Related Work 

Previous methods for DDoS attack detection can be classified into three categories as: 
abrupt traffic change based, flow dissymmetry based and distributed source IP ad-
dresses based. The methods [6-9] based on abrupt traffic change are the most popular 
ones, as DDoS attacks will cause obvious deviation from normal flows in traffic vol-
ume.However, organizing many different attacking sources, the attacker can send out 
attack packets at different time, different types of flow, different size of packets and 
different rate, which will follow the statistical features of normal flow and avoid be-
ing detected. Furthermore, the traffic offset can not distinguish DDoS attack flow 
from normal network congestion flow. The methods [10-11] are based on flow dis-
symmetry. However, the coming-in and going-out rate of normal flow is not balanced 
sometimes, such as audio/video flows. What is more, attackers may use random 
cheating source IP addresses, send out the equivalent amount of SYN packets and 
FIN/RST packets, or simulate normal flow to send out attack packets by many attack 
sources without losing the power of attack.The methods [12-13] made use of the dis-
tribution of attacking sources. However, methods of this type are insensitive to the 
attack which has the characters of small amount of source IP addresses and big 
enough attack traffic volume, and are easy to be disturbed by normal flows. 

Based on the analysis above, it can be concluded that using a single feature of at-
tack flows is not enough for an accurate and efficient detection. The approaches based 
on multi-features of DDoS attack flows can detect DDoS attacks more effectively 
[14]. 

3   DDoS Attack Features Analysis 

A typical DDoS attack employs many hosts to flood the target in a distributed and 
cooperative way, as depicted figure 1. Thus it usually has the following four features: 

1. A burst in traffic volume. There will be a burst in traffic volume in a certain pe-
riod no matter the attack is high-rate or low-rate. The low-rate DDoS attack will 
have the burst in an extremely short time periodically, but the average traffic 
volume rate is similar with that of normal conditions. Thus compared with high-
rate DDoS ones, the low-rate DDoS attacks are more difficult to be detected and 
distinguished from network congestion.  

2. Dissymmetry. The mapping relationship between the set of source IP addresses 
and destination IP addresses will appear to be a many-to-one mapping for an  
attack with many different attack sources. 
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3. Distributed Source IP Addresses. To avoid being detected and traced, the attack 
sources will use the forging varies source IP addresses, thus cause a change of the 
distribution of source IP  addresses, which provide another clue for detection. 

4. Concentrated Destination IP Addresses. DDoS attacks will lead to a concen-
trated set of destination IP addresses. 

Above four features will be quite different under different attacks and applica-
tions. Thus the FFV algorithm is proposed in this paper, which considers all of them.  

 

Fig. 1. Typical DDoS attack 

4   Flow Features Algorithms 

The FFV algorithms reduce firstly the interference of normal traffic based on attack 
features, and then use a feature value to reflect the mentioned four features, which can 
be used to detect DDoS attacks with different kinds of attack strategies.  

Definition 1 (flow Feature Value). The network flow F in the certain time span T is 
given in the form of <(t1, S1, D1, P1), (t2, S2, D2, P2),…, (tn, Sn, Dn, Pn)>. For the ith 
packet p, ti is the time, Si is the source IP address, Di is the destination IP address, and 
Pi is the destination port. Classify all the packets by source IP address and destination 
IP address, which means all packets in a certain class share the same source IP ad-
dress and destination IP address. A class which is consisted of packets with a source 
IP address Ai and a destination IP address Aj is noted as SD (Ai, Aj). 

Carry out the following rules one by one to the above mentioned classes: 
If there are two different destination IP address Aj, Ak, which makes class SD(Ai, Aj) 

and class SD(Ai, Ak) both nonempty, then remove all the class with a source IP ad-
dress Ai. 

If there is only one class SD(Ai, Aj) containing the packets with a destination IP ad-
dress Aj, then remove all the classes with a destination IP address Aj. 

Assume that the remaining classes are SDS1, SDS2,…, SDSl, classify these classes 
by destination IP address, that is all the packets with the same destination IP address 
will be in the same class. The class made up of packets with the same destination IP 
address Aj is noted as SDD(Aj), these classes are SDD1, SDD2,…, SDDm, the 
FFV(Flow Features Value, FFV) is defined as: 
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Δt sampling time interval，θ2,θ3 are thresholds，Port(SDDi) is the number of dif-
ferent port in the class SDDi. The value of θ1, θ2 and θ3 turns out to be important, and 
they need to be set according to the maximal values obtained by a statistical way in 
the normal network flows and application condition. 

In order to analyze the state features of the network flow F more efficiently and ex-
clude the interference of normal flow, the FFV-based algorithm classifies the packets 
of F by source IP address and destination IP address. According to the dissymmetry of 
attack flows, the source IP address Ai is in an one-to-many mapping if there are differ-
ent destination IP addresses Aj and Ak which make the classes SD(Ai, Aj) and SD(Ai, 
Ak) nonempty, thus the classes with source IP address Ai can be removed. After that, if 
there is a destination IP address Ak makes Ai and Aj in SD(Ai, Ak) and SD(Aj, Ak) the 
same, then the destination IP address Ak is in a one-to-one mapping, thus the class 
with packets going to the destination IP address Ak can be removed. Then classes with 
the same destination IP address SDSi will be merged into the class SDDj as a single 
class, which can reflect the asymmetry of DDoS attack flow as well as a decrease in 
the disturbance of normal flow. DDoS attack is a kind of attack that sends useless 
packets to the attack target from many different sources in the hope of exhausting the 
resources of the target. This act can produce lots of new source IP addresses in a short 
time, which will lead to an abnormal increase of SIP(SDDi) for some classes of F;  
the occurrence possibility of DDoS attack increases when many different sources  
are sending useless packets with a lot of different destination ports to a destination  
IP address, and Port(SDDi) will increase abnormally; Pack(Aj) will increase abnor-
mally when in a certain time period a large amount of packets are sent from a source  
IP address to a destination IP address. Thus we obtain W(SDDi) by weighted  
SIP(SDDi), Port(SDDi) and Pack(Aj) in the class of SDDi. As the DDoS attacks will in-
crease the ratio of the sum of W (SDDi) and the number m of different destination IP 
addresses dramatically in a short time, thus the FFV will form a new flow state differ-
ent from the normal one. In summary, FFV can reflect the characteristics of DDoS 
attack including the burst in the traffic volume, asymmetry of the flow, distributed 
source IP addresses and concentrated destination IP address. 
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5   DDoS Attack Detection Based on ARMA Prediction Model 

The attackers can simulate the normal flows without losing its attacking ability, which 
will reduce the abnormal changes of Attack flow states. Moreover, the normal traffic 
will have abnormal changes at some times. So we employ the anomaly detection 
techniques and linear prediction model based on FFV to detect DDoS attacks.  

5.1   Characteristics of FFV Time Series 

Sampling the network flow F with a time interval Δt, then calculate the FFV of each 
sampling. After N samplings, we can get the time series FFV of sample A, 
A(N,Δt)={FFVi,i=1,2,…,N}, where N is the length of the series.  

Let FFVi=ai，i=1,2,…,N，then the k lags autocorrelation coefficients (AC) of 
sample A can be represented as:  
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The k lags partial autocorrelation coefficients (PAC) of sample A can be  
represented as:  
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Fig. 2. FFV time series of Network Flow 

We obtain an arbitrary network flow F from the MIT datasets[15], the FFV time se-
ries of sampling is depicted in figure 2(a), the 50 lags autocorrelation coefficients is 
depicted in figure 2(b), The 50 lags partial autocorrelation coefficients is depicted in 
figure 2(c). The stationary of the FFV time series can be judged by the autocorrelation 
coefficients, and the model identification and order determination can be concluded by 
the autocorrelation coefficients and the partial autocorrelation coefficients. Figure 2 
shows that the FFV time series of F is a stationary time series, and the curves of AC 
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and PAC are tailing respectively, thus the correlation of FFV time series can be ana-
lyzed efficiently by ARMA model with small prediction error variance, which is suit-
able for short time prediction. In this paper, we employ the ARMA(2p, 2p-1) model to 
analyze the FFV time series of network flows, in which p is order. If p is too large, the 
computation cost will be too high. To perform a real-time detection, we assign p the 
value 1, thus the ARMA(2,1) model.  

5.2   Smoothing FFV Time Series 

Assume that the slide window size is n, and the sampled FFV time series are a1,…, 
ai,…, an. To filter random white noise from the data, to make the FFV time series 
smoother and establish the ARMA model, a1,…, ai,…, an are transformed into A1,…, 
Ai,…, An by moving average smoothing method before the ARMA model is estab-
lished to predict the (n+1)th FFV. In real-time applications, the sliding window will 
move forward once when one prediction is completed.  

5.3   ARMA Modeling and Forecasting 

The processed time series are A1,…, Ai,…, An, establish the ARMA model [16] as 
follows: 

ϕ(Β) Ai =ψ(Β)εi    (4) 

where B is lag operator, ε i is Gaussian white noise,  its average is zero, its variance 
is 2

εσ . Thus AR coefficient polynomial is ϕ(Β)=1−ϕ1Β−ϕ2Β
2, MA coefficient polyno-

mial is ψ(Β)=1−ψ1Β, where ϕ1, ϕ2, ψ1 are estimated parameters. Considering the 
precision of estimation of parameters and computational cost, we estimates 
ϕ1, ϕ2, ψ1, 2

εσ by least-squares estimators, and then the ARMA(2, 1) model is as  

follows: 

At=ϕ1At-1−ϕ2At-2+ε t−ψ1εt-1    (5) 

For decreasing the false positives due to prediction error, we use the inverse function 
to establish the 1-step-ahead prediction model. The inverse function of ARMA(2,1) is 
as follows: β1=ϕ1 − ψ1; β2=ϕ2+ β1ψ1; βj=βj-1ψ1,(j≥3), and then The 1-step-ahead-
prediction model is represented as: 

(1)
m

t j t j
j

A Aβ −=∑
  

(6) 

where m is the number of observed values before At, it is assigned according to the 
requisite for a precision, the prediction error is as follow: et=− m

j
j

β∑ At-j，β0=−1. 

For increasing the prediction precision, we propose a statistical correction method 
for prediction error and compensation. Considering the features of FFV time series, 
we replace the negative prediction value with the minimal statistical FFV of the  
current network flow and then round the prediction value to the nearest integer. 
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5.4   Abnormal Detection and Alarm Valuation Mechanism 

In the DDAP method, we use the FFV time series of normal flows accumulated in the 
sliding window time to estimate the model parameters and establish the ARMA(2,1) 
1-step prediction model, then use the model to predict the arriving FFV value of test 
flows at time t, and compare it with the real FFV value of test flows. We can detect 
anomaly by judging whether the absolute difference between them has exceeded the 
predefined threshold. Assume the threshold is U, and the absolute difference between 
real FFV value At and the predicted FFV value A’t is yt=|At -A’t|，when yt-b>U, there 
is anomaly in the network flow，where b=E[et

2], is the prediction error. 
The cause of abnormal changes in FFV states of network flows includes the DDoS 

attack as well as the network flow noise, congestion and some other reasons. So the 
number of false positives will increase if we do not make a study of the reason of 
abnormal changes of FFV states. Frequent false positives will decrease the detection 
efficiency and disturb normal application, so it’s very important to decrease the num-
ber of false positives. In this paper, we propose a simple alert evaluation mechanism 
based on the alert frequency and time interval, which will only generate alerts when 
the C(C≥1) anomalies are detected in a designated time interval ΔT(ΔT≥0). The value 
of ΔT and C turns out to be very important, larger ΔT and C can decrease the risk of 
false positives, such as flash traffic, but the time efficiency will be decrease too. They 
need to be set dynamically according to the network security situations when in  
application.  

6   Experiments and Results 

The experiment used the normal flow data in 1999 and DDoS flow data LLDoS2.0.2 
in 2000 from MIT Lincoln lab [15]. The normal flow samples were from normal flow 
data, and the attack flow samples were from DDoS flow data. 

0 2000 4000 6000 8000 10000 12000 14000
0

2

4

6

8

10

12

14

Time Sample Point(1/0.001s)

S
iz

e

 

 

FFV of Normal Flow

FFV of Attack Flow
Size of Attack Traffic

1000 1500 2000 2500 3000 3500
0

20

40

60

80

100

120

Time Sample Point(1/0.01s)

S
iz

e

 

FFV of Normal Flow

FFV of Attack Flow
Size of Attack Traffic

550 600 650 700 750 800
0

200

400

600

800

1000

1200

Time Sample Point(1/0.1s)

S
iz

e

 

 

FFV of Normal Flow

FFV of Attack Flow
Size of Attack Traffic

 

Fig. 3. FFV time series of LLDoS2.0.2 network flow 

When the sampling interval Δt is 0.001s, 0.01s, 0.1s, the FFV time series obtained 
by multiple sampling and calculation is depicted in figure 3; When the sampling time 
interval Δt is 0.001s, 0.1s, the FFV time series obtained by multiple sampling and 
calculation is depicted in figure 4. From figure 3 & figure 4, we can see that, FFV 
time series are sensitive to attack flows and they can magnify size of the attack traffic 
using randomized destination ports. Meanwhile, they are steady when the network 
flow is normal. Thus the FFV can well reflect different state features of normal net-
work flow and DDoS attack flow.  
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Fig. 4. FFV time series of 1999 normal flow 

The solid line in figure 5 shows the FFV time series of a normal flow when the 
sampling time interval Δt was 0.1s, used the first 400 FFV values to estimate the 
model parameters, and established the ARMA(2,1) 1-step prediction model, then used 
the model to predict the following FFV values, the result of 100 times prediction is 
depicted by the dashed line. We can see from figure 5 that the predicted FFV time 
series match the real values well, which argues that the ARMA(2,1) model work well 
as a short time related prediction model, and can be used as a real-time prediction 
model.  
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Fig. 5. FFV time series of ARMA predictions              Fig. 6. DDAP detection method 

To show the advantages of DDAP method, we set the threshold θ1 as 0.5，θ2, θ3 
as 3/ms，Δt=0.01s，U＝2，ΔT＝0.02s and did multiple experiments with C＝1and 
C=2, respectively. When C=1, (1) sampled 200 FFV values of normal network flows 
to estimate the model parameters, and established the ARMA(2,1) 1-step prediction 
model. (2) Mixed the attack flows and normal flows with a ratio 1/10, sampled and 
calculated the FFV time series , then used the DDAP method to detect, and got a 
group of detection rate; (3) Remained the normal flows, duplicated the attack traffic 
volume, and got another group of detection rate using DDAP method; (4) Repeated 
the step 3 for 8 times and got 8 groups of detection rate; (5) Sampled and calculated 
the FFV time series of normal flows and used the DDAP method to detect then ob-
tained a group of false alarm rate; (6) Duplicated the normal traffic volume and got 
another group of false alarm rate by DDAP method; (7) Repeated step 6 for 8 times 
and got 8 groups of false alarm rate.  

When C = 2, used the above procedures to do 20 groups of experiments. The  
results are depicted in figure 6.  
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Figure 6 shows that, the detection rate of DDAP method increases from 96.4% to 
100% when the attack traffic volume increases, and the average detection rate is 
98.5% in 10 groups of experiments. This means that DDAP can identify the DDoS 
flows with a high precision, and be sensitive to the abnormal phenomenon caused by 
attack flows, which will help an early discovery of attacks. The false negatives in the 
experiments come mainly from two aspects: (1) At first, the normal flow is greater 
than the attack flow, which makes the FFV states lean to normal ones, thus makes the 
difference too small for detection. (2) The increase of attack traffic volume and ran-
dom noise deviate the network flows’ states. The false alarm rate of DDAP method 
increases slowly from 0.1% to 5.9% with the increase of normal traffic volume, the 
average false alarm rate is 3.6% in 10 groups of experiments. This means that the 
DDAP method can identify the normal flows correctly and exclude the interference of 
the increase of normal traffic volume. The false positives mainly come from the pre-
diction error of FFV and random noise. When C = 2, the detection rate of DDAP 
method increase from 92.0% to 100%, the false alarm rate increase from 0.0% to 
1.5%, among all the 10 groups experiments, the average detection rate is 96.1% and 
the average false alarm rate is 0.8%. We can see the threshold settings and attack 
density influence the detection results, in which the setting of threshold is the key. To 
increase the detection precision, the noise and requirements of certain applications 
should be considered in general and then set the threshold appropriately.  

In summary, FFV can well reflect the features of DDOS attacks; the ARMA(2,1) 
has a high prediction precision and can predict the FFV values of network flows in 
real-time; the DDAP method can decrease the number of false positives and detect the 
DDoS attacks efficiently.  

7   Conclusions 

In this paper, we propose the FFV algorithm based on the the abrupt traffic change, 
flow dissymmetry, distributed source IP addresses and concentrated target IP ad-
dresses, which can reflect four essential features of DDoS attacks, then we present a 
novel DDoS detection method DDAP based on FFV linear prediction. DDAP makes 
use of the FFV time series of network flows to describe the essential features of net-
work flow states that are changing with time. To detect DDoS attacks is to identify 
the state features of FFV time series. Finally, we employ an anomaly detection 
method based on ARMA(2,1) prediction model and an alert evaluation mechanism to 
realize DDoS attack detection. 

Experiment results argue that, FFV can well reflect the different state features of 
DDoS attack flows which are different from normal flows, the DDAP method can 
identify the anomaly in network flow caused by DDoS attacks efficiently, and in-
crease the detection rate; it can also distinguish between normal network flow and 
abnormal network flow containing DDoS attacks, and decrease the false alarm rate.  

In our future work, we will make a detail study of how to set all kinds of parame-
ters in different application scenarios adaptively.  
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Abstract. In this paper, we propose a new modified version of Advanced En-
cryption Standard (AES) using chaotic key generator for satellite imagery secu-
rity. We analyze and examine the Modified AES and chaotic key generator to 
enhance the key space and sensitivity, performance, and security level for re-
ducing the risk of different attacks. The chaotic key generator utilizes multiple 
chaotic maps named as Logistic, Henon, Tent, Cubic, Sine and Chebyshev. The 
proposed algorithm presents numerous interesting and attractive features, such 
as a high level of security, large enough key-space with improved key sensitiv-
ity, pixel distributing uniformity and an acceptable encryption and decryption 
speed. The presented algorithm is ideal for real-time applications to deal with 
redundant, bulky, complex and stubborn satellite imagery. 

1   Introduction 

The space science and technologies along with fast growing Information technologies 
(IT) have recently attracted scientists, researchers, and industrial communities. Rapid 
development and advancements in these technologies present new opportunities for 
research, development, and improvement. These technologies together play a vital 
role in increasing productivity with new modernization of technologies, reducing cost, 
and creating practical virtual collaborative environments for addressing the emerging 
challenges. IT and Space Science scientists have grappled with the challenges for a 
decade or more and have identified the utility of satellite imagery as major sources of 
consistent, continuous data for research, academics, industries, military, map produc-
tion, agriculture, forestry, planning of national land, atmospheric and various fields at 
a variety of spatial and temporal scales. The satellite imagery along with GIS, remote 
sensing and geospatial technologies contribute for preserving and protecting the pub-
lic, private and nation’s sensitive and critical infrastructure and respected data [1]. 
The unlawful, unofficial, unauthorized and illegal usage/access/intrusion into satellite 
imagery have raised the importance of information security, in order to keep protected 
critical and confidential satellite imagery storage and transmission process secure, 
dependable, trustworthy and reliable.  

The cryptography by far the most widely adopted security mechanism is used to 
provide the data storage and transmission process (usually based on CD/DVD-ROM 
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hardcopy or on shared network environment) secure and reliable from unauthorized 
access and illegal use [2]-[4]. The objective of cryptography is to develop or build  
up a secure cryptosystem, which must have two basic functions encryption and  
decryption (reverse of encryption).  

To fulfill such security and privacy needs, satellite imagery encryption is impor-
tant. There are number of encryption algorithms available such as DES, Triple-DES, 
International Data Encryption Algorithm (IDEA) and RSA (developed by Rivest, 
Shamir and Adleman) [5]. These traditional algorithms are very complex for imple-
mentation and have weakness; especially DES and Triple-DES have small key size. 
They require extensive computation power and not very fast to handle or deal with 
large sized, redundant, bulky, complex and stubborn satellite imagery. 

In order to accept these problems as a challenge the systems based on AES, using 
the Rijndael algorithm were proposed. AES is very fast symmetric-key block cipher 
which operates with any combination of block and key size 128, 192 or 256 bits. The 
AES key size is long enough to resist against brute force attack. It would take millions 
of years to break the key on the fastest computers presently available. AES is flexible, 
reliable and efficient for its hardware implementation as well [6]-[9]. AES performs 
well for various applications that require high-speed, computation and processing e.g. 
flash drives, smart cards, cellular phones, image-video encryption etc. [10] 

This paper proposes new satellite imagery encryption technique as a modification 
of AES algorithm. The modification is done by adding chaotic key generator based on 
multiple chaotic maps named as Logistic, Henon, Tent, Cubic, Sine and Chebyshev 
for improving the key space, key sensitivity, performance and security. Chaotic sys-
tems are very suitable for cryptography because of sensitivity, ergodicity, random 
behavior and unstable periodic orbits with long periods. The desirable diffusion and 
confusion properties for cryptosystem can be achieved through iterations using cha-
otic system [14]. Initial work on chaos-based cryptosystems was based on chaotic 
dynamical system. The concepts of chaotic dynamical system were associated with 
synchronization of two chaotic systems and controls [16]. Several methods and tech-
niques have been proposed in this domain to synchronize chaotic systems. Some typi-
cal forms have been brought up, which includes chaotic masking, shift keying and 
modulation using inverse systems [16]-[20]. 

2   Modified AES Algorithm Using Chaotic Key Generator 

In cryptosystem, the confusion and diffusion properties are used to reduce the correla-
tion among pixel values and to change the original location of input pixel values, 
respectively. In other words, diffusion changes the location of the pixels which  
were modified in confusion process. To achieve these properties number of symmet-
ric-key chaos-based data encryption algorithms have proposed since 1990s [21]-[30]. 
These algorithms mainly based on single chaotic map (for generating secrete key) in 
encryption/decryptions process.  

The proposed satellite imagery encryption algorithm is a modified version AES  
algorithm which uses multiple chaotic maps for key generation of variable length e.g. 
128, 192 and 256 bits as shown in Figure 1. The idea of using multiple chaotic maps 
in key generation process is to improve the security level of the AES by incorporating 
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the large size and complex secret key. Due to this, AES becomes more complex and 
secure from attacks. The algorithm takes satellite image and secret key as input and 
produces scrambled and unreadable satellite image. Similarly for decryption process, 
it takes encrypted satellite image along with secret key for getting original satellite 
image back in original form. The detailed description of Modified AES using chaotic 
key generator is given in the next subsections. 

 

Fig. 1. Block Diagram of Modified AES Algorithm 

2.1   AES Satellite Image Encryption 

AES is an iterative symmetric-key block cipher for data encryption developed by Joan 
Daemen and Vincent Rijmen and further known as Rijndael algorithm. The AES 
algorithm is flexible to support variable block and key size 128, 192 or 256 bits. AES 
supports 128, 192 or 256 bits input block, output block and State. The State is divided 
into four operational blocks and organized in 4x4 bytes of array where number of 
columns in state matrix is 4=NC  and with key size K of length =NK 4, 6 or 8 
respectively, which reflects the number of 32-bits or number of columns in the Key. 

Table 1. Key-Block-Round Combinations 

 
Key Length 

( NK words) 

Block Size 

( NC words) 

No. of Rounds 

( NR ) 

AES-128 4 4 10 

AES-192 6 4 12 

AES-256 8 4 14 

 
The key size suggests number of rounds NR required by algorithm to perform  

encryption/decryption operation. If 10=NR  then 4=NK , if 12=NR  then 

6=NK  and if 14=NR  then 8=NK . The supported key size, block size and 
number of rounds combinations are given in Table 1. The AES key size is long 
enough to resist against the attacks like brute force. AES is flexible, reliable and have 
good performance for hardware implementation as well [7],[10]. AES performs well 
for real time applications that need high level of security on resource hungry envi-
ronment [11]. AES uses round function for encryption/decryption. The round function 
put together four transformation operations Byte substitution transformation, Shifting 
rows transformation, MixColumns transformation and AddRoundKey transformation. 
The decryption structure has exactly the same sequence with inverse transformation 
as the one in the encryption structure. The encryption procedure consists of several 
steps as shown by Figure 2. 
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Fig. 2. Block Diagram of Chaotic Key Generator 

2.2   Chaotic Key Generator 

The chaotic key generator utilizes six chaotic maps named as Logistic map, Tent map, 
Henon map, Sine map, Cubic map and Chebyshev map. It supports variable length 
secret key of sizes 128, 192 and 256 bits as supported by AES algorithm. The secret 
key can be represented as: 

8/54321 .......... SKKKKKKK =
,
 (1)

Where S  is the key size for the secret key K . For example, if key size S is 256 bits then 
secret key K is equals 32 bytes (that is equal to 256/8). Table 2, shows the experimented 
chaotic maps respected governing equations, and their parameter values. The chaotic 
sequences of each chaotic map is in real number, so first generator transform these real 
numbers into sequence of bits (0s and 1s) and than in bytes format for getting secret key. 

The hexadecimal mode is used to define the secret key for initial condition IC (for 
each chaotic map) which generates different bit sequences from real numbers. The 
secret keys are generated by the following equations: 

 

∑
=

=
8/

1

)256/(
S

i
iKN

,

 (2)

⎣ ⎦NNIC −=
,
 (3)

where iK is the
thi key value in decimal equivalent of the secret key, ⎣ ⎦N is the floor 

of the value N , S is the key size and IC is the initial condition value which is trans-
formed back into real numbers. The block diagram of chaotic key generator is shown 
in Figure 3. The generator takes two parameters, first is secret key and second is n  
which is number of keys (where n must be greater or equal to one). Sup-
pose 10=n than proposed algorithm automatically creates ten keys for each map 
using single input secret key and parameters (as given in Table 2). To combine these 
keys, key generator performs XORoperation as: 

iiiiiii TKHKSKCKLKBKK ⊕⊕⊕⊕⊕=
,
 (4)

Where 1 and  ......,,.........3,2,1i ≥= nn and  
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Table 2. Governing equations and system parameters values in chaotic range for the chaotic 
maps used in the proposed algorithm 

Chaotic Governing Equations Parameter 

Chebyshev ))(coscos( 1
1 nn xx −

− = λ  4=λ  

Logistic )1(1 nnn xxx −=+ λ  4=λ  

Cubic )1( 2
1 nnn xxx −=+ λ  59.2=λ  

Sine )sin(1 nn xx πλ=+  99.0=λ  

Henon 2
232 )(1 −−− +−+= nnnn axxxx λ  

3.0=λ  
07.1  

≤≤ a  
09.1  

Tent 
μ
μ

μ
μ

≥
≤

⎩
⎨
⎧

−−
=+

n

n

n

n
n x

x

if

if

x

x
x

111  4.0=μ  

 
The modified AES algorithm is key dependent, so the encryption time will always 

depend on time taken to generate n number of keys before performing actual encryp-
tion/decryption process. For analysis purpose, we have calculated the encryption time 
using ten keys (for Boston satellite image shown in Figure 3. 

 
=Chebyshev  =BK  

1bk , 2bk , .........  nbk  

  ⊕ , ⊕ , .........  ⊕  

=Logistic  =LK  
1lk , 2lk , .........  nlk  

  ⊕ , ⊕ , .........  ⊕  

=Cubic  =CK  
1ck , 2ck , .........  nck  

  ⊕ , ⊕ , .........  ⊕  

=Sine  =SK  
1sk , 2sk , .........  nsk  

  ⊕ , ⊕ , .........  ⊕  

=Henon  =HK  
1hk , 2hk , .........  nhk  

  ⊕ , ⊕ , .........  ⊕  

=Tent  =TK  1tk , 2tk , .........  ntk  

  = , = , .........  =  

=Keys  =K  
1k , 2k , .........  nk  
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3   Statistical Analysis of Proposed Algorithm 

Claude E. Shannon stated in his masterpiece paper [31], “It is possible to solve many 
kinds of ciphers by statistical analysis,” and therefore he suggested two methods dif-
fusion and confusion for preventing realization of the great influence in statistical 
analysis. In next subsection, it is demonstrated that the AES image encryption algo-
rithm has good confusion and diffusion properties. This has been shown by perform-
ing histogram and information entropy analysis on original and encrypted images of 
Boston. 

3.1   Histogram Analysis 

To prevent the leakage of information to attackers, it is important to ensure that  
encrypted and original images do not have any statistical similarities. The histogram 
analysis clarifies that, how the pixel values of image are distributed. We performed 
analysis on several satellite images having different contents and sizes using proposed 
algorithm. One typical example among them is shown in Figure 4 of Boston satellite 
image. The histogram of original image contains large sharp rises followed by  
sharp declines as shown in Figure 3(b). And the histogram of the encrypted image as 
shown in Figure 4(b), has uniform distribution which is significantly different from 
original image, and has no statistical similarity in appearance. Therefore, the proposed 
algorithm does not provide any clue for statistical attack. 

 

  

(a) Original Image (b) Histogram 

Fig. 3. Boston Original Image 

                         

(a) Encrypted Image        (b) Histogram of Encrypted Image  (c) Decrypted Image 

Fig. 4. Application of Modified AES Algorithm to Boston image in ECB Mode 
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3.2   Information Entropy 

The Shannon entropy or information entropy is a measure of the uncertainty associ-
ated with a random variable which was first introduced by Claude E. Shannon in his 
1948 paper "A Mathematical Theory of Communication" [32]. It quantifies the infor-
mation contained in a data, usually in bits or bits/symbol. The entropy is concerned 
with error-correction, data compression, cryptography, communications systems, and 
related topics. To calculate the entropy )(mH of a source m , we have: [32] 

)(

1
log)()( 2

12

0 i

N

i
i mP

mPmH ∑
−

=

=
,

 (5)

Where )( imP represents the probability of symbol im and the entropy is expressed in 

bits. Let us suppose that the source emits 82 symbols with equal probability, i.e. 

},.......,{ 8221 mmmm = . After evaluating above equation, we obtain its entropy 

8)( =mH , corresponding to a truly random source. Let us consider the experimen-

tal results of the proposed algorithm on original encrypted and decrypted gray-scale 
Boston satellite image, the number of occurrence of each outcome data is recorded 
and the probability of occurrence is computed. The calculated information entropy 
values are given in Table 3. 

Table 3. Computed Information Entropy using proposed algorithm 

Block 
Size 

Key 
Size 

Mode Entropy of Encryption 
Process 

Entropy of  
Decryption Process 

256 256 CBC 7.9998 7.5588 

256 256 CFB 7.9998 7.5588 

256 256 ECB 7.9998 7.5588 

4   Security Analysis of Proposed Algorithm 

The Modified AES algorithm is implemented using Microsoft VB.Net programming 
language and MATLAB, and experimental results are observed on a Pentium-IV 1.8 
MHz PC with 1.46 GB RAM. Results of some experiments are given to prove the 
efficiency and security for satellite imagery. For the brevity, we have not given all the 
results here. We use the gray-scale Boston satellite image of size 1000 x 1000, de-
picted in Figure 3. The secret key “123456GHIJKLMNOPQRSTUV WXYZ[\]^_ `” 
(in ASCII) is used for encryption and decryption having size 256-bit (32 Bytes). The 
encrypted and decrypted images using modified AES are depicted in Figure 5. As 
shown that, the encrypted images are totally scrambled and unreadable. 
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4.1   Key Space Analysis 

To secure the sensitive and critical satellite imagery from brute-force and similar 
attacks, the encryption algorithm should have large key space and sensitive to secret 
key. The secret key generate by chaotic key generator for modified AES algorithm is 

192128 2,2 and 2562 . The key space is large enough to reduce the risk of brute-force 

attack. The key space is sufficient for practical use for real-time applications of satel-
lite imagery. 

4.2   Key Sensitivity Analysis  

The encryption algorithm should be sensitive to the secret key and original satellite 
image to resist against brute-force attacks. High level of key sensitivity is required in 
cryptosystem. Therefore, slight change (of a single bit) in secret key or original image 
should produce completely different and unpredictable results. The experiment results 
of the modified AES algorithm suggest that algorithm is very sensitive to the secret 
key and input satellite image because of chaotic key generator. For the proposed algo-
rithm, key sensitivity analysis have been carefully performed and completely carried 
out, with results summarized as follows: 

• An original image in Figure 5(a) is encrypted by using the secret key 
“12345678901234567890123456789012” (in ASCII) and the resultant image is 
referred as encrypted image A as shown in Figure 5(b). 

• The same original image is encrypted by making the slight modification in the 
secret key i.e. “2234567890123456789 0123456789012” (in ASCII) (the most 
significant bit is changed in the secret key) and the resultant image is referred as 
encrypted image B as shown in Figure 5(c). 

 

    

(a)                         (b)                      (c) 

Fig. 5. Key sensitive test results of Proposed Algorithm (a) Original Image  (b) Encrypted 
image with key “12345678901234567890123456789012" (c) Encrypted image with key 
“22345678901234567890123456789012" 

Key sensitivity analysis shows that changing one bit in secret key will result com-
pletely different output image. It is clear from images that the decryption process fails 
to recover the original image completely because of slight change in secret key. 
Therefore, proposed algorithm is highly key sensitive. 
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4.3   Performance Analysis 

The Boston satellite image (of size 1000 x 1000, gray-scale (0-255) as depicted in 
Figure 4 has been used in the simulations. The Modified AES Algorithm is tested and 
evaluated under the three operational modes ECB, CBC and CFB with 256 bits key 
and block size on a 1.8GHz Pentium IV computer with 1.46 RAM. The algorithm is 
very fast as compare to other traditional data encryption algorithms. The experimental 
results of encryption and decryption are given in Table 4. 

Table 4. Comparative speed test of experiment results on Boston satellite image. (Time in 
seconds). 

 Simple 
DES

Triple 
DES

Modified 
AES

Avg. time taken for Encryption 5.42 5.76 0.3 

Avg. time taken for Decryption 5.47 5.73 0.29 

Max. time taken for Encryption 5.53 6.14 0.53 

Max. time taken for Decryption 5.61 6.10 0.42 

Min. time taken for Encryption 5.31 5.52 0.22 

Min.time taken for Decryption 5.39 5.50 0.22 

5   Conclusion 

We have presented a modified version of AES Algorithm by introducing a new  
concept of chaotic key generator, to protect the high resolution and multi-spectral 
Satellite Imagery from unauthorized and illegal use/access/intrusion. The chaotic key 
generator utilizes six chaotic maps named as Logistic, Tent, Henon, Sine, Cubic and 
Chebyshev. The idea of using multiple chaotic maps in key generation process is to 
achieve high level of confusion and diffusion properties and key sensitivity in encryp-
tion process. The variable length, large size and complex secret key increases the 
security level of AES and enhances the resistance level from attackers. Detailed 
analysis and experimental results have shown that the proposed algorithm offers high 
level of security and performance. The proposed algorithm is useful for real-time 
applications of Satellite Imagery, in order to keep the storage and transmission proc-
ess secure and reliable. Our future work will focus on performing the detailed security 
and performance analysis of the presented algorithm.  
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Group-Based Proxy Re-encryption Scheme 

Chunbo Ma and Jun Ao  

School of Information and Communication, 
Guilin University of Electronic Technology, 

Guilin, Guangxi, 541004, P.R. China 

Abstract. Recently, proxy re-encryption scheme received much attention.  
A proxy re-encryption used for divert ciphertext from one group to another 
without revealing underlying plaintext is proposed in this paper. The scheme is 
bidirectional and any member can independently decrypt the ciphertext en-
crypted to its group. The security of the proposed scheme is discussed and 
proofs are given to show that the scheme withstands chosen ciphertext attack in 
standard model. 

Keywords: group-based; proxy; re-encryption; standard model; V-DDH  
assumption. 

1   Introduction 

Mambo and Okamoto introduced the technique for delegating decryption right in [1]. 
Later, Blaze et al. [3] presented the notion of “atomic proxy cryptography” in 1998. In 
a proxy re-encryption scheme, proxy is allowed to transform a ciphertext correspond-
ing to Alice’s public key into one that can be decrypted by Bob’s private key. The 
proxy in this scheme can’t obtain any information about the plaintext or the private 
key used to decrypt the ciphertext. Generally speaking, proxy re-encryption scheme 
can be divided into two categories by proxy functions, namely bidirectional and  
unidirectional [2]. In a bidirectional scheme, the proxy secret key can be used to di-
vert ciphertexts from Alice to Bob and vice versa. Obviously, a mutual trust relation-
ship between Alice and Bob is needed, otherwise, some security problem will arise 
[4]. In a unidirectional scheme, the proxy secret key is allowed to be used to divert 
ciphertexts from Alice to Bob, and from Bob to Alice is not permitted. 

The proxy re-encryption scheme has many applications. For example, in traditional 
storage system [12][13], the Server who housing information sometimes just semi-
trusted and some added means should be used to ensure its security. In 2005, Ateniese 
et al. [4] designed an efficient and secure distributed storage system in which the 
proxy re-encryption scheme is employed. There are some other applications, such as 
secure email forwarding, and so on [3][6]. 

Group communication is a useful primitive for sharing message in a specifically 
group and has been widely used in unbalanced networks, for example, clusters of 
mobile devices [17]. Ma et al. [5] designed an encryption scheme to ensure the  
privacy of the messages shared in the group. In the scheme, anyone can encrypt a 
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message and distribute it to a designated group and any member in the designated 
group can decrypt the ciphertext. There exists proxy re-encrypted problem in two 
different groups. For example, due to the change of duty, some work managed by 
group A has been assigned to group B such that some encrypted documents sent to 
group A should be decrypted by group B. In such scenario, proxy re-encryption tech-
nique can be used to realize this transformation.  

To date, most of the researches of proxy re-encryption emphasize two entities 
communication. For example, a proxy transforms a ciphertext computed under Al-
ice’s public key into one that can be opened by Bob’s secret key. However, few litera-
tures present approach to deal with proxy re-encryption for group communication. 
Motivated by above mentioned, we present a group-based proxy re-encryption 
scheme for group communications in this paper. It is a bidirectional scheme, i.e. the 
proxy using one secret key can divert ciphertext from group A to group B and vice 
versa. Moreover, since the secret value of the group public key can’t be deduced from 
the re-encryption key and the member’s private keys, the scheme is secure against 
collude attack. 

The rest of paper consists of following sections. In section 2, we introduce some 
related works. In section 3, we give the security model and complexity assumptions. 
The proposed group-based proxy re-encryption scheme is presented in section 4. In 
section 5, we discuss the security of the proposed scheme in standard model. Finally, 
we draw the conclusions in section 6. 

2   Related Works 

The notion of “atomic proxy cryptography” was presented by Blaze et al. [3] in 1998. 
It provides securer and more efficient way than usual to deal with the scenario in 
which a proxy decrypts a ciphertext using Alice’s private key and then encrypts the 
result using Bob’s public key. They depict two examples: one for encryption, and 
another for signature. However, the two examples presented in this paper were  
proved to have low security guarantees. Their approach is only useful when the trust 
relationship between Alice and Bob is mutual. In addition, it is not suitable for  
group communication since the proxy has to preserve n re-encryption key for n group 
members. 

In 2003, Ivan and Dodis [2] designed proxy encryption for ElGamal, RSA, and an 
IBE scheme using secret sharing technique. In their ElGamal based scheme, Public 
Key Generator (PKG) generates encrypt key EK and decrypt key DK for each user, 

and then DK is divided into two parts 1x and 2x , which satisfy DK= 1 2x x+ . Moreover, 
they designed unidirectional and bidirectional proxy encryption scheme. These  
“secret-sharing” schemes don’t change ciphertexts for Alice into ciphertext for Bob in 
the purest sense, the delegate decryption by requiring Bob to store additional secret 
that maybe difficult for him to manage. 

Following the work of Ivan and Dodis, Ateniese et al. [4] presented an improved 
proxy re-encryption scheme, and employed it in distributed storage system. In their 
re-encryption scheme, the proxy only preserves a discrete value to prevent the collude 
attack. The advantage of the method presented in [2] is that it is feasible to design a 
unidirectional proxy encryption. Whereas it is very difficult to extend the scheme to 
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group communication since overload stems from the secret sharing technology. Thus 
why the scheme proposed in [4] is not very practical. 

Canetti and Hohenberger [6] proposed a proxy re-encryption scheme secure against 
chosen ciphertext attack. They discuss its security in standard model. In their paper 
the bilinear pairing technology is used to design proxy re-encryption scheme. Al-
though their approach is just suitable for two entities, some method can be used to 
design group communication. 

Libert and Vergnaud [18] proposed a proxy re-encryption scheme which comes 
from Canetti-Halevi-Katz’s [20] scheme and can be seen as a natural extension of the 
Canetti-Hohenberger definition to the unidirectional case. Their scheme is unidirec-
tional, i.e. only allows the proxy to divert ciphertexts form Alice to Bob. However, 
some messages on Alice such as public key have been preserved in the ciphertext 
generated in the phase of ReEnc. An attacker maybe uses these messages to recognize 
the original target of the ciphertext. furthermore, the scheme may be menaced by 
malleability. 

There are some other re-encryption schemes, such as Jakobsson’s quorum con-
trolled asymmetric proxy re-encryption [7], and the identity-based scheme presented 
by Green and Ateniese [8]. There are some investigations on proxy signature schemes 
[9][10]. However, we have not seen any group-based proxy re-encryption scheme.  

3   Background 

3.1   Preliminaries 

Let 1G  be a cyclic multiplicative group generated by g , whose order is a prime q  and 

2G  be a cyclic multiplicative group of the same order q . Assume that the discrete 

logarithm in both 1G  and 2G  is intractable. A bilinear pairing is a map 

e : 1 1 2G G G× →  and satisfies the following properties: 

• Bilinear: ( , ) ( , )a b abe g p e g p= . For all g , 1Gp ∈  and *, qa b∈Z , the equation 

holds. 
• Non-degenerate: There exists 1Gp ∈ , if ( , ) 1e g p = , then g = Ο . 

• Computable: For g , 1Gp ∈ , there is an efficient algorithm to compute ( , )e g p . 

Typically, the map e  will be derived from either the Weil or Tate pairing on an elliptic 
curve over a finite field. Pairings and other parameters should be selected in proactive 
for efficiency and security [11]. 

3.2   Complexity Assumptions 

• Computational Diffie-Hellman Assumption 
Given ag  and bg  for some *, qa b∈Z , compute 1Gabg ∈ . A ( , )τ ε -CDH attacker in 

1G  is a probabilistic machine Ω  running in time τ  such that  

1
( ) Pr[ ( , , ) ]cdh a b ab

GSucc g g g g εΩ = Ω = ≥  
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where the probability is taken over the random values a  and b . The CDH problem is 
( , )τ ε -intractable if there is no ( , )τ ε -attacker in 1G . The CDH assumption states that 

it is the case for all polynomial τ  and any non-negligible ε . 
• Decisional Diffie-Hellman Assumption [14] 

We say that an algorithm π  that outputs {0,1}b ∈  has advantage ε  in solving the 

Decisional Diffie-Hellman (DDH) problem in 1G  if  

| Pr[ ( , , , , ( , ) ) 0]a b c abcg g g g e g gπ = − Pr[ ( , , , , ) 0] |a b cg g g g Tπ ε= ≥  

where the probability is over the random bit of π , the random choice of *, , qa b c ∈Z , 

and the random choice of 2GT ∈ . The DDH problem is intractable if there is no 

attacker in 1G  can solve the DDH with non-negligible ε . 

• V-Decisional Diffie-Hellman Assumption 
An algorithm π  that outputs {0,1}b ∈  has advantage ε  in solving the V-

Decisional Diffie-Hellman (V-DDH) problem in 1G  if  

| Pr[ ( , , , , ) 0]a ab ac bcg g g g gπ = − Pr[ ( , , , , ) 0] |a ab acg g g g Tπ ε= ≥  

where the probability is over the random bit of π , the random choice of *, , qa b c ∈Z , 

and the random choice of 1T G∈ . The V-DDH problem is intractable if there is no 

attacker in 1G  can solve the V-DDH with non-negligible ε . 

3.3   Security Notions 

The proposed re-encryption scheme consists of five algorithms, namely KeyGen, 
ReKeyGen, Enc, ReEnc and Dec. 

• KeyGen (1 )λ . On input the security parameter, outputs the public key pubP of 

each group and the corresponding private key kis for each member. 

• ReKeyGen 1 2( , )k ks s . On input two private key 1ks and 2ks , outputs a  

bidirectional re-encryption key (1 2)kr ↔ . 

• Enc ( , )pubP m . On input message *{0,1}m ∈ and a public key pubP , outputs a  

ciphertext C .  
• ReEnc (1 2) 1( , )kr C↔ . On input ciphertext 1C and the re-encryption key (1 2)kr ↔ , 

outputs a ciphertext 2C or an error symbol ⊥ . 

• Dec ( , )ks C . On input ciphertext C and a private key ks , outputs the  

corresponding message m . 

The indistinguishable chosen ciphertext attack (IND-CCA) [15] presented by 
Goldwasser and Micali has been widely used to analyze the security of an encryption 
scheme. In this model, several queries are available to the attacker to model his capa-
bility. Subsequently, Rackhoff and Simon [16] enhanced it and proposed adaptively 
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chosen ciphertext attack (IND-CCA2). Since this notion is stronger, it is becoming a 
prevalent model in analyzing encryption scheme. Green and Ateniese [8] enhanced 
the model and used it to discuss the security of proxy re-encryption scheme, then 
followed by Canetti and Hohenberger [6]. 

In this part, we define adaptively chosen ciphertext security of the group-based 
proxy re-encryption scheme. Compared to the model mentioned in [6], we don’t con-
sider the case of group A or B’s corruption due to the properties of our key genera-
tion. Security is defined using the following game between an Attacker and  
Challenger. 

Setup. The Challenger initializes the system and gives the Attacker the resulting  
system parameters and the public key pubP . It keeps private key to itself. 

Query phase 1 

a) Decrypt queries. The Attacker issues a query 1 2 3( , , )i i ic c c . The Challenger 

outputs Decrypt 1 2 3( , , )i i ic c c , otherwise outputs error symbol ⊥ .  

b) Re-encrypt queries. The Attacker issues a query 1 2 3( , , )i i ic c c  encrypted 

using the public key of group A. The Challenger outputs Re-
encrypt (A B) 1 2 3( , , , )k i i ir c c c↔ . Obviously, the output is a ciphertext en-

crypted using the public key of group B. 

The Attacker is allowed to perform the Query phase 1 several times. 

Challenge. Once the Attacker decides that Query phase 1 is over, the Attacker out-
puts two equal length messages 0 1{ , }M M to the Challenger. Upon receiving the mes-

sages, the Challenger chooses a random bit {0,1}e ∈ , invokes Encrypt A( , )eP M  and 

outputs * * *
1 2 3( , , )c c c  as the answer. 

Query phase 2. The Attacker continues to adaptively issue Decrypt queries and Re-
encrypt queries. The Challenger responds as in the phase 1. These queries may be 
asked adaptively as in Query phase 1, but the query on 1 2 3( , , )c c c  is not permitted. 

Guess. Finally, the Attacker outputs a guess ' {0,1}e ∈  for e  and wins the game 

if 'e e= . 

The encryption scheme is secure against chosen ciphertext attack, if the Attacker has 

a negligible advantage ' 1
Pr( )

2
e eε = = −  to win the game. 

4   The Proposed Bidirectional Proxy Re-encryption Scheme 

We assume that there exist two groups in our scheme, namely A and B. The function 
of the Proxy is to transform ciphertext corresponding to the public key of group A into 
ciphertext for the public key of group B without revealing any information about the 
secret decryption keys or the clear text, and vice versa. It means that our proxy re-
encryption is a bidirectional scheme. The proposed scheme consists of following steps. 
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4.1   Initialize 

Let 1G  be a cyclic multiplicative group generated by g , whose order is a prime q  

and 2G  be a cyclic multiplicative group of the same order q . A bilinear pairing is a 

map: 2 1 2: G G Ge × →  that can be efficiently computed.  

PKG chooses *, qa b ∈Z  and 1Gh ∈ uniformly at random, and then com-

putes 1
ag g=  and 2

bg g= . The master private keys are a and b , and the master public 

keys are 1g , 2g and h . 

4.2   Key Generation 

PKG chooses *
qk ∈Z  uniformly at random as the tag of the group A. Using 

A
kP g= as group A’s public key. The private key of the member Aip ∈  can be gen-

erated as follows: 
PKG chooses *

i qr ∈Z  uniformly at random. 

compute and output 1
i ir r

id h g= , 
1 1( )

2
i ir ak b r b

id h g
− −− ⋅= , and 3

irak
id g h= . 

The member ip ’s private key is 1 2 3{ , , }i i i id d d d= . 

PKG chooses *
ql ∈Z  uniformly at random as the tag of the group B. Using B

lP g=  

as group B’s public key. The member’s private key can be generated as Aip ∈ . 

4.3   Encrypt 

In order to encrypt a message {0,1}lM ∈  for the group A, the sender ( EncS ) first 

chooses *
qs ∈Z  uniformly at random, and computes the ciphertext 

1 1 A( , )sc e g P M= ⋅    2 ( )sc hg=   3 2
sc g= . 

The ciphertext for message M is 1 2 3( , , )c c c c= . The sender EncS  sends the cipher-

text to all the members in the group A by broadcast over Internet. 

4.4   Re-encrypt 

In order to transform the ciphertext to group B whose public key is B
lP g= , PKG 

generates a Re-encrypt key 1
(A B) ( )kr l k b a−

↔ = − ⋅  and sends it to proxy. Then using 

the Re-encrypt key, the proxy can perform 

(A B)

1 1 A 3( , ) ( , )krsc e g P M e c g ↔= ⋅ ⋅   
1( )( , )ask sb l k b ae g g M

−+ −= ⋅  

( , )asle g g M= ⋅  

2 2c c= , 3 3c c= . 

The Re-encrypted ciphertext is 1 2 3( , , )c c c . 
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4.5   Decrypt 

After receiving the re-encrypted message 1 2 3( , , )c c c c= , the member Bip ∈  can 

decrypt the ciphertext as follows: 

1. compute 2 3 3 2 2 1( , ) ( , ) / ( , )i i iT e c d e c d e c d= . 

2. compute 1 /M c T= . 

Any member Bip ∈  can compute T  correctly, since 

2 3 3 2

2 1

( , ) ( , )

( , )
i i

i

e c d e c d
T

e c d
=  

1 11

2( , ) ( , )

( , )

i i i

i i

r r b r bs s al s ab l

r rs s

e g h h g e g h h g

e g h g g

− −−−

=  

( , ) ( , ) ( , ) ( , )

( , ) ( , )

i i

i i

r rs s al s s al

r rs s

e h h e h g e g h e g g

e h h e h g
=  

1 11

2 2 2( , ) ( , ) ( , )

( , ) ( , )

i i

i i

r b r bs ab l s s

r rs s

e g h e g h e g g

e g h e g g

− −−−

 

( , ) ( , )s al alse g g e g g= =  

So the member ip  can get the plaintext 

1 /M c T=  

To the user in group A, he can get the plaintext M from 1 2 3( , , )c c c  similarly to the 

user in group B. 

5   Security 

In this section, we will discuss the security of the proposed proxy re-encryption 
scheme in standard model. The measure used to prove our scheme comes from the 
paper [6]. 

Lemma 1. Suppose the CDH assumption holds. Then given 1, , Ga ab acg g g ∈ , com-

puting bcg is intractable. 

Proof. Assume that given 1, , Ga ab acg g g ∈ , the attack Alice has ability to compute 

another bcg . Then we can design an algorithm to solve CDH problem. In other words, 

given 1, Gm ng g ∈ , the challenger Bob can compute m ng ⋅  by running Alice as a  

subroutine. 

To the given 1, Gm ng g ∈ , Bob chooses a random number *
qt ∈Z , com-

putes mtg and ntg , and then sends tg , mtg and ntg to Alice. With the assumption, Alice 

can output m ng ⋅ , then Bob can solve CDH problem.                                                     □ 
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Theorem 1. Suppose that the V-DDH is intractable. Then our proxy re-encryption 
scheme is secure against adaptively chosen ciphertext attack. 

Proof. Assume that if the attacker Alice has ability to break the proposed encryption 
scheme via chosen ciphertext attack with non-negligible probabilityε , then we can 
prove that there exists challenger Bob that can solve V-DDH problems with the same 

probability. In other words, given 
*

,ag  
* *

,a sg
* *

1Ga kg ∈ and 1GT ∈ , Bob can decide 

ifT  is equal to
* *s kg with non-negligible probability by running Alice as a subroutine. 

The challenger Bob interacts with Alice by simulating Decrypt, Re-encrypt oracles. 

Bob initializes the system, chooses random numbers *, qw v ∈Z . Let 
*

1
ag g=        

* *

2
a k wg g ⋅ ⋅=         

* *

A
a kP g=        

* * 1a k vh g ⋅ ⋅ −= . 

Then Bob chooses a random number *
qα ∈Z and publishes 

* *

A
a kP g=  and 

* *

B
a kP g α= . 

Query phase 1 

• Decrypt queries. To every new query 1 2 3( , , )c c c , Bob computes and  

outputs 1/
1 1 3/ ( , )wM c e g c= as the answer. 

• Re-encrypt queries. To every new query 1 2 3( , , )c c c , Bob computes 

* *1/
1 1 A 3( , ) ( , )s w a ac e g P M e c g α −= ⋅ ⋅  

* 2 * * 2 *( ) ( ) ( 1)( , ) a k s s a ke g g Mα+ −= ⋅  
* 2 *( )( , ) a k se g g Mα= ⋅  

and sets 2 2c c= and 3 3c c= , and then outputs 1 2 3( , , )c c c as the answer. 

Since *, qw α ∈Z are two random number, Alice can’t distinguish the simulated answers 

from the actual results. Thereby, we say above simulation is perfect. Alice is allowed 
to perform Decrypt and Re-encrypt queries several times. 

Challenge phase. When Alice decides Query phase 1 is over, she chooses two equal 
length messages 1 0,M M , and sends them to Bob. Bob chooses a random bit {0,1}e ∈ , 

computes and outputs 

* * * * ** /
1 1( , ) ( , )a a k s a

e ec e g T M e g g M⋅= ⋅ = ⋅  
* * * * * ** 1 /

2 ( ) ( ) ( )v k s v a k v s ac T g g g ⋅ ⋅ −= = = ⋅  
* * * * * ** /

3 ( ) ( ) ( )w k s w a k w s ac T g g= = =  

as the answer. The Challenge phase can be performed only once. 

Query phase 2. Alice continues to adaptively issue Decrypt and Re-encrypt queries. 
Bob responds as in the phase 1. However, the query on * * *

1 2 3( , , )c c c is not permitted. 
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Guess. Finally, Alice outputs a guess ' {0,1}e ∈  for e . If 'e e= , then Bob decides 
* *s kT g= , otherwise Bob decides 

* *s kT g≠ .  

Obviously, above simulation is perfect. We say that Alice can break the proxy re-
encryption scheme with non-negligible probabilityε . It means that Alice can output 

correct 'e with probability ε . Then Bob can solve the V-DDH with same probability 
ε  by running Alice as a subroutine.              □ 

 

6   Conclusions 

Recently, most researchers focused their attention on how to convert ciphertext for 
one user into ciphertext for another without revealing underlying plaintext. According 
to the proxy function, we can divide these schemes into two categories: bidirectional 
and unidirectional. In this paper, we extend this notion and present bidirectional proxy 
re-encryption scheme used for group communications. In our scheme, the proxy di-
verts the ciphertext for group A into ciphertext for group B, and vice versa. To the 
member in group A/B, he can independently decrypt the ciphertext for the group. 
Obviously, the performance of encryption in our proposed scheme is similarly to that 
of paper [6], and it is crucial to the group communication since lots of members are 
involved in. Decryption operation is independently completed by each group member. 
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Abstract. It is one of the serious challenges in bioinformatics that the algo-
rithms are used to study cell’s molecular pathways and to simulate cell’s mo-
lecular network so as to reveal tumor’s molecular characteristics at a molecular 
level. In this paper we aim at disclosing gene nonlinear interactions under paral-
lel computing environment. First based on graph-coloring scheme, determine 
the types of the higher order logical relationship among multi-genes to get their 
expression pattern. Secondly gets the sample supporting degree for the logical 
expression patterns. Thirdly take the supporting degree for the weight of the 
regulatory network model to show the probability with which the logical rela-
tion happens among these samples, and further build a weighted and directed 
regulatory network of gene expression. Finally apply this method to the colon 
cancer mRNA micro-array dataset to build a higher order logical regulatory 
network and to visualize the tumors’ molecular signal pathways. Results show 
that with this way we can not only extract multi-gene’s nonlinear logical rela-
tions hidden in the gene expression profile but also analyze effectively tumor 
cell’s signal pathways and build a regulatory network of gene expression, which 
provides a tool for the study on tumor-gene’s molecular bioinformatics. 

Keywords: gene regulatory network, gene expression profile, computer cluster, 
graph coloring, colon cancer. 

1   Introduction 

Microarray technology has been providing an effective platform for a more compre-
hensive and systematic study on tumor characteristics at gene expression level, which 
brought a lot of documents about the analysis to tumor’s gene expression profile [1,2]. 
In the past the analysis to tumor’s gene expression profile was focused on the discov-
ery of tumor’s gene relation pattern, oncogene screening, drug sensibility, classifica-
tion of tumor molecule, the molecular characteristics in early diagnoses[3], etc, and 
there was less in a large-scale study on the regulatory network of gene expression 
with analog-digital computation. In recent years, the research institutes both China 
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and aboard have achieved something in this field and proposed some representative 
methods, such as, in the study on the network models of gene’s regulatory mechanism 
there were weighted matrix[4], Boolean Network[5], linear combination[6], model of 
difference equations[7], etc. and in the models studying gene expression based on 
gene expression profile, there were Logistic Regression, mutual information, Petri 
Net, model of probability graph, etc. There was also the research on the regulatory 
network of gene expression made by Young Laboratory at Massachusetts Institute of 
Technology. A lot of work done with these methods focused on the study on the mod-
eling of regulatory or correlative network. In 2004, Bowers et al[8] initially made a 
way to analyze the high-order logical relation of ternary protein with LAPP (Logic 
Analysis of Phylogenetic Profile), and in 2005 they applied LAPP again to the analy-
sis to the data of neurglioma gene expression profile and got the logical pathways 
regulating neurglioma’s oncogene[9]. At same year Zhangxin et al [10] promoted 
LAPP to the logical relation of quaternary protein. What they did provided an idea to 
study multi-factor’s regulatory pattern, that is, the regulatory pattern of logical  
expression could reflect synergistic genome’s main functional pattern.  

Parallel computing has been using widely in bioinformatics research area recently. 
Lots of bioinformatics tools have been developed running on the parallel computing 
platform, such as BLASTA[11], FASTA[12], HMMER[13] and so on, in particular, 
genome sequencing rely on parallel computing techniques. In our previous modeling 
higher order logical regulatory network [14], we found that the complexity of comput-
ing increased with the number of genes. To decrease the time complexity of the higher 
order logical genes relationships, we used parallel computing platform under the local 
network contained 15 personal computers run on Linux operating system. The result 
shows that the computers cluster greatly improve the computing efficient. We attempt 
to supply domestic researchers a parallel computing platform with personal computer 
to solve the computing complexity. 

2   Methods 

2.1   Terms 

Duo to the complicacy of the molecular network inside the cells, the genes act syner-
gistically through the regulatory relation modes, such as parallel, intersection, branch-
ing, etc, to complete the specific cell function. According to Boolean definition for 
the qth-order logical relation, if q=1, it is called the first-order logical relation (low 
order) and shows the logical relevance between two genes. Here it is also called 
genes’ binary logical relation; if q≧2, it is called high-order logical relation and 

shows the logical relevance of the genes of three and upwards. Here it is also called 
gene’s ternary or quaternary logical relation. Xin et al [10] defined the prediction 
function to to measure the predicting or regulating ability of the predicting gene (m, n, 
k) based on the target gene j. Y is a probability of the expression of the target gene j. 

The indeterminate coefficient of the third-order logic is defined as follows: 

)(

)]},,(,[)],,([)({
)],,(|[
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cbafdU

−+=  (1)
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where )],,(|[ cbafdU ( 1)],,(|[0 ≤≤ cbafdU ) is the third-order logical 

predicting function Y  and shows the probability that gene a, b and c predict the ex-
pression of gene d through the logical function f(a, b, c). See the appendix for the 
detailed expressions of the logical function f(a, b, c). H(c) is the independent entropy 
of gene c, H(f(a, b, c)) is the joint entropy of gene a, b and c and H(d, f(a, b, )) is the 
joint entropy of gene a, b, c and d.  

The third-order logical relation must satisfy: 
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(2) 

Where, 1T  , 2T and 3T  are the threshold of the first-order, the second-order and the 

third-order logical relation respectively and S is the supporting degree of expression 
pattern. 

2.2   The Higher Order Logical Relationship Identification 

The types of the third-order logical relations are determined with the coloring scheme 
on Venn diagram as shown in Fig. 1. Each coloring scheme corresponds to a logical 
type. The three circles in the figure represent respectively three genes, A, B and C. 
The shadow shows the regulatory relation of three genes’ logical function combina-
tion to the forth gene D. The figures represent the divided areas of the Venn diagram 
to be colored. 

 

Fig. 1. Principle of Graph Coloring 
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If the eight areas in Figure 1 are colored, there are 256 different coloring schemes 
including 218 pure third-order logical relations, 68 structurally equivalent logics and 
68 logical relation types.  

2.3   Sample’s Support Level f and Logical Expression Patterns 

The more and more researches show that tumor is a complicated disease resulted in the 
accumulation caused by multi-gene’s interactions and multi-step mutations. The com-
plexity shows the randomness or indeterminacy in the phenotype and genotype. To-
gether with the individual difference of each patient, on gene’s expression profile it is 
shown that gene’s expression amount is greatly different. Take the second-order logical 
relation for an example. When the expression amount of gene a, b changes, gene c ex-
presses among some samples and doesn’t express among others. Multi-gene’s logical 
relations can reflect, to a certain extent, the indeterminacy and randomness in gene’s 
expression pattern. By counting the probability with which the expression pattern of 
gene’s logical relation happens among samples, we can find the expression pattern 
occurring among the majority of samples to deduce the changes in gene network and 
pattern related to the disease and further to understand the relationship between genome 
and disease. 

Due to sample’s individual difference, the combination of multi-gene’s logical rela-
tion may be different in its expression pattern. On the question whether the expression 
pattern coming from data analysis truly reflected its relation with tumor’s occurrence, 
we put forward the sample supporting degree of the expression pattern. First analyze the 
expression pattern with higher order logical relation, and then count the probability with 
which each expression pattern happens among the samples and take this probability for 
the sample supporting degree, and finally through disturbing test, regard the expression 
pattern with significance as gene’s logical relation to find out tumor’s gene network 
structure and expression pattern and to reveal the relation between genome and disease. 

2.4   The Parallel Computing Modules 

The framework of parallel computing contained parallel hardware architecture, soft-
ware, and parallel algorithm strategies. 1) The distributed parallel architecture is 
adopted for its advantages of large storage capacity, fast program processing ability in 
the distributed located computers, small communication cost between nodes and high 
cache hit ratio. 2) The soft ware environment is composed of Linux operating system, 
C program language and Message Passing Interface (MPI) which have several version 
including MPICH,LAM, IBM MPL. Here we use MPICH downloaded free from 
ftp://ftp.mcs.anl.gov/pub/mpi/mpich.tar.gz. 3) We adopt strategy of divide and rule  
to design parallel algorithm, which used master-slave parallel programming mode. 
First the higher order logic computing task is divided into several same sub-tasks 
executed on all nodes including slave and master nodes, and this division task is ac-
complished by master node and sub-tasks computing are finished by the slave nodes. 
After slave nodes finishing computing, the master node collects the results from every 
slave node. Finally the network model is completed in the master node. We adopted 
remote shell service to avoid the communication between slave nodes during their 
executing tasks.  
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The process of the method contains several modules including system initiated, tasks 
dispatching, logical relationship computing, result collection, threshold choosing and 
network construction modules. 

3   Application 

In order to reveal the mechanism of the colon cancer in the molecular level, we con-
struct higher order logical regulatory gene network of colon cancer on the cluster 
computing platform employed 15 personal computers configured dual PIII 350MH 
CPU, 2G main memory, 10M/100M adapted network card. 

3.1   Dateset 

The sample came from the cancer tissues of 37 colon caner patients in Finland col-
lected by Laiho P and others [15]; In June 2006 Laiho and others openly published 
their data in GEO Data Bank with the sequence number GSE4045. They used 22283 
probes of HG133A chip to check 37 samples’ mRNA abundance and got the original 
laser scanning chip data after they were processed by software Dchip6.0. Here we use 
1 to represent Precence_call value in the expression profile, which means the gene 
expresses in samples, and 0 to represent Absence_call value, which means the gene 
doesn’t express in samples. Then we use this binary code for the inputting value to 
analyze genes’ logical relations[14].  

We got 51 colon cancer genes and cancer-suppressing genes recalled by PubMed, 
which was related to the Dukes period division, the metastasis of colon cancer, vasculariz-
tion, point mutation, DNA mispairing repair and cell’s periodically regulatory function 
module. Each gene’s ID, gene name and probe ID in NCBI Data Bank show in Table 1. 

Table 1. A list of 51 oncogenes and cancer-suppressing genes 

Gene 
Symbol 

Gene 
Symbol 

Gene 
Symbol 

Gene 
Symbol 

Gene 
Symbol 

Gene 
Symbol 

ERK EGR1 k-ras  MSH3 EPHB2  COX-2 

TCF4 CD44 Raf MSH2 IL-10 
VEGF
C 

C-erbB2 CASP9 AKT PMS1 IL-12 
VEGF
A 

RalGDS CASP3 BAD Bcl2 u-PA TGFB 

Survivin DCC  P13K BAX SMAD2  
TGFB-
RII 

cyclin-
D1 

EGF Axin PMS2 SMAD3 MDM2 

B-
Catenin  

MMP3 Fos P53 SMAD4  MLH1  

APC MMp9 LEF P16 
EGFR(R
TK) 

MSH6 

E-
cadherin 

MCC Apaf    
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4   Result 

To test the determinacy and the statistical significance for the second-order and third-
order logical relations, suppose that the genes with the second-order and the third-
order logical relation have no difference both before and after the test. Here we use 
statistical simulation to produce the random samples and make disturbance test to 
samples’ attribute to count the probabilities P with which the gene combination of the 
second-order logical relation occurred during the test. Here the significant level. The 
main test steps are following: a. Produce an independent and homo-distributional 
random matrix that keeps the 0-1 distributions invariant in the original matrix; b. 
Calculate the value, the number of the combinations of the second-order logical genes 
in the random matrix and count the combination number larger than the one of the 
second-order logical genes in the original matrix U; c. Repeat the above steps 100 
times; d. Calculate P value related to the logical combination in the random matrix. P 
is the probability that makes the value of logical gene combination in the disturbance 
test larger than or equal to the U value in the original matrix. 

100
|)||(|

4
51 ×

≥=
∗

C

UU
P  (3)

Where U is counted from the original matrix and   is value U of the random matrix 
produced each time. 

With the way mentioned above we determine the third order logical relation. The 
threshold of the first-order logical relation is T1=0.25 and the one of the second-order 
logical relation is T2=0.55. we choose T3=0.955 to be the threshold of the third-order 
logic U, whose supporting degree is over 85% and which deals with 168 relations of 
logical combination of 22 genes. Through the disturbance test for the logical combi-
nation we choose the logical gene combination whose P value is smaller than 0.05 and 
count the bar chats of the logical relation corresponding to the gene combination. As 
shown in Figure 2. 
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Fig. 2. The histogram showing the number of identified quartets, the X-axis is the type of the 
logic and Y axis is the number of the logic types 
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The first 10 types of quaternary gene’s logical relation we got after the random test 
are shown in Figure 2, in which the type of logical relation 37 is the highest.  

In the network of the third-order logical relations shown in Figure 3, the logical re-
lation that three genes act on the forth gene simultaneously is in majority (it includes 
9 logical relation types). The type that two genes jointly act on the third gene then 
these three genes act on the forth gene is much less. In the analysis to the quaternary 
gene logical relation, we found many relations “weeded out” by lower order logical 
relations. E.g., between p53 and gene Tcf4, MDM2 and Casp9, the logical relation 89 
is satisfied, which means when Casp9 expresses and Tcf4 and MDM2 are suppressed 
simultaneously, p53 expresses. P53, a tumor-suppressing factor, is deficient or inac-
tive in 50% human cancers. The activation of p53 is related to the interactions among 
MDM2s. MDM2 suppresses the activation of p53 through two ways: a. As E3 ubiq-
uitn ligase, MDM2 can make p53 degradation so as to influence its stability; b. 
MDM2 can directly act on the N-end to suppress the activity of p53’s anti-activation. 
On the other hand, p53 induces MDM2 to transcription and the result of this process 
is MDM2 suppresses the activity of p53. The activation of p53 can increase the num-
ber of MDM2 to form a negative feedback between p53 and MDM2, i.e., the outcome  
 

 

Fig. 3. The third order logical gene expression network of colon cancer 
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of both can be mutually suppressed. As a molecular switch Tcf4 plays a key function 
in Wnt pathway and Casp9 partakes the withering and program death pathway of the 
mitochondria dielectric. The abnormal expression of Casp9’s withering and dying 
gene is related to mini-cell lung cancer, colon cancer, prostate cancer, pancreas can-
cer, etc. Our analysis shows the expression of cancer-suppressing gene p53 is related 
to the mutual function between Wnt and cell’s program death pathway. The interac-
tion among gene AKT, Cyclin-D1, Casp9 and MDM2 satisfies the 26th logical rela-
tion, i.e., when AKT doesn’t express or Cyclin-D1 expresses and Casp9 is suppressed, 
MDM2 expresses. AKT is a kind of serine (threonine) protein kinase. 

The activated AKT plays an important role in the growth and proliferation of the 
dielectric cells, cell’s motion and invasion, cell’s withering and dying as well as the 
resistance to chemotherapy and radiotherapy. The transducing pathway of AKT signal 
is the important signal-transduction pathway inside cells and gives full play to an 
important biological function in the activities like cell’s withering and dying, cell’s 
surviving, proliferation of cell, the change of cellular skeleton, etc., among which the 
even more important is its regulatory function for cell’s withering, dying and surviv-
ing. Akt can catalyze Ser166 and Ser188’s phosphorylation in MDM2, while the 
phosphorated MDM2 can more effectively be transposed into the nucleus, functioning 
as E3 pan-protein ligase to catabolize (degrade) p53 so as to suppress its withering 
and dying. Feng and others fund that in the fibrocyte of mouse embryo lacking Akt, 
the expression amount of MDM2 reduces and the expression amount of p53 increases, 
which greatly increases cell’ withering and dying under ultraviolet induction. The 
regulatory point between cell’s G1 stage and S stage is the key regulatory point of 
cell’ proliferation period. YclinD1 is the key protein of cell’s proliferation period 
from G1 stage to S stage, and through the combination with CDK4 it regulates the 
phosphorylation status of Rb protein so as to regulate cell’s proliferation status. Cy-
clinD1 plays a key function of forward regulation during the change from G1 stage to 
S stage and cell’s getting out of control periodically is an important reason for cell’s 
proliferation and canceration. During the process of tumor occurrence, CyclinD1 has 
various metamorphic forms such as gene cloning, chromosome inversion or transposi-
tion, etc., among which the gene cloning is most common. CyclinD1 gene cloning 
was recorded in the study on esophagus cancer, head and neck neoplasm, breast can-
cer, etc. According to their logical relations we guess when AKT doesn’t express, 
which makes the regulation for cell’s withering, dying and surviving inactive and 
when the expression cells of cell cycle element CyclineD1 proliferates ceaselessly and 
the withering and dying gene Casp9 is inactivates, MDM2 gene expresses highly, 
while the rising of MDM2 makes p53 degrade. 

5   Discussion 

We used the simple personal computer method for deciphering third order logical 
relationships among genes. The acceleration ratio and parallel efficiency are two 
traditional benchmarks to assess the performance of the parallel computing. Figure 4 
shows that the computing speed is improved with the nodes increasing. The speed 
ratio is stable when the number of nodes near 30. From figure 5 the efficiency of the 
parallel is also increased with the number of nodes added. 
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Fig. 4. Plot of acceleration ratio of parallel 
computing 

Fig. 5. Plot of parallel efficiency 

Duo to the little knowledge about the normal and pathologic molecular mechanism 
insider cells, together with the fact that the space-time property makes the network 
relations of the cell molecule perplexing, at present it is impossible to totally explain 
the molecular mechanism for tumor’s occurrence. It is also impossible to find the 
complicated relations among genes by biological experiments. However this compli-
cated relation objectively existing among proteins or genes is of utmost importance 
for studying and revealing cell’s complicated gene network and the inactions among 
molecules, especially in the study on the molecular mechanism resulting in tumor’s 
occurrence. It has become a main method to build the regulatory network model by 
the large-scale gene expression through computer simulation together with the tech-
nology of artificial intelligence, statistics method, etc. The logical relations studied 
here reflect, to a certain extent, tumor’s complexity; it is not enough to result in tu-
mor’s occurrence by one gene’s mutation, expression or non-expression. Just as what 
we mentioned above, since under given conditions, two genes whose mutual function 
is relatively small in higher order logic may act on the 3rd gene with a certain pattern 
of logical combination, and these three genes may have relation to the 4th gene 
through a certain logical relation. Thus we analyzed and studied, one by one, the bi-
nary, ternary and quaternary logical relations among genes, excavated all kinds of 
relations hidden in gene expression profiles and constructed the logical network 
model for tumor gene expression.  
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Abstract. The broad knowledge source in the agricultural field causes many 
problems such as poor knowledge structure, fuzzy and uncertain representation 
of objective phenomena, which requires that, in the agricultural intelligent sys-
tem, the knowledge representation and processing pattern could reflect this kind 
of uncertainty or fuzziness. The representation and reasoning capability of tradi-
tional production rules, however, is somewhat insufficient in the representation 
of knowledge uncertainty or fuzziness. In order to overcome the foregoing insuf-
ficiency, the weighed fuzzy logic production rule was put forward to characterize 
the uncertainty or fuzzy knowledge; the descriptive method of fuzzy production 
rules was proposed based on BNF, finally, the feasibility and validity of fuzzy 
production rules on the representation of the uncertain and fuzzy agricultural 
knowledge was tested with the implemented instance of wheat expert system. 

Keywords: Agricultural intelligent system, Agricultural knowledge, Fuzzy 
production rules, Knowledge representation model. 

1   Introduction 

A lot of issues in agricultural production are so imprecise that most of the information 
and knowledge related to human’s understanding of the agricultural issues are inaccu-
rate which primarily embodied on fuzziness and uncertainty[1-5]. To satisfy these two 
aspects, the knowledge representation and processing pattern in the agricultural intel-
ligent system are needed. Uncertainty is becoming more important in the agricultural 
intelligent system. Studying uncertainty not only needs self-contained and accurate 
theoretical knowledge, but also requires theory of how construct a model which can 
reflect expert’s thinking and understanding [6,7]. There are a lot of methods for un-
certainty study including Bayesian, uncertain theory and proof theory. All these 
methods based on the probability theory and general probability theory and they are 
not very feasible to resolve the uncertainty issues in the agricultural issues, in particu-
lar, the regular representation of agricultural knowledge. It is hard to the experts 
elaborating their experienced agricultural knowledge as well as the logical correlation. 
Usually experts employ some fuzzy words to describe their experienced knowledge as 
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the reasoning basis [8-14]. Also it is hard for the traditional production rules to be 
represented and applied with the ambiguous agricultural knowledge rules [15-17]. 

In order to precisely represent the agricultural knowledge, we aimed at providing a 
reference model for agriculture intelligent development and proposed a serial agricul-
ture knowledge representation with the agricultural intelligent system which named 
fuzzy production rules-based agricultural knowledge representation model 
(FPRAKRM) by analyzing and contrasting to the frequently used knowledge repre-
sentation ways. On the one hand, we defined the Backus-Naur Form (BNF) of fuzzy 
production knowledge rule. The flexible knowledge representation modes conform 
the actual requirement of agricultural, meanwhile the complex agricultural knowledge 
were organized and enclosed according to the properties and types of question, types 
of crop and source of knowledge. In addition uncertainty reasoning, certainty reason-
ing and weighed fuzzy reasoning were well supported. 

2   Production Rule of Weighed Fuzzy Logic 

In practice, the production rule is different from each other in their importance and 
information in each production rule. For example, in the rule “if there is cumulonim-
bus accompanying with wind, thunder and lighting in the sky, it will rain most proba-
bly”, what most important is obvious “there is cumulonimbus in the sky”, whereas 
windy is not so important. The above rule is characterized by uncertainty. Thus repre-
sentation is impossible to generate a premise, exclusive and certain rules. However 
such knowledge can be easily represented by the fuzzy logic rules. In the above rule, 
the premise, windy, is not important for the results of the rule, whereas, both prem-
ises, cumulonimbus in the sky and thundering and lighting, are very important for the 
results determination. Therefore, we can use the weights method for adding to each 
premise to represent the knowledge more accurately. 

In this paper we use weighted fuzzy logic rule for representing the agricultural 
knowledge.  

Let X demote the weighted propositional rules; T(X) represent the true value of X, 
whereas W(X) represents the weights of X. W(X) characterizes the dominant degree 
of the affirmative part of X relative to the existence of X-related event. 

Definition 1. Assume P is an atomic proposition, ]1,0[∈PW  is the weights of P, and 

>< PWP ,  is a weighed atomic proposition. The true value of >< PWP ,  is the same as 

that of P, i.e. )(),( PTWPT P =><  and PP WWPW =>< ),( .  

Definition 2. Every weighed atomic proposition >< PWP ,  is a weighed propositional 

formula, and the true value and weights are ]1,0[)( ∈PT  and PWPW =)( , respec-

tively. Assume X and X¬  are weighed propositional rules respectively, called the 
false proposition of X. The true value of X¬  is )(1 XT−  and its weight is )(XW .  

Assume 
nXXX ,,, 21
 is n pieces of weighed propositional rules and “⊕” represents 

weighted conjunctive operation, then 
nXXXX ⊕⊕⊕= 21

 is also a weighed 

propositional rule, called the weighed conjunctive formula of )1( niX i ≤≤ . The  
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existence of a certain propositional rule means that the true value (or called  
degree of truth and credibility) of the weighted propositional formula is bigger  
and equal the stated threshold. Assume all the weighted propositional rules in the 
collection { }nXXX ,,, 21

 are existent and there are h pieces of minimal  

elements, { }∑ =
=n

i imjmj hjXWXWXT
1

,,2,1|)](/)([/)( α , in the collection 

{ }∑ =
=n

i ikk nkXWXWXT
1

,,2,1|)](/)([/)( α . Where α is a constant functioned to 

regulate the effect of weights on the weighted conjunctive operation.  
If { }hjXTXT mjmi ,,2,1|)(min)( == , then the true value and weights of X are 

)(),()( mimi XWXTXT = . 

Assume 
nXXX ,,, 21
 is n pieces of weighted propositional rule and “⊕” repre-

sents the weighted disjunctive operation, then 
nXXXX ⊗⊗⊗= 21

 is also a 

weighed propositional rule called the weighted disjunctive rule of )1( niX i ≤≤ . 

Assume the collection { }rmrr XXX ,,, 21
 is all the existent weighed  

propositional rules in { }nXXX ,,, 21
, and there are h pieces of maximal  

elements, { }∑ =
=× n

i imtmt htXWXWXT
1

,,,2,1|)](/)([)( α , in the set 

{ }∑ =
≤≤=× n

i irkrk nmmkXWXWXT
1

1,,,,2,1|)](/)([)( α . where α is a constant 

functioned to regulate the effect of weights on the weighed disjunctive operation.  
If { }htXTmaxXT mtms ,,2,1|)()( == , 

Then )()(),()( msms XWXWXTXT ==  are the true value and weights of X. 

Assume 
nXXX ,,, 21

 is n pieces of weighed propositional rules, then the 

weighted integrated logistic rules of 
nXXX ,,, 21
 is smss XXXX ∇∇∇= 21 . 

where ∇ is the weighed integrated logistic operator; in k ≤ m ≤ n, k is bigger than 1;  

smss XXX ,,, 21
 are all the existent weighed propositional rules in 

nXXX ,,, 21 . The true value of X is given 

∑
∑=

=

=
×

n

j j

ms ss

XW

XWXT
XT

1

...1

)(

)()(
)( α

α

 (k≤m≤n), and the weight of X is 

∑ ∑= =
= m

sj

n

j jsj XWXWXW
1 1

)(/)()( .  

Assume smss XXXX ∇∇∇= 21  is a weighed propositional formula, then 

)(X  is also a weighed propositional rules equal to X. The true value and weight of 

)(X  are )())((,)())(( XWXWXTXT == . All of these weighed propositional rules 

are formed by using the rules mentioned above with limit times. For any weighed 
propositional rules X in the weighed fuzzy logic, ]1,0[)( ∈XT  is true.    

In the expert system that discriminates the different importance of various asser-
tion (or called proof and knowledge element) in the premise (or precondition) of the 
rules, the production rules can be characterized with weighed fuzzy logic operation as 
follows: 
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 IF <assertion 1, weight 1>⊗ <assertion 2, weight 2<⊗ … ⊗ <assertion k, 
weight k> THEN <conclusion, weight k+1><rule’s strength>  

The starting premise of the rules is that assertions 1, 2, … and K must all be exis-
tent (the existence of a assertion means the true value (or value of uncertainty or 
credibility) of which shall be ≥ the stated threshold, and the true value (or value of 
uncertainty) of the premise of the rules shall be≥the starting threshold of the rule. ⊗ is 
the weighed logic and correlation between assertions.  

 IF <assertion 1,weight 1>⊕<assertion 2,weight 2>⊕ … ⊕<assertion 
n,weight n>THEN <conclusion, weight n +1><rule’s strength>  

The starting premise of the rules is that at least one of the assertions 1, 2, …, and K 
must be existent, and the true value (or value of uncertainty) of the premies of the rule 
shall be ≥ the starting threshold of the rule. ⊕ is the weighed logic or the correlation 
between assertions.  

 IF <assertion,weight 1> ∇<assertion 2,weight 2>∇  ∇ <assertion m,weight 
m>THEN <conclusion,weight m +1><rule’s strength> 

The starting premise of the rules is that assertions 
skss XXX ...21，

 are all existent (t 

≤ k ≤ m, t is usually > 1) in the premise of the rule. True value, 

∑
∑=

=

=
×

n

j j

ms ss

XW

XWXT
XT

1

...1

)(

)()(
)( α

α

 of the premise of the rules shall be ≥the start-

ing threshold of the rules. ∇ is the weighed integrated logistic correlation between 
assertions. 

3   BNF Representation of Weighed Fuzzy Logic Production Rule 

BNF normal form (Backus-Naur Form) is a language to represent the context-free 
grammar [18,19]. BNF is an ideal format of representing rules, which realize the 
grammatical irrelevance and the translational conversion of multiple data description 
format easily, e.g. from BNF to relational and XML modes by programming. We 
proposed a fuzzy production rules-orientated representation mode of BNF which 
supplies a method for the standardized representation of agricultural knowledge as 
well as the reasoning and application agricultural knowledge. The rules are described 
as follows: 

<knowledge bank> ∷ = <name space of knowledge bank>,<name of knowledge  
bank>,<rule group> | <knowledge bank>,<rule group> 

<rule group> ∷ = <name of rule group>,<name of fact table>,<rule> | <rule  
group>,<rule> 

<rule> ∷ = <rule name>[<priority of rules>] ： IF <rule premise> THEN <rule  
conclusion> <rule strength> <condition threshold> <rule interpretation> <rule notes> 

< rule premise > ∷= <mode set> [,fuzzy logic relation of mode set] 
<mode set> ∷= < mode set >AND<mode>|< mode >|(< mode >)|NULL 
<mode> ∷= <comparative unit sets>,<mode weight >,<mode’s note>  
<comparative unit sets> ∷ =  <comparative unit sets > OR <comparative unit> | <  

comparative unit >  
<comparative unit> ∷ = <fact name> <comparative operator> <comparative value>  

<unit> | <fact name> | (<comparative unit >) 
<fact name> ∷=  <character string> 
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<comparative operator > ∷=  <> | = | <= | >= | < | >  
<comparative value> ∷=  <value of constant> | <fact name> 
< value of constant > ∷=  <integer> | <real number> | <character string> 
<unit> ∷=  (<character string>) | NULL 
<mode’s note> ∷=  <super link> | <multimedia info> | NULL 
<fuzzy logic relation of mode sets> ∷= <1:min & max fuzzy logic> | <2:weighed average 

fuzzy logic > | <3:min & max weighed average fuzzy logic> | <4:weight-changing fuzzy logic> 
| <5:weak logic relation> | … 

<rule conclusion>∷= <action sets> 
< action sets > ∷=<action sets >,<action> | <action> 
<action> ∷= <ASSERT action> | <CALL action> 
<ASSERT action> ∷ =ASSERT(<name of decision-making data>,<character 

string>,<unit>,<truth of fuzziness>) | ASSERT(<name of decision-making data>,<expression 
formula>,<unit>,<fuzzy truth >) 

<expression formula> ∷ =(<expression formula>)|<expression formula><operator>  
<expression formula> | <Fun1>(<expression formula>) | <Fun2>(<expression formula  
string>) | < expression formula>^<number> |<atomic representation formula>  

<operator>∷=   + |  | * | / | % 
<Fun1> ∷= ABS | INT | REAL | SQR | LOG | EXP | SIN | COS | TAN | ATAN |VAL | DATE 

|…|  (note：Fun1 is a function with only one parameter) 
<Fun2> ∷= SUM | MIN | MAX | ORDER | … | (note：Fun2 is a function with multiple  

parameters) 
<expression formula string> ∷ = <expression formula>,<expression formula> |  

<expression formula string>,<expression formula> 
<atomic representation formula> ∷ = <face name> | <integer> | <real number> |  

<character string> 
<CALL action > ∷= CALL(<model>) 
<model> ∷=  <model name>(<parameter table input>；<parameter table output>) 
< parameter table input> ∷= <parameter table> 
<parameter table output> ∷= < parameter table> 
< model name> ∷=  <character string> 
<parameter table>∷=< parameter table >,< parameter> | <parameter> | NULL 
<parameter> ∷ =  <name of data-decision item> | <integer> | <real number> |  

<character string> 
<name of data-decision item> ∷=  <true name> | <character string> 
<mode weight> ∷= real number in [0,1] | NULL 
<rule name>∷= <character string> 
<rule’s priority>∷= <positive integer> 
<name of rule sets>∷= <character string> 
<name of fact table>∷= <character string> 
<name of knowledge bank>∷= <character string> 
<name space of knowledge bank>∷=<character string> 
<rule strength> ∷= [0,1] | NULL 
<conditional threshold> ∷= real number in [0,1] | NULL 
<fuzzy truth> ∷= real number in [0,1] | NULL 
<rule interpretation> ∷=// <character string>| NULL 
<rule note> ∷=// time of rule acquisition：<character string>；rule gainer：<character 

string>；error scope of rule strength:�<real number>% 
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4   Fuzzy Production Rules-Based Reasoning 

Based on the BNF above, the fuzzy set of operator-based fuzzy reasoning model was 
implemented. The normal pattern of agricultural fuzzy production rule is :P→Q,CF,τ. 
where P is the various conclusion or action, the premise Q and the conclusion P can 
be fuzzy, CF is the confidence of rule( 0<CF≤1), τ is the threshold that satisfies the 
rule. The meaning of the rule is “if the premise Q is satisfied to a certain degree, then 
the conclusion P (or executed action P) can be derived with a certain degree of truth, 
and confidence of the rule is CF. 

When we infer the production rules, the matching process of the rule is different 
with the products. We defined the rules as a fuzzy matching which is similar to meas-
uring the difference between fuzzy data with semantic distance. We proposed a 
method for weighting the coupling matching degree between any templates. When the 
matching degree is close to a certain level, it will be assumed successful matching and 
allows the application of a certain production rule [7]. To fuzz up the premise or con-
dition of the production rule, a fuzzy logistic rule is used to represent the premise or 
condition in the agricultural intelligent system. And the matching principle is defined 
as follows: when the sub logistic rule matches to the known knowledge with a certain 
fuzzy mode, and the matching degree can be converted into degree of truth. Then it 
can be operated according to the logistic rule. The truth degree of rules are calculated 
and served as the matching degree of the premise. This processing way is not signifi-
cantly different from the implicative formula of the fuzzy logic representation and can 
be complemented easily [9].   

Assume the production rule is P→Q,CF,τ, if Q is a fuzzy logic rule, it will be 
matched hierarchically as follows:  

1. Check whether the entire Q matches to the known knowledge or not. If so, then 
the degree of truth that matches the known knowledge will serve as the matching 
degree of the premise Q; otherwise, it will be resolved further into sub-formulae  
of Q.  

2. Check whether the sub-rule match to the known knowledge or not. If so, then the 
degree of truth that matches the known knowledge will serve as the sub-rule. And 
the degree of truth of the entire logistic rule will be calculated according to the lo-
gistic rules and served as the matching degree of the premise Q; otherwise, it will 
be resolved into sub-rule further, and matches item by item until it is resolved into 
irresolvable atomic rule. But because every item of the known technology has de-
gree of truth, a compound degree of truth can be calculated and served as the 
matching degree of premise Q.    

Assuming that the matching degree m has been obtained according to the method 
mentioned above, and if t = min(m,CF),or t=m*CF, then the rule can be activated 
only when t ≥ τ. Or action P is executed with strong t, or conclusion P with the degree 
of truth t is derived. If P ever not appeared in the known knowledge set, it will be 
added. If P has ever appeared, then P in the known knowledge set will be compared 
with that of the newly derived one. If it is smaller than the newly derived degree of 
truth, the old one will be replaced. Otherwise, keep the original degree of truth.    

In practice, the importance or information in the sub-premise of reasoning rule is 
not probably the same [14]. A common fuzzy rule is as follows:  
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If soil fertility is high (weight=0.1); the leaves are dark green (weight=0.1); the 
maximal number of stems of the population is more than 1.20 million/mu 
(weight=0.7) and the length of spring tri-foliage is longer than 24cm (weight=0.1). 

then the time for fertilization and watering of jointing will be the emerging of six-
foliage in spring, and confidence of the rule shall be 0.95 and the condition threshold 
be 0.85.  

In the above rule, the premise (p) such as high soil fertility and dark green leaves is 
a fuzzy concept. Their degree of truth is real number ranged in [0, 1]. 0 means a null 
premise, and 1 mean complete tenable. The maximal number of total stems (> 1.20 
million stems/mu) in the population is more important than other items. Therefore, 
every prerequisite in the prerequisite has a weight (w), and when the degree of truth 
of the condition is higher than the condition threshold (τ), the conclusion (Q) will be 
activated. The confidence degree of this rule (CF) is 0.95, and the degree of truth of 
conclusion (Q) is t∧CF. where∧is cross operation. In order to express this kind of 
practical knowledge, it is suitable to adopt the weighed fuzzy logic rules. Here, the 
reasoning rule is characterized by τ,,,,, 2211 CFQPwPwPw nn →∗∗∗ … , where Q 

and P are (j=1,2,…,n) fuzzy logistic predications; the true value ranged between [0,1]; 
j=1,2,…,n, is the weight coefficient of sub-premise Pj; CF：0<CF≤ 1 is the confi-
dence degree of the rule and 0<τ≤1 is the applicable threshold of this rule.  

The meaning of the above rule is that when the degree of truth,Dt=j*T(Pj),≥τ, this 
rule is applicable, where Pj, is the degree of truth (j = 1,2,…,n). Application of it will 
result in the conclusion Q. The degree truth of which is Dt(Q)=Dt∧CF. where∧ 
means the cross operation such as minimal value and multiplication. Therefore, the 
degree of truth of the conclusion is always ≤ that of the premise. 

In summary, the fuzzy production rules-based reasoning is one kind of subjective 
confidence –insufficient reasoning. So the flow of reasoning algorithm is as follows:  

Assume there is a decision-making data item for question reasoning,  the input is 
the name of the data item for decision-making (ObjectItem) and the output include the 
value of the decision-making data item, degree of truth (i.e. credibility), conclusion of 
the decision (interpretation) and remarks of the conclusion.   

1. Put the known raw fact (e.g. fact represented with fuzzy proposition) as well as its 
degree of truth into the middle database called blackboard. The raw known fact is 
collected from fact bank and user inputting. 

2. Check whether the name of the data item is decided (ObjectItem) in the middle 
database or not. If so, calculate the true value of this data item and search its 
credibility and rebound it.  

3. Search the rule table and find the ID number of the knowledge to be used for de-
ciding this data item. The returned value is a set of knowledge that satisfies this 
data item. Then this set of knowledge is processed in turn, and if this set of knowl-
edge is used up, exit and output “this item to be decided can not be decided  
because of scant proof or knowledge.  

4. Search the knowledge table according to the ID, and get this knowledge. It is a 
piece of production rule. This rule is then be processed and if this production rule 
is used up, back to step 3.  
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5. Get amount, name and weight value (weightj) of the data item of the precondition 
from this production rule, and then process every pre-conditional data item of this 
production rule.  

6. If the name of the pre-conditional data item Pi of this production rule exit in the 
blackboard (middle data sheet), then return to the value (degree of truth) of sub-
precondition data item (Pi).   

7. If not, starting from step 2 to resolve the degree of truth and value of this pre-
conditional data item (Pi) with this Pi being a sub-question. 

8. If the representation rules of this precondition is empty or a ‘*’, then the degree of 
truth of this precondition is = ∑(Weight i )*(Confidence i).  

9. Otherwise, search and calculate the degree of truth (T) of this precondition  
by substituting the calculated value (Value j) of this data item, degree of truth 
(Confidence j) and weight value (Weight j) in the representation formula of this 
precondition.  

 

 

Fig. 1. Reasoning flow based on fuzzy production rules, Dt is degree of truth, Rt is the thresh-
old of the rule 
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10. If the degree of truth (T) of the precondition of this production rule is ≥ the thresh-
old of this production rule, then this rule is activated. The returned value of the 
decision results can be calculated by substituting the value of pre-conditional data 
item of this production rule in the result-representation formula of this rule. If 
T<CF, the confidence degree of this rule is T. Conclusion of the rule (rule inter-
pretation) and remarks of the conclusion shall be endowed to the returned corre-
sponding item.  

11. Write the conclusion in the blackboard of the middle data sheet, and skip out of 
this recursive function.  

12. Otherwise, if the truth degree of this pre-condition of the production rule is 
smaller than the threshold of this production rule, the next rule shall be chosen and 
skip to step 4. 

5   Experimental Application 

AS mentioned above, fuzzy production rule-based agricultural knowledge representation 
model is applied to the decision-making system of wheat production management. The 
meteorological information, experimental data, parameter of model and measures will be 
established firstly for the decision-making system of wheat production and management, 
and upon which the wheat management information and knowledge-support system are 
constructed; the second is the establishment of model system. The model bank of wheat 
management includes the self-constructed model based on engineer’s experience and 
existing mature model, for example, the models regarding to wheat growth and develop-
ment, yield response, climate prediction, soil moisture, soil and plant nutrients and  
disease, pests and weeds forecast; then the decision-making subsystems of wheat  
expert system shall be established, which helps to establish the decision-making service 
mechanism including meteorological forecast, confirmation of system recognition, com-
prehensive object and material condition, pre-sowing prediction, over wintering man-
agement, pre-stage management in spring, middle and late-stage management in spring, 
harvesting-stage management and diseases, weeds and pests management. 

5.1   The Fuzzy Determination Rule of Target Yield: A Case Study 

In the computer expert system of wheat growing and management, the production aim 
(target yield) conclude the location, sowing time, soil fertility, and irrigation level and 
cyclic of rotational irrigation. We introduced the following parameters in proposed 
model:  

1. Production potential of light, temperature and rain fall (Y). and it can be calculated 
through the fact or read from the database according to the different production  
potential of light, temperature and rainfall in different location; 

2. Determine the correction coefficient (C1) of sowing time according to expert’s 
experience such as if wheat was sown during 09/18~10/05, C1=1.0; if wheat was 
sown during 10/05~10/08, C1=0.98; if wheat was sown after 10/08, Cl=0.98-
sowing time-10/08) ×0.01 (in case of one day later, C1 will be reduced by 0.01);  

3. The correction coefficient of soil fertility (C2): if soil nutrient data are available: 
C2=Y1 * Y2 * Y3. The soil fertility is classified into five grade including high  
fertility, medial-high fertility, medial fertility, medial-low fertility and low fertility. 
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Y1 is calculated as alkaline hydrolysable nitrogen, if there is not alkaline hydrolysable 
nitrogen, Y1 is calculated as total nitrogen. If there is not total nitrogen, Y1 is calcu-
lated as organic matter, if three of them are not existent, Y1 will be processed as ni-
trogen-free data; if Y1 is exit, C2 is y2*y2*y3; if there is not y2, C2is y1*y1*y3；if 
there is y3, C2 is y1*y1*y2；if both y1 and y2 are absent, C2 will be y3*y3*y3; when 
both y1 and y3 are absent, C2 is y2*y2*y2; if y2 and y3 are absent, C2 is y1*y1*y1; if 
any of y1, y2 or y3 is absent, C2 is computed following: C2=1.0 (high fertility); 
C2=0.95~1.0 (medial high fertility); C2=0.90~0.95 (medial fertility); C2=0.85~0.90 
(medial low fertility) and C2=0.80~0.85 (low fertility). 

Table 1. The correction coefficient of soil fertility 

Y1 Y2 Y3 
Alkaline  

hydrolysable 
nitrogen 

Total nitrogen Organic matter 
Available 

phosphorus 
Available 
potassium 

ppm C % C % C Ppm C Ppm C 
>110 1.0 >0.12 1.0 >2.0 1.0 >40 1.0 >150 1.0 

90~110 1.0 0.1~0.1
2 

1.0 1.5~2.
0 

1.0 30~40 1.0 120~1
50 

1.0 

70~90 0.98 0.08~0.
1 

0.98 1.3~1.
5 

0.98 20~30 0.98 100~1
20 

0.98 

50~70 0.96 0.06~0.
08 

0.96 1.0~1.
3 

0.96 10~20 0.96 80~10
0 

0.96 

<50 0.94 <0.6 0.94 <1.0 0.94 <10 0.94 <80 0.94 

* C is the coefficient. 

4.  Irrigation level (C3) is determined according to amount of water used for irriga-
tion including  4-water, 3-water, 2-water and 1-water.  

5. The parameter of rotational irrigation cyclic (C4) is determined according to the cy-
clic of rotational irrigation water, which corresponds to a rotational cyclic being 
shorter than 7 days, 7-10 days, 10-15 days and longer than 15 days, respectively. The 
theoretical target yield Yg=Y*C1*C2*C3*C4 (customer’s expected target yield).  

According to IF-THEN production knowledge representation rule, the best rule is as 
follows: If customer’s target yield (Yt) is bigger than Yg*0.95 and the determined 
target yield (Yd) is  Yg*0.95, then the target yield is slightly higher and Yd=Yg*0.95. 
If customer’s expected target yield (Ye) is Yg*0.80, and Yd=Yg*0.80, then Yt is 
slightly lower, Yt=Yg*0.80. If Yg*0.8 < Yg*0.95 (Ye, and Yd = Yt, then the target yield 
is proper (***/2 kg). 

5.2   Extraction Knowledge Rule 

The models proposed in this paper are complemented with Vs.net. Fig 2 is the inter-
face of pre-sowing decision-making rule. The rule named BPJC, described as sowing 
determination and classified as the final result. There are two kinds of rule types: the 
final result and media result. The final result is the customer wants to extract from  
the rules, while the medial result is the medial variable of the final result. Fig 3 is the 
reasoning result derived from the definition-based fuzzy rule. 
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Fig. 2. Editing the knowledge rule Fig. 3. Results of decision-making 

6   Conclusion 

In summary the standardized representation of agricultural knowledge is comple-
mented based on the extended model of the weighed fuzzy logic production knowl-
edge rule. The implementation of standardized representation of fuzzy agricultural 
knowledge avoids the problem that uses the same weight in the precondition bearing 
different importance in the knowledge rule. Meanwhile, the proposition of BNF-based 
descriptive way of knowledge rule realizes the formalized description of weighted 
fuzzy logic production knowledge rule, extends the usable knowledge source during 
the reasoning agricultural intelligent decision-making system and supplies methodo-
logical basis for the application of agricultural indigenous expert’s experimental 
knowledge. Furthermore, the precision of reasoning is improved via the extension of 
knowledge source. The case study demonstrated that this model and the knowledge 
description method can use accomplish the agricultural intelligent decision-making 
using various fuzzy knowledge effectively. As for the construction of weighed fuzzy 
logic production knowledge rule, weight is an important factor that affects the preci-
sion of the rule reasoning. Therefore, emphasis will be imposed on how to define 
precisely the weight of knowledge rule in the future.   
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Abstract. Radiotherapy can induce DNA damage into cells and trigger the cell 
cycle arrest and cell apoptosis by regulating the vital genes and their signal 
pathways. To illustrate the cellular self-defense mechanisms in fighting against 
genome stresses under radiotherapy, a model of P53 stress response networks is 
proposed by using the methods with the system biology and cyber-biology at 
single cell level. The kinetics of Double Strand Breaks (DSBs) generation and 
repair, ARF and ATM activation, P53-MDM2 feedback regulation, as well as 
the toxins degradation are presented versus continuous radiation time. The 
model provides a theoretical framework to illustrate the complicated kinetics in 
cellular response to acute IR under radiotherapy.  

Keywords: IR; DNA damage, Cellular network, Radiotherapy, P53.  

1   Introduction 

Radiotherapy is one of the major tools in fighting against cancer. Under acute IR, 
cells can trigger their self-defense mechanisms in response to genome stresses [1],[2]-
[4]. As one of the pivotal anticancer genes, P53 controls the transcription and transla-
tion of series genes through their complicated signal pathways [3], and then trigger 
cell cycle arrest and abnormal cell apoptosis further [4]. Abnormalities in the P53 
tumor suppressor have been identified in over 60% of human cancers [4], the inacti-
vation of P53 gene may nullify the activity of certain antitumor agents [2],[5]. Con-
versely, the P53 suppressor gene is the most commonly known specific target of  
mutation in tumorigenesis The status of P53 within tumor cells has been proposed to 
be one of the determinant response to anticancer therapies [3],[4]. The outcome of 
radiotherapy may depend on the presence of functional P53 protein to induce tumor 
regression through apoptotic pathways [3],[5]. Therefore, P53 status in tumor cell  
can be considered as a predictor for long-term biochemical control during and after 
radiotherapy [6]-[8].  

Recently, several models have been proposed to explain the damped oscillations of 
P53 in cell populations [9]-[13]. However, the complicated cellular self-defensive 
mechanisms in response to DNA damage need to be further addressed [14]-[16]. 
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Based on the existing models [9]-[13] and the latest biomedical studies [2]-[4],[14]-
[18], a model of P53 stress response networks under radiotherapy is proposed at  
single cell level. The module of DSBs generating and their repair, ATM and ARF 
activation, P53-MDM2 feedback loop, as well as the toxins degradation including 
depression of the oncogenes, elimination of the mis-repair part of DSBs (Fw) and 
degradation of the mutation of P53 (mP53), are implemented by using differential 
equations and graphic methods.  

The combined approaches of system analysis, control theory, and computer science 
can stimulate new approaches to simulate the investigation of the complicated mecha-
nisms of cellular responding genome stresses [19]. These methods provide a good link 
among the diverging areas of biomedicine, mathematics and bioinformatics [20],[21]. 
In addition, using differential equations and graphic approaches to study various  
dynamical and kinetic processes of biological systems can provide useful insights. It 
is indicated by many previous studies on a series of important biological topics, such 
as enzyme-catalyzed reactions etc. [10],[19]. In this study, we use the differential 
equations and graphic approaches in order to study the cellular response mechanisms 
under radiotherapy. 

2   Model Implementation 

2.1   Model Overview 

As shown in Fig.1, the integrated model scheme of P53 stress response networks 
under radiotherapy is composed of four parts, including DSBs generation and repair, 
ARF and ATM activation, P53-MDM2 feedback regulation, as well as toxins degra-
dation. According to the latest biomedical studies [1]-[5], the more vital components 
are involved in this model, such as oncogenes, ARF and mP53, as well as their related 
regulation pathways.  

 

 

Fig. 1. The model scheme of P53 stress response networks under radiotherapy. It is composed 
of four parts, including DSBs generation and repair, ATM and ARF activation, P53-MDM2 
feedback loop, as well as toxins degradation.  

As acute IR is applied into a cell, the resulting DSBs occur and form the DSB–
protein complexes (DSBCs) at damage sites after interacting with the DNA repair 
proteins (RP) [2],[3]. As a sensor of DNA damage, ATM is activated by DSBCs 
transferring from damage sites [4]. Meanwhile, oncogenes are prompted by acute  
IR, and further trigger the activation of ARF [5],[14]. Under the cooperation of active 

DSBs generation 
and repair 

ATM activation

IR 

P53-MDM2 
feedback loop 

Oncogenes ARF activation

Toxins 
degradation 
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ATM (ATM*) and active ARF (ARF*), P53-MDM2 feedback loop switches on or  
off the cellular defense mechanisms [2],[7],[14], and further controls the toxins  
degradation process by regulating the downstream genes and their complicated signal 
pathways [5],[8]. Here, we use the superscript * to represent the activate state. 

2.2   DSBs Generation and Repair 

The typical DSBs repair process exhibits biphasic dynamics, both of which include 
first-order and second-order processes [2],[3]. As shown in Fig.2, DSBs repair process 
contains both a fast and a slow kinetics, each of which is composed of a reversible 
binding of repair proteins and DSB lesions into DSBCs, and an irreversible process 
from the DSBCs to the fixed DSBs [2],[3],[10]. DSBCs are synthesized by binding the 
resulting DSBs with repair proteins (RP), which is the main signal source to transfer 
the DNA damage to P53-MDM2 feedback loop by ATM activation [10]. 

 

D1

kdc1

kdc2

kcf2

kfw1

kfw2

kcd1

kcd2

DSB Fixed DSB

D2

C1

C2

Fr

Fw

DSBCs
kcf1

IR dose 

  DSBC transferring 
  to downstream genes  

Fig. 2. The module scheme of DNA damage repair process. It includes both a fast repair path-
way and a slow one. DSB can be in one of four states: intact DSB (DSB), DBSC, Fr and Fw. 
Subscripts ‘1’ and ‘2’ refer to the fast kinetics and the slow one. 

As continuous IR is applied into a cell, we assume that the quantity of the resulting 
DSBs per time scale is proportional to the number generated by a Poisson random 
function under constant IR [2],[3],[10]-[13]. The DSBs generation process is formu-
lated as follows:  

)(
][

IRaPoissrndk
dt

DTd
irt ××= ,                                   (1) 

where [DT] is the concentration of total resulting DSBs induced by IR in both fast and 
slow repair processes. kt is the parameter to set the number of DSBs per time scale, 
and air is the parameter to set the number of DSBs per IR dose.    

Due to the misrepair part of DSBs (Fw) have serious consequences on the subse-
quent cellular viability and the cellular response in fighting against genome stresses 
[2],[3], we obviously distinguish between correct repair part of DSBs (Fr) and Fw 
[11]-[13]. Moreover, the total Fw in both repair processes is dealt as a part of toxins 
remaining within the cell [2],[13]. In addition, we deal that the limited repair proteins 
are available around the damage sites, and DSB can be in one of four states, including 
intact DSB, DSBC, Fr and Fw in each damage locus [11]-[13]. The main formulations 
used in this module are listed as follows:  
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][][
][

111
1 CkDa

dt

Dd
cdt += ]))[]([][]([ 2111 DDkDkRP crossdc ++− ,                      (2) 

][][
][

222
2 CkDa

dt

Dd
cdt += ])[]([][]([ 2122 DDkDkRP crossdc ++− ,                     (3) 

][][][
][

111111
1 CkCkDk

dt

Cd
cfcddc −−= ,                                            (4) 

][][][
][

222222
2 CkCkDk

dt

Cd
cfcddc −−= ,                                           (5) 

][][
][

2211 CkCkS
dt

RPd
cdcdrp ++= ]))[]([][][]([ 212211 DDkDkDkRP crossdcdc +++− ,     (6) 

][][
][

2211 CkCk
dt

Fd
fwfw

w += ,                                                (7) 

where [D], [C], [RP], and [Fw] represent the concentrations of DSBs, DSBCs, and Fw 
in both repair kinetics respectively. kdc, kcd, kcf, and kfw are the transition rates 
between four states of DSBs. kdc, and kcross represent the first-order and second-
order rate in both the fast and the slow repair kinetics respectively [11],[13]. Srp is the 
basal induction rate of repair mRNA, and subscripts ‘1’ and ‘2’ refer to the fast and 
the slow kinetics.  

2.3   ATM and ARF Activation 

Shown in Fig.3 is the module scheme of ATM and ARF activation. As acute IR is 
applied, DSBCs which are synthesized by DSBs and RP are transferred from damage 
sites, and then trigger the phosphorylation of inactive ATM monomers [2],[5]. 
Meanwhile, ARF, another tumor suppressor, is activated by hyperproliferative signals 
emanating from oncogenes, such as Ras, c-myc etc., and further prompts the ATM 
activation [2],[7],[14]. Therefore, the pathways of ATM and ARF activation are 
needed to efficiently enhance the regulatory functions of P53 to eliminate the malig-
nant cells indirectly [2],[5],[7],[8]. 

Furthermore, according to the latest biomedical studies [2],[3],[5], the rate of ATM 
activation is treated as a function of the amount of DSBCs, ARF* and the self-
feedback of ATM* [10],[14], and the total concentration of ATM is dealt as a con-
stant, including ATM dimer, ATM monomer and ATM* [11]-[13]. ATM can be  
activated rapidly with the cooperating effects of DSBCs, ARF* and the positive feed-
back from ATM* for intermolecular autophosphorylation [1],[2],[10],[14]. The main 
formulations used in this module are as follows: 

][][
2

1][
dim

2

dim dunm
d ATMkATMk

dt

ATMd
−= ,                            (8) 

2
dimdim ][][2

][
mdun

m ATMkATMk
dt

ATMd −= *][][ ATMkATMfk armaf +− ,       (9) 

*][][
*][

ATMkATMfk
dt

ATMd
armaf −= ,                       (10) 

]][[][
][

ARFOncokARFkS
dt

ARFd
onfadarf −−= ,                          (11) 
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*][]][[
*][

ARFkARFOncok
dt

ARFd
padonf −=  ,                             (12) 

*][*][*])[*],[,( 321 ATMCaATMaCaATMARFCf ++= *][4 ARFa+ ,              (13) 

where [ATMd], [ATM] and [ATM*] represent the concentrations of ATM dimer, 
ATM monomer, and active ATM respectively; [Onco], [ARF] and [ARF*] represent 
the concentrations of oncogenes, ARF, and active ARF respectively; kundim, and 
kdim are the ATM undimerization and dimerization rates, respectively; kar, and kaf 
are the ATM monomer inactivation and activation rates, respectively. In addition, f is 
the function of ATM activation, the term a1C implies the fact that DSBs somehow 
activate ATM molecules at a distance, a2[ATM*] indicates the mechanism of auto-
phosphorylation of ATM, a3C[ATM*] represents the interaction between the DSBCs 
and ATM* [11]-[13], and a4[ARF*] represents the interaction between the ARF* and 
ATM* [1],[3],[7],[14].  
 

                          
Fig. 3. The module scheme of ATM and ARF activation under IR. ARF is activated by the 
over-expression of oncogenes, ATM is activated from ATM monomers under the cooperating 
effects of DSBCs, ARF*, and self-feedback of ATM*. 

2.4   P53-MDM2 Feedback Loop 

P53-MDM2 feedback loop is the core part in the integrated networks [10]-[13]. Re-
cent studies show that due to the synergistic functions of ARF and ATM kinases in 
P53 activation, both ARF* and ATM* are required for the efficient induction of apop-
tosis in response to genome and oncogenes stresses [2],[7],[14].  

In this module, as shown in Fig.4, we deal that DSBCs are the main signal source 
from damage sites to the downstream P53-MDM2 feedback loop through ATM acti-
vation, which is important to transfer DNA damage and activate the cellular self-
defensive mechanisms in fighting against genome stresses further [3],[6],[10]-[13]. 
Meanwhile, ARF* can increase the regulating function of P53 by inhibiting the ex-
pression of MDM2 and preventing P53 degradation further [2],[7],[14]. With the 
cooperation of both ATM and ARF, this module can produce oscillations in response 
to sufficiently strong IR dose [2],[7],[9]-[13]. The main formulations in this part are 
as follows:   

]53[]53[
]53[

53 RrpRrpP

R PkPdS
dt

Pd
−−= ,                                             (14) 

karkdim 

kaf

ATMD ATM ATM* 

kundim

C (DSBCs) 

ARF ARF* 
konf 

F(C, [ARF*], [ATM*]) 

Oncogenes expression 
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where [P53R], [P53P], [P53*], [MDM2R], and [MDM2P] represent the concentra-
tions of P53 mRNA, P53 protein, active P53, MDM2 mRNA, and MDM2 protein, 
respectively. SP53, and SMDM2 is the basal induction rate of P53 mRNA, and 
MDM2 mRNA. k represent the regulation rates among genes and proteins, and d 
represent the degradation rates of mRNAs and proteins.    

 

         
Fig. 4. The diagram of P53-MDM2 feedback loop under radiotherapy. P53 is translated from 
p53mRNA and phosphorylated by ATM* and ARF*. Mdm2 protein promotes a fast degrada-
tion of P53 protein and a slow degradation of P53*. In addition, ATM* and ARF* stimulate the 
degradation of Mdm2, and then indirectly increase the regulatory activation of P53* further.  

2.5   Toxins Degradation  

P53 acts the important role in triggering the cellular response to fight against genome 
stresses. The module of toxins degradation is shown in Fig.5, in which the mutation of 
P53 (mP53) from P53R triggered by oncogenes is added in this module [3],[5]. mP53 
is further dealt as another outcome indictor in cellular response to genome stresses 
under radiotherapy [8],[18]. Especially, we deal that only P53* can induce target 
genes to depress the over-expression of oncogenes, and degrade the Fw and mP53 
within the cell [3],[4],[11]-[13]. The main formulations used in this module are as 
follows: 

P53P
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P53D P53R

P53*
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*]53][[]][[
][

POncokIROncok
dt

Oncod
onponIR −= ,                             (19) 

]*][53[][
][

wptwtfw
w FPkFk

dt

Fd −= ,                                           (20) 

]53][53[]][53[
]53[

* mPPkOncoPk
dt

mPd
PpmdRmp −= ,                            (21) 

where [Onco], [Fw] and [mP53] represent the concentrations of oncogenes, Fw and 
mP53 respectively. [IR] represents the strength of IR dose. k represents the regulation 
rate among genes and proteins. 
 

 
Fig. 5. The diagram of toxins degradation under effect of P53*. Oncogenes, Fw and mP53 are 
degraded directly by the degradation functions of P53*. 

3   Simulation Results  

Based on the studies in previous models [9]-[13], we implement the kinetics of  
cellular response under continuous IR by using simulation platform in MATLAB7.0. 

3.1   Kinetics of DSBs Generation and Repair  

In our simulations, the continuous 9Gy IR is applied into a cell. Shown in Fig.6a is 
the stochastic trace of DSBs generation versus the continuous radiation time. 

As the resulting DSBs increase and the available RP are limited around increasing 
damage sites, the simulation in Fig.6b shows that RP available around damage sites 
keep decreasing, and the DSBCs synthesis increase slowly and trend to a dynamic 
equilibrium. Subsequently, the intact DSBs increase, and Fw is accumulated within 
the cell fast without the regulating functions of P53*. 

3.2   Kinetics of ARF and ATM Activation  

The kinetics of ARF activation is shown in Fig.7a. ARF is activated fast due to the 
over-expression of oncogenes without depressing functions of P53*.  

Meanwhile, Fig.7b shows that ATM is activated rapidly and switches to “on” state 
with the cooperating functions of DSBCs, ARF* and the positive self-feedback from 
ATM*. These simulations above suggest that under the cooperation of both ATM and 
ARF activation, DNA damage signals can be further transferred to the P53-MDM2 
feedback loop more efficiently [2],[7],[14]. 

Onco

P53R

P53*mP53 

Fw
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Fig. 6. The kinetics of DSBs generation and repair process under continuous effect of 9Gy IR. 
(a) the stochastic trace of DSBs generation versus radiation time. (b) the kinetics of DSBCs 
synthesis with the available RP decreasing. 
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Fig. 7. The kinetics of ARF and ATM activation under 9Gy IR. (a) the kinetics of ARF activa-
tion in response to over-expression of oncogenes induced by acute IR. (b) the switch-like  
kinetics of ATM activation, ATM*  switch to “on” state in response to DSBCs transduction. 

3.3   Kinetics of Toxins Degradation 

With the cooperation of ATM* and ARF*, as shown in Fig.8a, P53 and MDM2 gener-
ate oscillations in response to continuous application of 9Gy IR from time 0. The period 
of these oscillations is about 400min, and their phase difference is about 100min. More-
over, the first pulse is slightly higher than the second, and the oscillating kinetics trend 
to a new equilibrium versus radiation time. All of these results are quite similar with the 
experimental observations in [2],[7],[14] and the simulation results in [11]-[13]. 

Meanwhile, we deal that toxins within the cell, including Fw, oncogenes, and 
mP53, can be directly degraded by P53*. As shown in Fig.8b, Fw keeps increasing 
dramatically without P53*. Contrarily, Fw keeps a low level with slightly increase 
under the degrading functions of P53*. In addition, the kinetics of oncogenes and 
mP53 degradation are plotted in Fig.8c and Fig.8d respectively. We can see that  
the expression levels of oncogenes and mP53 keep decreasing and similarly trend  
to dynamic equilibrium state under P53*. Whereas, without the degradation of P53*, 
the expression level of oncogenes and mP53 increase dramatically versus radiation 
time. All of these simulations above suggest that P53* indeed act an important role in 
fighting against genome damage under radiotherapy. 
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Fig. 8. The kinetics of cellular response under 9Gy IR of radiotherapy. (a) the oscillating kinet-
ics of P53* and MDM2 under the cooperative effect of ATM* and ARF*. (b) the kinetics of Fw 
elimination triggered by the functions of P53*. (c) the depressing dynamics of oncogenes over-
expression with the regulations of P53*. (d) the kinetics of mP53 elimination triggered by the 
effect  of P53*.    

4   Discussion and Conclusion 

By using a set of differential equations, as well as graphic methods, a plausible model 
is proposed for illustrating the cellular self-defense mechanisms in response to ge-
nome stresses under radiotherapy. In our simulations, DSBCs are synthesized after 
DSBs combined with RP as acute IR is applied into a cell. ATM and ARF exhibit  
a strong sensitive behavior in response to DNA damage and over-expression of  
oncogenes. Especially, P53-MDM2 feedback loop acts vital roles in triggering the 
cellular self-defense mechanisms and eliminating toxins within the cell, including Fw,  
oncogenes, and mP53. 
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Abstract. In response to genome stresses, cell can trigger its self-defensive 
mechanism by regulating the vital genes and their complicated signal pathways. 
To illustrate the cellular response DNA damage under radiotherapy, a plausible 
feedback-control model of P53 stress response networks is proposed at single 
cell level. The kinetics of double strand breaks (DSBs) generation and repair, 
ARF and ATM activation, P53-MDM2 regulation, toxins degradation, as well 
as ion radiation (IR) dose feedback-control are presented.  

Keywords: DNA damage, Cellular Network, Radiotherapy, P53.  

1   Introduction 

As one of the major tools in fighting against cancer, radiotherapy can induce DNA 
damage into the abnormal cell and trigger its apoptosis by regulating the vital genes 
and their complicated signal pathways. P53, one of the pivotal anticancer genes, con-
trols the transcription and translation of series genes by regulating downstream genes, 
and further induces cell cycle arrest and cell apoptosis [1],[2]. Therefore, the status of 
P53 within tumor cells has been proposed to be one of the determinant in response to 
tumor therapies [3],[4]. The outcomes of radiotherapy may depend on the presence  
of functional P53 protein to induce tumor regression through apoptotic pathways [3]. 
Thus, P53 status in tumor cell can be considered as a predictor for long-term  
biochemical control during and after radiotherapy[5],[6]-[10].  

Recently, several models have been proposed to explain the damped oscillations of 
P53 in cell populations [11]-[15]. Based on the existing models and the latest bio-
medical studies on P53 and radiotherapy [2]-[4],[16], a plausible feedback-control 
model of P53 stress response networks under radiotherapy is proposed at single cell 
level. The modules of DSBs generating and their repair, ATM and ARF activation, 
P53-MDM2 feedback loop, the degradation of toxins including the oncogenes, the 
mis-repair part of DSBs (Fw) and the mutation of P53 (mP53), are implemented. Es-
pecially the part of feedback-control for self-adjusting IR dose is added into our 
model, due to the plausible reason that this feedback-control mechanism can plausibly 
bring much fewer Fw and much better outcomes under radiotherapy. 



1068 J.-P. Qi, S.-H. Shao, and Y.-Z. Shen 

2   Model Implementation 

2.1   Model Overview  

Shown in Fig.1 is the integrated model scheme of P53 stress response networks under 
radiotherapy; it is composed of four parts, including DSBs generation and repair, 
ARF and ATM activation, P53-MDM2 feedback regulation, toxins degradation and 
feedback-control to IR dose.  

 

 
Fig. 1. The integrated model scheme of P53 stress response networks under radiotherapy. It  
is composed of four parts, including DSBs generation and repair, ATM and ARF activation, 
P53-MDM2 feedback loop, as well as toxins degradation and feedback-control to IR dose.   

As acute IR is applied into a cell, the resulting DSBs occur and form the DSB–
protein complexes (DSBCs) at damage sites after interacting with the DNA repair 
proteins [1]. ATM, a sensor of DNA damage, is activated by DSBCs transferring from 
DSBs [2],[3]. Meanwhile, oncogenes are prompted and further trigger the activation of 
ARF. Under the cooperation of active ATM (ATM*) and active ARF (ARF*), P53-
MDM2 feedback loop switches on or off the cellular response mechanisms [2],[7],[11], 
and further control the toxins degradation [2],[3]. Especially, the numbers of normal 
P53 and toxins including mP53, Fw, oncogenes are dealt as feedback-control signals to 
regulate IR dose. Here, we use the superscript * to represent the active state. 

2.2   DSBs Generation and Repair 

In accordance with the experimental results in [1],[2],[11], we deal that the quantity 
of the resulting DSBs per time scale is proportional to the number generated by a 
Poisson random function under continuous IR [11]-[15]. The DSBs generation proc-
ess is formulated as follows:  

)(
][

IRaPoissrndk
dt

DTd
irt ××= ,                                           (1) 

where [DT] is the concentration of total resulting DSBs induced by IR in both fast and 
slow repair processes. kt is the parameter to set the number of DSBs per time scale, 
and air is the parameter to set the number of DSBs per IR dose.    

DSBs repair module contains both a fast and a slow kinetics, as shown in Fig.2, 
each of which is composed of a reversible binding of repair proteins (RP) and DSBs 
lesions into DSBCs, and an irreversible process from the DSBCs to the fixed DSBs 
[1]-[3]. In this part, DSBCs are the main signal source to transfer the DNA damage to 
P53-MDM2 feedback loop by ATM activation [2].  

DSBs generation 
and repair 

ATM activation

IR 

P53-MDM2 
feedback loop 

Oncogenes ARF activation

Toxins 
degradation 
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Fig. 2. The module scheme of DNA damage repair process. It includes both a fast repair path-
way and a slow one. DSB can be in one of four states: intact DSB (DSB), DBSC, Fr and Fw. 
Subscripts ‘1’ and ‘2’ refer to the fast kinetics and the slow one. 

Due to the fact that Fw has the severe consequences on the subsequent cellular vi-
ability and the response capability in fighting against genome stresses [1],[3], we 
obviously distinguish between correct repair part of DSBs (Fr) and Fw [12]-[14]. 
Moreover, the total Fw in both repair processes is dealt as a part of toxins remaining 
within the cell [2],[4],[15]. These toxins can be eliminated by the degradation func-
tions of P53 during and after radiotherapy [2]-[5]. In addition, we deal that DSBCs 
and RPs are the dynamic variables [11]-[15], which mean that the limited repair  
proteins are available around the damage sites. The main formulations used in this 
module are listed as follows:   

][][
][

111
1 CkDa

dt

Dd
cdt += ]))[]([][]([ 2111 DDkDkRP crossdc ++−  ,                (2) 

][][
][

222
2 CkDa

dt

Dd
cdt += ])[]([][]([ 2122 DDkDkRP crossdc ++−   ,                (3) 

][][][
][

111111
1 CkCkDk

dt

Cd
cfcddc −−=    ,                                    (4) 

][][][
][

222222
2 CkCkDk

dt

Cd
cfcddc −−=   ,                                    (5) 

][][
][

2211 CkCkS
dt

RPd
cdcdrp ++= ]))[]([][][]([ 212211 DDkDkDkRP crossdcdc +++− ,    (6) 

][][
][

2211 CkCk
dt

Fd
fwfw

w += ,                                             (7) 

where [D], [C], [RP], and [Fw] represent the concentrations of DSBs, DSBCs, and Fw 
in the fast and the slow repair kinetics respectively, kdc, kcd, kcf, and kfw are the transi-
tion rates between four states of DSBs. kdc, and kcross are the first-order and second-
order rate in both repair kinetics respectively [11],[13]. Srp is the basal induction rate 
of repair mRNA, and subscripts ‘1’ and ‘2’ refer to the fast kinetics and the slow one.  

2.3   ATM and ARF Activation 

Shown in Fig.3 is the module scheme of ATM and ARF activation. Compared with 
the previous studies in [11]-[15], ARF, oncogenes and related regulation pathways are 
involved in this module [2],[7].  
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Fig. 3. The module scheme of ATM and ARF activation under continuous IR. ARF is activated 
by the over-expression of oncogenes, and ATM is activated from ATM monomers under the 
cooperating effects of DSBCs, ARF*, and self-feedback of ATM*.  

Under continuous IR, DSBCs prompt the phosphorylation of inactive ATM mono-
mers [1],[2],[15]. Meanwhile, ARF, another tumor suppressor, is activated by hyper-
proliferate signals emanating from oncogenes, and further prompts the ATM activation 
[2],[7],[14]. ATM is activated rapidly with the cooperating effects of DSBCs, ARF* 
and the positive feedback from ATM* account for intermolecular autophosphorylation 
[1],[2],[11]. The main formulations used in this module are as follows:  

][][
2

1][
dim

2
dim dunm

d ATMkATMk
dt

ATMd −= ,                             (8) 

2

dimdim ][][2
][

mdun
m ATMkATMk

dt

ATMd
−= *][][ ATMkATMfk armaf +− ,      (9) 

*][][
*][

ATMkATMfk
dt

ATMd
armaf −= ,                                 (10) 

]][[][
][

ARFOncokARFkS
dt

ARFd
onfadarf −−= ,                           (11) 

*][]][[
*][

ARFkARFOncok
dt

ARFd
padonf −= ,                           (12) 

*][*][*])[*],[,( 321 ATMCaATMaCaATMARFCf ++=  *][4 ARFa+ ,            (13) 

where [ATMd], [ATM] and [ATM*] represent the concentrations of ATM dimer, ATM 
monomer, and active ATM respectively; [Onco], [ARF] and [ARF*] represent the 
concentrations of oncogenes, ARF, and active ARF respectively; kundim, and kdim are 
the ATM undimerization and dimerization rates; kar, and kaf are the ATM monomer 
inactivation and activation rates, respectively. In addition, f is the function of ATM 
activation, the term a1C implies the fact that DSBs somehow activate ATM molecules 
at a distance, a2[ATM*] indicates the mechanism of autophosphorylation of ATM, 
a3C[ATM*] represents the interaction between the DSBCs and ATM* [11]-[15], and 
a4[ARF*] represents the interaction between the ARF* and ATM* [1],[3],[7].  

2.4   P53-MDM2 Feedback Loop 

P53-MDM2 feedback loop is the core module in the integrated networks [11]-[15]. 
Recent studies show that both ARF* and ATM* are required for the efficient induction 
of apoptosis in response to genome and oncogenes stresses [2],[7].  
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Fig. 4. The diagram of P53-MDM2 feedback loop under radiotherapy. P53 is translated from 
p53mRNA and phosphorylated by ATM* and ARF*. Mdm2 protein promotes a fast degrada-
tion of P53 protein and a slow degradation of P53*. In addition, ATM*and ARF* stimulate the 
degradation of Mdm2, and then indirectly increase the regulatory activation of P53* further.  

As shown in Fig.4, we deal that DSBCs are the main signal to the downstream 
P53-MDM2 feedback loop through ATM activation. Meanwhile, ARF* can further 
increase the regulating function of P53 by inhibiting the expression of MDM2 and 
preventing P53 degradation [2],[7],[14]. With the cooperation of both ATM* and 
ARF*, this module can produce oscillations in response to sufficiently strong IR dose 
[2],[7],[11]-[15]. The main formulations are as follows:  
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where [P53R], [P53P], [P53*], [MDM2R], and [MDM2P] represent the concentrations 
of P53 mRNA, P53 protein, active P53, MDM2 mRNA, and MDM2 protein, respec-
tively. SP53, and SMDM2 is the basal induction rate of P53 mRNA, and MDM2 mRNA. 
k represent the regulation rates among genes and proteins, and d represent the  
degradation rates of mRNAs and proteins.   
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2.5   Toxins Degradation and IR Dose Feedback-Control  

Shown in Fig.5 is the module scheme of toxins degradation and IR dose feedback-
control, the mutation of P53 (mP53) from P53R is triggered by oncogenes, and Fw, 
mP53, and oncogenes are degraded directly by the regulating functions of P53* 
[3],[4]. In addition, mP53 is dealt as another outcomes indictor of radiotherapy, be-
sides Fw, and P53* [5],[7],[11]-[15]. Especially, the remaining number of P53*, on-
cogenes, mP53, and Fw are dealt as feedback-control factors to regulate the strength of 
IR dose. This mechanism can plausibly take much fewer Fw and much better out-
comes under radiotherapy. The main formulations in this module are as follows:  

*]53][[]][[
][

POncokIROncok
dt

Oncod
onponIR −= ,                           (19) 

]*][53[][
][

wptwtfw
w FPkFk

dt

Fd −= ,                                      (20) 

]53][53[]][53[
]53[

* mPPkOncoPk
dt

mPd
PpmdRmp −= ,                        (21) 

]53][[]][[
][

53 mPIRkOncoIRk
dt

IRd
IRmponcoIR += ]*][53[]][[ 53 IRPkFIRk IRpwFwIR −− ,   (22) 

where [Onco], [Fw] and [mP53] represent the concentrations of oncogenes, Fw and 
mP53, respectively. [IR] represent the strength of IR dose. k represents the regulation 
rates among genes and proteins. 
 

 

Fig. 5. The diagram of toxins degradation and feedback-control for IR dose. Oncogenes, Fw and 
mP53 are degraded directly by the regulatory functions of P53*, and IR dose is further regu-
lated by Fw, oncogenes, mP53, and Fw . 

3   Simulating Results 

By using simulation platform in MATLAB7.0, we implement the dynamic kinetics of 
P53 stress response networks under continuous IR, illustrate the cellular self-defense 
mechanisms in fighting against genome stresses, and accomplish the feedback-control 
to IR dose for taking much better outcomes of radiotherapy. 

3.1   Kinetics of DSBs Generation and Their Repair 

In our simulations, 5Gy IR is applied into a cell initially. Under the combined feed-
back-control, as shown in Fig6a, IR dose increases from 5Gy, and then begins to 

Onc
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IR dose0 

IR dose1 
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decrease after reaching the first climax, and the trace of resulting DSBs generation 
shown in Fig6b has the similar dynamic trend with Fig6a. Meanwhile, as shown in 
Fig.6c, RP available around damage sites keep decreasing and the rate of DSBCs 
synthesis begins to consequently decrease. In addition, due to the limited RP avail-
able, as shown in Fig.6d, the intact DSBs dramatically increase, and then begin to 
decrease after the first climax following the decreasing IR dose. Meanwhile, Fw is 
accumulated within the cell fast without the eliminating functions of P53*.   
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Fig. 6. The kinetics of DSBs generation and repair process under decreasing IR from initial 
5Gy. (a) the decreasing trace of IR dose with feedback-control. (b) the dynamic trace of result-
ing DSBs generation. (c) the kinetics of DSBCs synthesis with the decreasing RP. (d) the kinet-
ics of Fw accumulation against intact DSBs.  

3.2   Kinetics of ARF and ATM Activation 

Shown in Fig.7a is the kinetics of ATM activation, with the cooperation of DSBCs, 
ARF* and the positive self-feedback of ATM*. ATM is activated rapidly and 
switches to “on” state. The step-like trace suggests that the ATM module can produce 
an on-off switching signal, and transfer the damage signal to the P53-MDM2 feed-
back loop further [3],[11]. Meanwhile, the kinetics of ARF activation is plotted in 
Fig.7a, without depressing functions of P53*. ARF is activated fast by over-
expression of oncogenes. Under the effects of both ATM and ARF activation,  
DNA damage signals can be transferred to the P53-MDM2 feedback loop efficiently 
[2],[7].   
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Fig. 7. The kinetics of ARF and ATM activation under decreasing IR dose. (a) the switch-like 
kinetics of ATM activation, ATM* switch to “on” state versus radiation time. (b) the kinetics of 
ARF activation in response to over-expression of oncogenes. 

0 100 200 300 400 500 600 700
0

0.1

0.2

0.3

0.4

0.5

0.6

the oscillating kinetics between P53* and MDM2

(a)                                      Radiation Time(Min)                                     

C
on

ce
nt

ra
tio

n

 

 

P53*

MDM2

  
0 100 200 300 400 500 600 700

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
the kinetics of Fw elimination under the regulation of P53*

(b)                                        Radiation Time(Min)                                   

C
on

ce
nt

ra
tio

n

 

 

Fw under P53*

P53*

 

0 100 200 300 400 500 600 700
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
the different kinetics of oncogenes degradation with and without P53*

(c)                                        Radiation Time(Min)                                    

C
on

ce
nt

ra
tio

n

 

 

Onco without P53*

Onco with P53*

   
0 100 200 300 400 500 600 700

0.4

0.6

0.8

1

1.2

1.4

1.6
the different kinetics of mP53 degradation with and without P53*

(d)                                          Radiation Time(Min)                                  

C
on

ce
nt

ra
tio

n

 

 

mP53 without P53*

mP53 with P53*

 

Fig. 8. The kinetics of cellular response versus continuous radiation time. (a) the oscillating kinet-
ics of P53* and MDM2 under the cooperative effects of ATM* and ARF*. (b) the kinetics of Fw 
elimination with the degradation of P53*. (c) the depressing dynamics of oncogenes with the 
regulations of P53*. (d) the kinetics of mP53 elimination under the degradation function of P53*.  

3.3   Kinetics of Txins Dgradation 

In our simulations, we deal that toxins, including Fw, oncogenes, and mP53, can be 
directly degraded by regulation functions of P53*. Especially the remaining quantities 
of these toxins within the cell are dealt as the feedback-control factors to regulate the 
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strength of IR dose. This mechanism can plausibly decrease the number of Fw effi-
ciently, and take much better outcomes of radiotherapy. With the cooperation of 
ATM* and ARF*, as shown in Fig.8a, P53 and MDM2 generate oscillations versus 
radiation time. The period of these oscillations is about 350min, and their phase dif-
ference is about 100min. Moreover, the first pulse is slightly higher than the second, 
and the oscillating kinetics trends to a new equilibrium, all of which are quite similar 
with the experimental observations [2],[7] and the simulation results [11]-[15]. Shown 
in Fig.8b is the kinetics of Fw eliminating with the functions of P53*. Compared with 
Fig6d, the remaining Fw shown in Fig8b keeps decreasing from initial value, and then 
increases with some oscillations. It suggests that the capabilities of cellular damage 
repair and toxins degradation are limited within some threshold. 

Meanwhile, the kinetics of oncogenes degradations with and without P53* is plot-
ted in Fig.8c. The expression levels of oncogenes keep decreasing and trend to Zero 
versus radiation time under the negative regulation of P53*. In addition, shown in 
Fig.8d is the kinetics of mP53 elimination with and without P53*. Similarly with 
Fig.8c, mP53 keeps decreasing with slight oscillations after the first climax. These 
simulations above suggest that P53* indeed act important roles in fighting against 
genome damage, and much better outcomes of radiotherapy might be brought with 
fewer byproduct under the mechanisms of IR dose feedback-control. 

4   Conclusion 

By using a set of differential equations, as well as graphic methods, we proposed a feed-
back-control model for cellular response DNA damage under radiotherapy. In our simu-
lations, the resulting DSBs are generated and repaired, ATM and ARF exhibit a strong 
sensitivity behavior in response to genome stresses, and P53-MDM2 feedback loop ex-
hibit oscillating kinetics in fighting against continuous IR. Under degradation functions 
of P53*, the toxins including Fw, oncogenes, and mP53 are eliminated, these toxins  
are further dealt as the feedback-control factors to regulate IR dose in order to get  
much better outcomes of radiotherapy with much fewer byproducts. Our mode, although 
simple, provides a theoretical framework to more effectively illustrate and analyze the 
cellular defensive mechanisms in response to genome stresses under radiotherapy. 
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Abstract. Objective: To investigate the dependence of insulin sensitivity index 
(SI) and glucose effectiveness (SG) on the parameters of insulin kinetics in 
Bergman’s minimal model.  Methods: The concentration values of glucose and 
insulin at series of time were computated, where the parameters in the model 
were generated randomly in a certain range. Based on the optimization method, 
insulin sensitivity index and glucose effectiveness were estimated.  Results: The 
largest relative error of SI was less than 1.66‰ and the largest relative error of 
SG was less than 0.96‰, if a data set of 240 points of concentration value was 
used in computation. However, if there are only 27 points (according to intra 
venous glucose tolerance test) in the data set, the relative error of SI ranged 
from 0.45% to 48.1%, and the relative error of SG was less than 5.6%. Conclu-
sion: The dependence of SI and SG upon parameters of insulin kinetics is not 
significant.  

1   Introduction 

The ability to maintain a relatively constant blood glucose concentration is an essen-
tial feature for the life of higher vertebrates. Although some cells in higher animals 
can utilize alternative energy sources, such as amino acids or fatty acids, the brain 
relies upon a continuous supply of glucose delivered by the blood circulation. The 
hormone mainly responsible for the maintenance of blood glucose levels is insulin, 
secreted by the endocrine pancreas. The main function of insulin is to stimulate ana-
bolic reactions for carbohydrates, proteins and fats in tissues, as well as inhibiting 
glycogenolysis and gluconeogenesis in the liver, all of which lead to a reduction in 
blood glucose levels. If one’s glucose concentration level is constantly out of the 
range (70–110 mg/dl), this person is considered to have blood glucose problems 
known as hyperglycemia or hypoglycemia. Diabetes mellitus is a disease of the glu-
cose-insulin regulatory system [1,2], which is referred to as hyperglycemia. The dy-
namic relationship between glucose and insulin in endocrine and metabolic systems 
has been mathematically modeled and studied by many researchers ([2-9], and the 
references cited in [1]).  

The most widely used model in physiological research on the metabolism of glu-
cose is the so-called “minimal model”, which describes intra venous glucose tolerance 
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test (IVGTT) experimental data well with the smallest set of identifiable and mean-
ingful parameters. The minimal model enables estimation of two key indices of glu-
cose/insulin dynamics: insulin sensitivity (SI) and glucose effectiveness (SG). The 
minimal model takes the form of[6] 

011 )0(,)()]([
)(

PGGPtGtXP
dt

tdG
b =++−= , (1)

0)0(),)(()(
)(

32 =−+−= XItIPtXP
dt

tdX
b , (2)

bb IPIItIPttRP
dt

tdI +=−−= 764 )0(),)(()(
)(

, (3)

where[6] R(t) is G(t) - P5, if G(t) > P5 and 0 otherwise. The G(t) [mg/dl],I(t) [μUI/ml] 
is the plasma glucose, insulin concentration at time t [min], respectively. X(t) is an 
auxiliary function representing insulin excitable tissue glucose uptake activity, 
roughly proportional to insulin concentration in a “distant” compartment. Gb [mg/dl], 
Ib [μUI/ml] is the subject’s baseline glycemia, insulinemia, respectively. The[6] P1 is 
the glucose “mass action” rate constant, i.e. the insulin-independent rate constant of 
tissue glucose uptake; P2 is the rate constant expressing the spontaneous decrease of 
tissue glucose uptake ability; P3  is the insulin-dependent increase in tissue glucose 
uptake ability, per unit of insulin concentration excess over baseline insulin; P4  is the 
rate of pancreatic release of insulin after the bolus, per minute and per mg/dl of glu-
cose concentration above the “target” glycemia; P5 is the pancreatic “target glycemia” 
is the first order decay rate constant for insulin in plasma; Refer to De Gaetano and 
Arino [6] for the meanings of the other parameters. Eq. (3) describes the insulin kinet-
ics, so the parameters (P4, P5, and P6) in it are called parameters of insulin kinetics, in 
this paper. 

The parameters of the minimal model are determined using data from either a stan-
dard or modified IVGTT. In the standard IVGTT a bolus of glucose (300 mg/kg) is 
intravenously injected, and blood samples are collected over the 3 h following  
the glucose injection. The insulin sensitivity (SI) and glucose effectiveness (SG) are 
determined by  

1
2

3 , PS
P

P
S GI == . (4)

The minimal model has minimal number of parameters and has been widely used in 
physiological research works. In the applied use of the minimal model, the most im-
portant piece of information is the SI index. However, [6] argues that it has the follow-
ing drawbacks. In this model, the fitting process of the parameters is divided into two 
separate stages: first, the recorded insulin concentration is used as given input data in 
order to derive the parameters in Eq. (1)-(2); second, the recorded glucose concentra-
tion is used as given input to derive the parameters of the third equation. However, the 
glucose-insulin system is an integrated physiologic dynamical system and it should be 
described as a whole with a single-step parameter fitting process.  



 A Numerical Simulation Study of the Dependence of Insulin Sensitivity Index 1079 

In fact, if SI and SG vary slightly within a range of variations of insulin kinetics pa-
rameters (P4, P5, P6), it indicated the two-separate-stage method is reliable. On the 
contrary, if SI and SG have great changes in a range of changes of insulin kinetics 
parameters (P4, P5, P6), then the estimation above should be unbelievable. The aim  
of this paper is to investigate the dependence of insulin sensitivity index (SI) on pa-
rameters of insulin kinetics (P4, P5, P6) by numerical simulation, in which a solution 
of Eq.(1)-(3) was regarded as “the recorded data” in a IVGTT. By randomly taking 
values of P4, P5, P6, we shown that the dependence of SI and SG upon parameters of 
insulin kinetics is not significant.    

2   Methods 

In accordance with the range of parameter P4, P5, P6 in [4,5], we let  

4 5 6(0.01,0.07), (90,140), (0.2,0.6),P P P∈ ∈ ∈  (5)

and fix the other parameters in Eq.(1)-(3), 

5
0 7 2 3 184, 10, 200, 82, 0.03, 2.0 10 , (0,1)b bG I P P P P P−= = = = = = × ∈ , (6)

We got the numerical solutions of Eq.(1)-(3) by applying the Runge-Kutta’s method, 
( ), ( ), ( 1,2, , )j j j jG G t I I t j n= = = , which can be regarded as “experiment data”. A 

linear interpolation can be used to get the function G(t) and I(t). Substituting them 
into Eq.(1)-(2), we estimated the parameters P1, P2, and P3. Therefore, it is possible  
to study the dependence of insulin sensitivity index and glucose effectiveness on 
parameters of insulin kinetics, P4, P5, P6. 

The following method was utilized to get the estimations of parameter P1, P2, P3.  
By Eq. (2), we get 

2 ( )
3 0
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t P t s

bX t P e I s I ds− −= −∫  (7)

Substitute it into Eq. (1), which gives 
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and rewrite it as the following form 

1 3j j jy P A P B= +
 

(10)
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Consequently, If P2 is given, then each (Aj, Bj, yj) can be known by using interpolation 
function G(t) and I(t). We applied linear fitting to obtain the estimation values 

1 3
ˆ ˆ,P P  

of P1, P3. In a range of P2 the simple iterate algorithm was implemented to locate the 
optimal value

2̂P , which was implemented two times. For the first time, the step size 

was set to 0.005 and an optimal value (
2P ) was found. For the second time, restricted 

in the area around
2P , the one-dimensional search was done with step size of 0.0001, 

and a more optimal value 
2̂P  was found. Then

1̂P  and
3̂P were gotten. 

3   Results 

Randomly given 7 different P1 (Table 1), with 100 sets of P4, P5, P6 generated randomly 
by computer, we obtained “experimental data” ( ), ( ),j j j jG G t I I t= =  ( 1,2, , )j n=  

(n=240, and n=27 respectively). The relative errors of SG, P2, P3, SI were calculated, where 
the relative error of P2 is defined as

222 /|ˆ| PPP − . The means and standard deviations of 

100 times computations were listed in Table 1 (n=240). We can see that the overall rela-
tive error is relatively small. The largest mean value of relative errors of SG, P2, P3, SI are 
9.63×10-4, 3.33×10-3, 1.72×10-3, 1.66×10-3, respectively in case of n=240. 

Table 1. The relative errors of each parameter and index in cases of n=240  (mean ≤ s.d) 

P1 SG (10-6) P2 (10-3) P3 (10-3) SI (10-3) 
0.910602 13.589 ≤ 0.337 3.333 ≤ 0.000 1.678 ≤ 0.081 1.661 ≤ 0.081 
0.843094 9.355 ≤ 0.431 3.333 ≤ 0.000 1.694 ≤ 0.079 1.645 ≤ 0.079 
0.709755 2.512≤0.603 3.333 ≤ 0.000 1.694 ≤ 0.064 1.645 ≤ 0.064 
0.628754 1.206 ≤ 0.824 3.333 ≤ 0.000 1.709 ≤ 0.059 1.630 ≤ 0.060 
0.470172 8.492 ≤ 1.656 3.333 ≤ 0.000 1.724 ≤ 0.053 1.615 ≤ 0.053 
0.229834 32.586 ≤ 5.771 3.333 ≤ 0.000 1.789 ≤ 0.014 1.550 ≤ 0.014 
0.024098 963.718≤31.523 3.333 ≤ 0.000 2.126 ≤ 0.341 1.212 ≤ 0.343 

 
According to the standard IVGTT, we took ,j jG I  ( 1, , 27)j = corresponding to 

getting blood samples at 0’, 1’, 2’, 3’, 4’, 5’, 6’, 7’, 8’, 9’, 10’, 11’, 12’, 
15’, 20’, 25’, 30’, 35’, 40’, 50’, 60’, 80’, 100’, 120’, 140’, 160’, 180’. The 
means and standard deviations of 100 times computations were listed in Table 2. The 
largest mean value of relative errors of SG, P2, P3, SI  are 5.6×10-2, 5.1, 2.6, 0.48. 
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Table 2. The relative errors of each parameter and index in cases of n=27 (mean ≤ s.d) 

P1 SG (10-3) P2 (10-1) P3 (10-1) SI (10-1) 
0.910602 56.040 ≤ 0.435 50.867 ≤ 0.000 26.253 ≤ 7.067 4.044≤1.161 
0.843094 46.727 ≤ 0.455 50.867 ≤ 0.000 23.306 ≤ 6.519 4.528≤1.071 
0.709755 30.526 ≤ 0.839 42.931 ≤ 17.036 15.479 ≤ 6.842 4.813 ≤ 1.298 
0.628754 22.317 ≤ 1.605 34.615 ≤ 21.815 11.237 ≤ 6.787 0.436 ≤ 0.185 
0.470172 9.407 ≤ 0.213 2.660 ≤ 1.480 1.734 ≤ 0.819 0.683 ≤ 0.421 
0.229834 1.088 ≤ 0.083 0.580 ≤ 2.436 0.218 ≤ 0.031 0.855 ≤ 0.314 
0.024098 1.717 ≤ 0.770 0.064 ≤ 0.065 0.0188 ≤ 0.019 0.045 ≤ 0.055 

4   Discussion and Conclusion 

In order to investigate the dependence of SI and SG upon parameters of insulin kinetics 
P4, P5, P6, the numerical stimulation was implemented, in which the solutions of 
Eq.(1)-(3) are used as the “experimental data”.  

In Table 1, we can see that for different P1, the relative errors of P2, P3, SI change 
slightly within a small order of magnitude. Although the amplitude of changes of SG 
is bigger than those of the others, the values of the relative errors are small enough. It 
is noted that the results in Table 1 were obtained by taking values of P4, P5, P6 gener-
ated randomly by computer for 100 times, therefore the results indicated that the de-
pendence of SI and SG upon parameters P4, P5, P6 was not significant if a sufficiently 
large number of experimental data (here we took n=240) was used to estimate the 
parameters P1, P2, P3. In fact, G(t) and I(t) are determined by Eq.(1)-(3), which means 
that they must be different for different values of parameters P4, P5, P6. However this 
in the normal (physiological) ranges of these parameters SI and SG are almost un-
changing. Therefore, SI and SG mainly depended upon the other parameters, and it is 
reliable that to estimate SI and SG  by Eq.(1)-(2). 

In the case of n=27, corresponding to the number of blood sample in the standard 
IVGTT, the results were shown in Table 2. The relative errors of each argument var-
ied from small to large along with the changes of P1. But the relative errors here are 
too large to be acceptable.  It may be explained as the location of 

jt is inappropriate, 

which means that the time points and the frequency to get blood samples in IVGTT 
may be reconsidered.  

There are several limitations of current investigation. One assumption is that the 
minimal model (Eq.(1)-(3))  is the robust model to govern the glucose-insulin system. 
However, some of the mathematical results produced by this model are not realistic[4]. 
The main reason is that Eq.(3) is a non-automatic, i.e., the right hand of it involves t 
explicitly, which results in unboundedness of the solution X(t). However, in the view of 
computation, Eq.(3) is the best one chosen by Toffolo [4] from a series of proposed mod-
els, according to their features, such as, the identifiability, plausibility of parameters and 
statistical characteristics of error. Therefore the assumption is reasonable in this study. 

Another limitation of current study is that the “experimental data” did not come 
from physiological test. Some real experimental data need to get for further verifying 
the results. Additionally, from statistical point of view, the number of the computation 
times is not big enough. However It can be shown that there is no significant difference 
in the numbers of the computation times, for example, P1=0.470172 (Table 3). 
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Table 3. The relative errors in different computation times as P1=0.470172 (m.≤ s.d) 

Times SG (10-6) P2 (10-3) P3 (10-3) SI (10-3) 
40 8.44 ≤ 1.46 3.33 ≤ 0.00 1.72 ≤ 0.05 1.62≤0.05 
54 8.41 ≤ 1.71 3.33 ≤ 0.00 1.72 ≤0.05 1.62≤0.05 
73 8.52 ≤ 1.67 3.33 ≤ 0.00 1.72 ≤0.05 1.61 ≤ 0.05 

100 8.49 ≤ 1.66 3.33 ≤ 0.00 1.72 ≤ 0.05 1.62 ≤ 0.05 

 
In conclusion, the dependence of SI and SG upon parameters of insulin kinetics is 

not significant, and which implies that the two-separate-stage method to estimate SI 
and SG is reliable. The frequency and time points of blood samples collection in 
IVGTT need to be studied further. 
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Abstract. In the process of embedded systems modeling and performance 
evaluation, the performance indicators, such as average delay and CPU occu-
pancy rate, are often need to be analyzed and evaluated. In this paper, the 
method for performance evaluation has been proposed, and the library function 
for performance evaluation based on SystemC language has been designed. The 
library function is designed for evaluating performance parameters, calculating 
expectations and confidence interval, and terminating the simulation when the 
performance indicators meet the accuracy requirements. In this paper, the per-
formance evaluation of embedded speech recognition systems by using the  
library function and the method proposed was introduced in detail. For validat-
ing the correctness and practicality of the library function further, the library 
function has been also used in the performance evaluation of wireless AP sys-
tems, as well as in performance evaluation of complex embedded systems based 
on SystemC. It is of great value for extending the library of SystemC. 

Keywords: SystemC; System-level design; Embedded system; Performance 
evaluation; Library function. 

1   Introduction 

System-level design has become important increasingly because of the increase of the 
design complexity and the curtail of the design cycle of embedded systems. By 
modeling the system abstractly before the hardware and software of the system have 
been achieved, the qualitative and quantitative attributes of the system have been 
analyzed. Based on the performance evaluation results, the scheme which designed 
for the system would be estimated when the performance meets the requirement, and 
the repeating of the design has been avoided, because the design scheme has been 
improved in the initial stages of design[1] [2]. 
                                                           
*

 Jin-wei Liu, (1972－ ), male, study on the software/hardware co-designing, system-level  
modeling methods, and network. Si-jia Huo, (1985-), male, study on embedded systems, sys-
tem-level modeling methods, and network. Zhang-qin Huang, (1965－), male, study on the 
software/hardware co-designing, system-level modeling methods, and the network. Yi-bin 
Hou, (1952－), male, study on the software/hardware co-designing, system-level modeling 
methods, and network. Jin-jia Wang, (1983-), male, study on embedded systems. 
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System-level modeling and performance evaluation is the core of system-level 
design, and it is important to evaluate effectively with a abstract model which could 
reflect the attributes of the system accurately[3]. In this paper, the library function for 
performance evaluation is designed for speech recognition systems, and it has been 
designed successfully based on SystemC. It could evaluate the performance 
effectively for embedded systems, such as the average delay and CPU occupancy rate. 

The performance evaluation results are very important in the process of 
performance evaluation for embedded speech recognition systems. In this paper,  
the performance evaluation results has been gotten by studying only a limited number 
of performance parameters based on the simulation methods. In the process of 
performance evaluation, there are two important problems must be solved. One of 
them is how to get and deal with the samples during the process of simulation, and the 
other is how to determine the process of simulation automatically when the 
performance evaluation results meet the need of the requirement[4] [5]. 

The library function for performance evaluation has been designed, and it solved 
the problems successfully. It is designed for counting the samples of performance 
evaluation results and calculating the expectations and the confidence interval. When 
the performance evaluation results meet the need of the requirement, it could 
terminate the simulation. In addition, a function of the library which could make the 
normal distribution random samples has been designed. 

2   The Method of Performance Evaluation 

For evaluating the performance of embedded speech recognition systems, a system-
level framework based on SystemC for embedded speech recognition systems has 
been designed. As figure 1 shows. 

 

Fig. 1. The framework of performance evaluation based on SystemC 

First of all, modeling speech recognition systems abstractly, and partition the 
algorithm into some tasks based on SystemC at system-level with the need of 
requirement. 

Second, design the library for performance evaluation, and the abstract model for 
performance evaluation has been done. As the broken line frame in figure 1 shows. 

Third, the performance evaluation results of speech recognition systems, such as 
the average delay and CPU occupancy rate, could be gotten. As the real line frame in 
figure 1 shows. 

Finally, the model would terminal the simulation when the performance evaluation 
results meet the need of the requirement. 
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3   The Design of the Performance Evaluation Library 

In this paper, the performance evaluation library has been designed with the flow like 
this: 

First of all, the random number of normal distribution class has been designed for 
making the normal distribution random samples. 

Second, the point-estimate value of the average performance evaluation results of 
the samples and its credibility which is called the confidence interval for embedded 
speech recognition systems has been calculated with the confidence class. 

Third, the number of simulation times were controlled by the convergence class, 
and it would terminate the process of simulation when the performance evaluation 
results meet the need of the requirement. 

Finally, the statistics class has been designed successfully with using the classes 
which just be designed expediently, and it could count the number of the samples 
which meet the need of the requirement. 

The UML of the performance evaluation library is shown in figure 2. 

 

Fig. 2. The UML of the library function for performance evaluation 

3.1   The Random Number of Normal Distribution Class 

In order to make the random normal distribution samples, the random number of 
normal distribution class was designed, and its mathematical methods are as follows. 

According to the function of the probability density of the normal distribution, 
expression 1 could be gotten. 
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The expression shows that the probability density which is near the average value 
which called μ is bigger, and which is far from the average value is smaller. So, the 
random samples would be made could meet the kind of distribution if its probability 
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is bigger when is close to the average value, but is smaller when is far from the 
average value. Therefore, the samples could be gotten like this: in one hand, the value 
which is below the curve of the probability density would be kept; and in the other 
hand, the value which is up the curve of the probability density would be removed. 

In this way, the random number of normal distribution class has designed, and the 
UML of it is shown in figure 3. 

 

Fig. 3. Random number of normal distribution class 

The class has verified in the environment of the embedded speech recognition 
system which is based on the system-level of SystemC language, and it could make 
random samples which could meet the normal distribution. Because of the positive 
correlation between the probability density and the number of the sample, the 
probability density would be bigger if the number of the sample is larger, and the 
length of voice frame samples is 72. As figure 4 shows. 

 

Fig. 4. Normal distribution of the length of voice frame samples 

3.2   The Confidence Class 

The confidence category includes two sub-classes: one if them is the probability 
distribution class, and the other is the confidence interval class. The probability 
distribution class is used to calculate the median value of the samples which confidence 
level is certain, and the confidence interval class is designed for calculating the average 
value and the confidence interval of the random samples. 

3.2.1   The Probability Distribution Class 
The median value of the T distribution which confidence level is certain could be 
calculated by using the median value of the beta distribution which is lebeled βp, and 
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the median value of the beta distribution could be gotten with the iterative method. 
The mathematics methods are as follows[6]: 

The relationship between the T distribution and the expression Ix(a,b) is shown in 
expression 2. 
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When the quantile p∈(½,1) and tp>0 are true, expression 3 would be true. 
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So, expression 4 could be gotten. 
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If the quantile p∈(0, ½) and tp<0 are true, the expression tp(n)=-t1-p(n) would be true 
too.  

Therefore, the expression tp(n) could be gotton by using expression 5. 
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And the quantile p* in expression 5 could be gotten by using expression 6. 
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The expression )
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pβ which is labeled 6 could be gotten with the iterative method, 

and the iterative method is suitable for calculating the median value. 
Because of the truth of the expression βp(a,b)∈(0,1), the resultful interval of the 

equation f(x)=Ix(a,b)-p=0 is (0,1). With the iterative method, the approximative 
results of the median value which could meet the requirement, and the expression 
Ix(a,b) could be gotten with expression 7. 
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According to mathematical methods, the probability distribution class has designed, 
and the UML of it is shown in figure 5. 
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Fig. 5. Probability distribution class 

The class has verified in the environment of the embedded speech recognition 
system which is based on the system-level of SystemC language, and it could get the 
T distribution value. When the number of the random samples is 2147483647, it is 
considered that the number of the random samples is infinitude, and the T distribution 
value which has calculated is 1.95996. It is very accord with the value which is refer 
to the sheet of the T distribution value. 

3.2.2   The Confidence Interval Class 
The confidence interval technical is used for calculating the definition of the point-
estimate value of the average value of the samples in the confidence interval class. Its 
mathematics methods is as follows[7]: 

The performance evaluation results of the embedded speech recognition system 
which is based on SystemC language could be gotten through the average value of the 
random samples which is labeled μ, and it could be calculated with expression 8. 
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The average value of the random samples which is labeled μ in expression 8 could be 
insteaded of μ  in expression 9. 
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In this paper, the confidence interval technical has been used because the performance 
evaluation results which were gotten with the simulation method would be 
significative when it meet the need of the requirement. In one hand, the precision of 
the performance evaluation results could be gotten; and in the other hand, the process 
of simulation would be terminated when the precision of the performance evaluation 
results meet the need of the requirement. The scheme in detail is as follows: 

According to the theorem of central limit, if the expression X1,X2,…,Xn with 
independent distribution, and its expectation and variance were μ and δ2, the 

expression μ== ∑
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 would be subjected to the normal distribution when the 

number of the random samples is unnumberable, and the expectation and variance of 
the distribution were μ and δ2. In this case, the expression 

δ
μ−R

n  could be 

subjected to the normal distribution, and the confidence interval of the expression 
],[ 21 ϕϕ  which confidence level lebeled μ is 1-α could be gotten with expression 10. 
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The expression S in expression 10 could be gotten with expression 11, and the 
expression tn-1(α/2) is the sub-sites which could be subjected to the expression α/2 of 
the T distribution. 
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In this way, the confidence interval class has designed successfully, and the UML 
of it is shown in figure 6. 

 

Fig. 6. Confidence interval class 

The class has verified based on SystemC at system-level in the environment of the 
embedded speech recognition system, and it could get the expectation and confidence 
interval which are refer to the value by using the mathematical methods. For example, 
ten random samples are given: 10.1, 10.0, 9.8, 10.5, 9.7, 10.1, 9.9, 10.2, 10.3, and 9.9, 
and the expectation and confidence interval which confidence level is 0.95 are wished 
to get. By using the class, the results could be gotten, and the expectation and 
confidence interval are 10.05 and [9.87723, 10.2228]. It is quite refer to the value 
10.05 and [9.88, 10.22] which are gotten with the mathematical methods. 

3.3   The Convergence Class 

The convergence class could terminate the process of simulation when the performance 
evaluation results meet the needs of the requirement, and there are two ways for 
designing. One of them is terminating the simulation when the difference of the results 
of the functions meet the needs of the requirement. The other is terminatng the 
simulation when the difference between the discrete point-estimate value of the average 
performance evaluation results and the adjacent point-estimate value of the random 
samples meet the needs of the requirement. In this paper, the convergence class has 
been designed by using the second one, and the UML is shown in figure 7. 

The class has verified based on SystemC at system-level in the environment of the 
embedded speech recognition system, and it could terminate the process of simulation 
because the performance evaluation results meet the need of the requirement when it 
has simulated and analyzed for about 850 random samples successfully. 
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Fig. 7. Convergence class 

3.4   The Statistics Class 

The statistics class was designed successfully for using the classes which just be 
designed expediently and counting the numbers of the samples which could meet the 
need of the requirement, and the UML of it is shown in figure 8. 

 

Fig. 8. Statistics class 

The class has verified in the environment of the embedded speech recognition 
system which is based on the system-level of SystemC language, and it could work 
very well. 

4   Applications of the Library 

After the performance evaluation library has been designed, embedded speech 
recognition systems and the wireless AP systems have been modelled, and the 
performance of the systems has been evaluated. The correctness of the performance 
evaluation library has been verified by the model designed. In this paper, the 
performance evaluation results of speech recognition systems, such as the delay time 
and CPU occupancy rate, would be introduced in detail. 

4.1   Performance of the Delay Time 

The delay time of the system is the delay between a whole command received and the 
command has been processed.By the simulation, the relationship between delay time 
and the length of voice frame samples has been gotten as the figure 9.  
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Fig. 9. The relationship between delay time and the length of voice frame samples 

The delay time increases when the length of voice frame samples increase and it is 
below 132, and then the delay time decreases when the length of voice frame samples 
increase. From the evaluation results, the minimum delay time is 30 ms, the maxi-
mum delay time is 2500 ms, and the average delay time is 1316 ms. 

4.2   Performance of the CPU Occupancy Rate 

For making more effective use of the CPU resources for embedded systems, CPU 
occupancy rate of the collection and extraction process has been evaluated. By the 
simulation of the model, the relationship between CPU occupancy rate and the length 
of voice frame samples has been gotten, as shown in figure 10. 

 

Fig. 10. The relationship between CPU occupancy rate and the length of voice frame samples 

The CPU occupancy rate of the collection and extraction process as the thiner line 
shows, and the CPU occupancy rate of the whole speech recognition process as the 
bold line shows. The CPU occupancy rate of the collection and extraction process 
increases when the length of voice frame samples increase from 23.880% to 26.157%, 
the CPU occupancy rate of the whole speech recognition process increases when the 
length of voice frame samples increase from 30.953% to 76.035%, and the CPU 
occupancy rate of the whole speech recognition process decreases when the length of 
voice frame samples increase from 76.035% to 69.951%. 

5   Conclusion 

With the method for performance evaluation proposed, the performance evaluation 
library based on SystemC language has been designed, and it could help designers 
evaluate the performance of their systems. By using the design method porposed and 
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the library designed, the performance of embedded speech recognition systems has 
been modelled, and the performance parameters, such as the delay time and the CPU 
occupancy rate, have been gotten by simulation. For validating the correctness and 
practicality of the library function further, the library function has been also used in 
the performance evaluation of wireless AP systems, as well as in performance 
evaluation of complex embedded systems based on SystemC. It is of great value for 
extending the library of SystemC. 
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Abstract. The objective of this paper is to propose an intelligent computing  
algorithm, represented by an artificial neural network model, to analyze the dy-
namics of stock prices of banks. Through the empirical application of the model 
developed, it is expected to obtain indications about the ability of the artificial 
neural network model developed to generalize the phenomenon analyzed. So 
the research aims to provide empirical results about the use of non-linear meth-
ods of analysis for the study of the dynamics of banks’ stock prices, enriching 
the prospects for research in terms of methodological tools. 

Keywords: Neural Networks, Forecasting, Stock Returns; Banks. 

1   Introduction 

The international financial crisis started in the 2008 has highlighted the inability of 
the financial markets to predict and analyze the phenomena that can influence the 
dynamics of stock prices of the banks. This is largely due to a gap of knowledge re-
garding both the variables and phenomena that can influence the stock prices and the 
techniques which are able of analyzing the available information.  

This paper has a dual objective: (a) to analyze empirically the ability of the artifi-
cial neural network model developed to generalize the phenomenon of the dynamics 
of stock prices of banks through the use of some variables chosen as inputs; (b) to 
propose an evolution of the artificial neural network model developed and empirically 
applied.  

So far the scientific literature has addressed the analysis of the relations that bind 
corporate variables and stock prices of banks primarily through linear methods of 
analysis [Cooper, Jackson, Patterson (2003); Romagnoli (2007)]. This leads to an 
obvious gap in financial literature about the analysis of the methodological tools used 
to study the phenomenon analyzed.  

This paper aims in fact to contribute to the literature on the methodological  
tools used for the analysis of the efficiency of capital markets [Fama (1970); 
Grossman (1976); Grossman, Stiglitz (1980); Tobin (1984); White (1988); Clemen 
(1989); Granger, Newbold (1989); Fama, French (1993); Grudnitski, Osburn (1993); 
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Clements, Hendry (1998); Makridakis, Wheelwright, Hyndman (1998); Shachmurove, 
Witkowoska (2000); Lam (2004); Dutta, Jha, Laha, Mohan (2006); Moreno, Olmeda 
(2007)] in the field of forecasting and interpreting the dynamics of stock prices of 
listed companies, with a specific focus on the utilizing of artificial neural networks to 
the prediction of stock prices of banks, that is an issue still unexplored by the literature.  

In the last twenty years there has been a growing body of literature based on the 
comparison of artificial neural network to traditional statistical methods of analysis in 
economics and finance.  

Hertz, Krogh and Palmer (1991) offer a comprehensive view of neural networks 
and issues of their comparison to statistics.  

Many economists also advocate the application of neural networks to different 
fields in economics and finance [Altman, Marco, Varetto (1994); Baestaens (1994); 
Bierens (1994); Cheh, Weinberg, Yook (1999); Cogger, Koch, Lander (1997); Dutta, 
Jha, Laha, Mohan (2006); Grudnitski, Osburn (1993); Hamm, Brorsen B. Wade 
(2000); Hawley, Johnson, Raina (1990); Hu, Tsoukalas (1999); Jagielska (1993); 
Kuan Chung-Ming, White (1994); Lam (2004); Ling (1993); McNelis (2004); Refenes 
(1995); Refenes, White (1998); Shachmurove, Witkowoska (2000); White (1988); 
White (1992)].  

The non-linear and often obscure relations that govern the economic and financial 
variables, the presence of significant amounts of data and the failures of the conven-
tional mathematical and statistical models have encouraged a growing development of 
studies on the neural networks in the economic and financial fields. Many studies 
were devoted in particular to the study of neural networks as models able to predict 
historical time series of economic and financial data [Clemen (1989); Clements, Hen-
dry (1998); Dutta, Jha, Laha, Mohan (2006); Granger, Newbold  (1989); Lam 
(2004); Makridakis, Wheelwright, Hyndman (1998); Moreno, Olmeda (2007); White 
(1988); White (1992)]. According to Granger (1991), non-linear relationships in fi-
nancial and economic data are more likely to occur than linear relationships. Several 
authors have also examined the application of neural networks to financial markets, 
where the non-linear properties of financial data provide many difficulties for tradi-
tional methods of analysis [Omerod, Taylor, Walker (1991); Grudnitski, Osburn 
(1993); Altman, Marco, Varetto (1994); Kaastra, Boyd (1995)]. 

About the specific theme of this research, Yoon and Swales (1997) compare neural 
networks to discriminative analysis with respect to the prediction of stock price per-
formance and find that the neural network is superior to discriminative analysis in its 
predictions. So neural networks can be designed and trained to discern historical data 
patterns in order to predict future stock price trends.  

Kryzanowski, Galler and Wright (1993) and Zirilli (1997) have shown that  
neural networks can recognize stocks outperforming the market. Kryzanowski, Galler 
and Wright (1993) also trained neural networks to classify correctly 72% of the test 
stocks in relation to their performance. Refenes (1995) and Bansal and Viswanathan 
(1993) explore a dynamic version of the arbitrage pricing model (APT), replacing 
linear regression with neural networks to rank stocks. These authors find that, com-
pared to regression models, neural networks better identify stocks that outperform the 
market.  
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2   The Method: The Artificial Neural Network Model 

As regards the method, this research is based on the hypothesis that the intelligent 
computing techniques are able to discover aspects of the phenomenon of the share-
holders’ value added in banking otherwise invisible.  

An empirical analysis was then carried out using an Artificial Neural Network 
Model – ANNm.  

Artificial Neural Networks are non-linear mathematical models that can be trained 
to map past and future values of time series data and thereby extract hidden relation-
ship that govern the data. Artificial Neural Networks consist of multiple neurons 
which are extensively interconnected and organized in layers similar to those of a 
decision tree. These neurons work in unison to solve specific problems and, when 
trained through time series of data, become potent tools for analysis and forecasting.  

A single artificial neuron, which is the basic element of the neural network, com-
prises several inputs (i1, i2, …, im) and one output (y) that can be written as follows: 

y = f(in, wn)                              (1) 

where, wn are the function parameter weights of the function f. 
Equation (1) is called an activation function. Each artificial neuron determines its 

output by applying an activation function and weights to inputs. The activation func-
tion of the ANNm developed for this research is the symmetrical sigmoid function that 
can be written as follows: 

f(y) = 1 / [1 + exp(-kΨy)]               (2) 

where, Ψ > 0 is the slope of sigmoid in its point of inflection y = 0, and k is a constant. 
The output (y) of the symmetrical sigmoid function is included in the range [-1, 1].  

With regard to architecture of the ANNm, it has developed a neural network multi-
layer fully connected and characterized by 4 hidden layers. The neurons in each layer 
are: 27 input neurons, 15 neurons in the first hidden layer, 10 neurons in the second 
hidden layer, 10 neurons in the third hidden layer, 7 neurons in the fourth hidden layer 
and 1 output neuron.  

The response of an artificial neural network is determined by the synaptic values 
(weights) of the connections between the nodes of the neurons. In the same way bio-
logical nervous systems are able of learning by experience, artificial neural networks 
learn the reality analyzed by changing gradually their synaptic values (weights) ΔWij 
when trained through time series of data (pattern of input and output) and through the 
use of a learning algorithm. 

The learning algorithm used in the training of the ANNm developed is the back 
propagation algorithm with learning for cycles (on line). It is so developed an ANNm 
feed-forward. In the learning for cycles, the changing of the synaptic values (weights) 
ΔWij of the ANNm is calculated after each presentation of a single pattern. The  
new configuration of the synaptic values (weights) after a cycle of training is calcu-
lated by adding the change obtained ΔWij(t) to the previous configuration of the syn-
aptic values Wij(t-1). The speed of learning is regulated by a constant η – the learning 
rate – which defines the portion of change that is applied to the synaptic values. The 
equation of learning can be write as follows: 



1096 V. Pacelli 

Wij(t) = Wij(t-1) + η ∆Wij(t),    (3) 

where, 0< η<1 and, in the ANNm developed, η = 0,7.  
The training of the ANNm developed was interrupted when the mean square error 

has become less of the value 0,0001. At the end of the training of the first ANNm 
(output at time "t") the mean square error was 0,00002. At the end of the training of 
the second ANNm (output at time "t+1") the mean square error was 0,00007. 

Once the learning phase was completed, the synaptic values are frozen and it is 
possible to study the response of the ANNm on other patterns of data in the phase of 
test. The phase of test consists in the presentation of new patterns and in the calcula-
tion of activation of the nodes of the ANNm with synaptic weights frozen.  

It was carried out testing of the ANNm through three patterns of input and output 
(records) that have not been used for the training. The results of the tests of the 2 
ANNm were as follows: (a) the mean square error for the first ANNm (output at time 
"t") was 0,0031; (b) the mean square error for the second ANNm (output at time "t 
+1") was 0,0465. So both the ANNm are very precise. This means that the ANNm 
developed have a good ability to generalize the phenomenon analyzed1.  

3   Description of the Data 

In order to train and test the ANNm developed, an empirical study was conducted on 
the ability to create and diffuse economic value by a panel of listed European banks.  

The empirical analysis was conducted from 2002 to 2006 on a panel of 16 banks. 
The panel of banks was selected from a population of European banks listed, active 

and independent at the end of December 20062.  
Using data emerged from the empirical analysis, 2 different ANNm have developed 

which are completely identical in both mathematical and scientific architecture and 
about the inputs used, but which are different about the output considered. The first 
ANNm considers as output the per cent annual variation of the share prices of banks in 
the reference year of the inputs (year “t”). The second ANNm considers as output the 
per cent annual variation of the share prices of banks in the year following that refer-
ence the inputs (year “t+1”). 

The 27 inputs used in the 2 ANNm were calculated for the 16 banks investigated 
and for the 3 years analyzed (48 patterns of input and output or 48 records). The 27 
inputs are as follows:  

 Net income; 
 per cent annual variation of the Total Capital; 
 per cent annual variation of the Equity; 
 per cent annual variation of the Total Capital ratio; 
 per cent annual variation of the Tier 1 Capital ratio; 

                                                           
1 A problem may be represented by a possible overfitting of the neural networks that would 

decrease the probability that neural networks discover the general function that describes  
the phenomenon analyzed. This problem can be overcome by increasing the number of the 
pattern of input and output used for the training and the testing of the neural networks.  

2 The empirical analysis was conducted on data from consolidated balance of banks by source 
Bankscope.  
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 per cent annual variation of the Capital Funds to Liabilities ratio; 
 per cent annual variation of the Total Assets;  
 per cent annual variation of the Total Earning Assets; 
 per cent annual variation of the Fixed Assets; 
 per cent annual variation of the Intangible Assets by bank’s accounting; 
 per cent annual variation of the Cost to Income ratio; 
 per cent annual variation of the Net Interest Margin ratio, which can be esti-

mated as follows:  

Net Interest Margin= (Interest Margin/Average Total Earning Assets)*100     (4) 

 Knowledge Capital Earning (KCE), which can represent an indicator about 
the variation of the organizational capital3 and can be estimated as follows: 

KCE = (Net Interest Margin - Tasso EURIBOR)*Total Earning Assets  (5) 

 per cent annual variation of the Deposits & Short Term Funding; 
 per cent annual variation of an evaluation of Brand towards customers, 

which can be estimated as follows: 

ΔVb = (Δ bank “x” funding) - (Δ banks analyzed average funding)    (6) 

 per cent annual variation of the Dividend Pay Out ratio; 
 per cent annual variation of the Price to Book Value ratio; 
 per cent annual variation of the Price to Earning ratio; 
 per cent annual variation of an evaluation of the reputational (or relational) 

capital (RCV) towards financial markets, which can be estimated as follows: 

RCV = [(P/BV) - (Roae/Ke)]*Equity        (7) 

 per cent annual variation of the Return on Average Equity ratio;  
 per cent annual variation of the cost of equity (Ke) which can be estimated by 

using the Capital Asset Pricing Model as follows:     

Ke = rf + β(rm - rf)         (8) 

where: 
o rf is the riskless return rate and was estimated as equal to the annual average of the 

Euribor rate at 3 months; 
o rm is the expected market return rate for similar investments and was estimated as 

equal to 9,16% which is the minimum annual return rate – between 2002 and 2006 
– of the Italian banking sector index by Borsa Italiana; 

o β is the beta of the share and expresses the historical relation between the variation 
of market returns and the variation of the share returns. In other words, the beta of 
the share measures the sensitivity of the share trend to the variations of the market 
index. The beta of a one-year share has been considered as correlated with the Mib 
30 Index (for Italian banks) and with the DJ Euro Stoxx 50 index (for Foreign 
banks).     

 

                                                           
3 See Lev (2001); Aiaf (2003), pp. 40-41.  
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 per cent annual variation of the economic capital value, which was estimated 
by using a revenue method as follows: 

Economic Capital Value = Net Income/ Ke    (9) 

 per cent annual variation of the annual average of the Euribor rate at 3 
months; 

 per cent annual variation of the Beta; 
 annual Volatility of shares prices, which was estimated as follows: 

Vp = [(PMax - PMin)/( PDec)]*100     (10) 

where: 
o PMax is the high annual value of the share prices; 
o PMin is the low annual value of the share prices; 
o PDec is the share price at December of the year analyzed. 

 per cent variation – between 2 year – of the Net income; 
 upgrade or downgrade of Fitch Rating Long Term. 

The inputs’ portfolio developed provides – as a whole – an estimate of the dynam-
ics of the variables which determine the supply and demand of the economic capital 
of a bank. The ANNm developed, therefore, aims to enhance the impact of each vari-
able of input considered on the bank share prices (output of the ANNm).  

Once developed and tested the 2 ANNm, in order to determine the effects on out-
puts caused by the variations of each input, it is proceeded – for the 2 ANNm – as 
follows.  

Increased individually by 10% the values of each input of the 2 ANNm, keeping 
time to time constant the values of the other 26 input, it was studied the deviations of 
the output produced by the ANNm as a result of the variation of the input from the 
output expected, namely that provided by the ANNm without variations of inputs. 

First ANNm: Ot = f[(1,10 * I1); K I2-27]    (11) 

Second ANNm: Ot+1 = f[(1,10 * I1); K I2-27]    (12) 

In order to be used to train the ANNm, the patterns of input and output must be ap-
propriately amended (normalised) through their transformation into the range [-1, 1] 
as follows: 

I = Imin + [(Imax-Imin)*(D-Dmin)/(Dmax-Dmin)]    (13) 

where: 
 Dmin and Dmax are the extreme values of the ranges – namely the maximum 

and minimum values – of the variables of input and output;  
 D is the value of each input and output;  
 Imax and Imin are the new extreme values of the range or “-1” and “1”. 

4   The Empirical Results 

This paragraph introduces the empirical results produced by the application of the 2 
ANNm developed in accordance with the methodology outlined in paragraphs 3 and 4.  
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A first result is about the ability of the 2 ANNm developed to generalize the phe-
nomenon analyzed. As previously underlined, the results of the tests of the 2 ANNm 
were as follows: (a) the mean square error for the first ANNm (output at time "t") was 
0,0031; (b) the mean square error for the second ANNm (output at time "t +1") was 
0,0465. So both the ANNm are very precise. This means that the ANNm developed 
have a good ability to generalize the phenomenon analyzed. 

A second result is about the influence of the variables used as input in pricing of 
the economic capital of the banks. The analysis of the data reveals that the variables 
used as input of the 2 ANNm do not have a significant influence on the share prices of 
the banks (output of the ANNm).  

As a result, in fact, of the increase of 10% of each input, the per cent variations of  
the outputs of the 2 ANNm compared with the outputs expected are included among the 
maximum limit of 6,04% (as a result of the variation of the equity at time “t”) and the 
minimum limit of -5,80% (as a result of the variation of the Price to Earning ratio at 
time “t”).  

According to the ANNm developed, therefore, the inputs analyzed do not influence 
the share prices of the banks, both in the year of the inputs’ accounting and in the fol-
lowing one. And I am not so surprised by this. As it is possible to deduce from the 
portfolio of the inputs analyzed, the 2 ANNm have been developed using as inputs 
information – or data – characterized by a quantitative nature and freely accessible 
through the public disclosure of the banks or the financial markets. In other words, the 
2 ANNm have been developed using as inputs indicators characterized by a not innova-
tive nature – these being derived from information already incorporated in the share 
prices – as required by the economic theory assuming a good efficiency of the markets. 

What then emerges represents a not surprising fact which leads to evolve the artifi-
cial neural network model (ANNm) developed in the direction that is illustrated in 
Appendix A. 

5   Concluding Remarks 

The empirical results emerging through the application to the panel of the banks ana-
lyzed of the non-linear method of analysis described in the paper seem to reveal the 
following relevant aspects:  

1. The variables characterized by a purely quantitative nature and measurable us-
ing public and not innovative information do not seem to express a significant influ-
ence on the share prices of the banks. This is because these variables are already re-
flected and incorporated in the share prices, assuming a good efficiency of the markets; 

2. The ANNm developed have a good ability to generalize the phenomenon  
analyzed. 

The two considerations highlighted above lead indirectly to a third consideration:  
3. There are some banks’ variables – often characterized by an invisible and in-

tangible nature – which contribute to the creation of the value and the price of the 
economic capital of a bank but are difficult to measure or account through linear 
methods of analysis that consider only quantitative and public data. So it would be 
superficial not analyze these intangibles variables because the empirical evidence 
shows that these intangibles have a fundamental importance both in determining the 
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expectations of investors in the banking shares and in determining the competitive 
advantage of the bank in the market.  

The three considerations highlighted above lead to a fourth consideration which is 
essentially methodological and is about the effectiveness of an integrated approach, 
which is based on the joint use of linear and non-linear methods of analysis to study the 
phenomenon analyzed in this paper. Through this research, in fact, it emerges that the 
artificial neural network model developed have a good ability to generalize the phe-
nomenon.  

As highlighted previously, in fact, the artificial neural networks are particularly 
suited to analyze and interpret – revealing hidden relationships that govern the data – 
complex and often obscure phenomena and processes, which are, for example, those 
governing the dynamics of the share prices in financial markets. In order to be effi-
cient, an artificial neural network must be properly developed and trained. About the 
adequacy of the ANNm’s training, there are two weaknesses of the ANNm developed in 
this research that are about the number of the records (patterns of inputs and output) 
used to train the ANNm and the purely quantitative and public nature of the inputs ana-
lyzed. As highlighted previously the artificial neural networks have as many chances to 
be efficient as more numerous are the series of data (records) used to train the ANNm. 
In this research the number of the records used to train the ANNm was relatively small.  

The second weakness of the ANNm developed is about the purely quantitative and 
public nature of the inputs analyzed. In order to develop an efficient ANNm, in fact,  
it would be necessary to consider and analyse all the phenomena which are able to 
influence – both directly and indirectly – the share prices of the banks.  

However if the first weakness can be easily remedied by increasing the number of the 
banks analyzed and extending the period of analysis in order to increase the number of 
the records, there would be further difficulties – from the viewpoint of a researcher 
outside the bank – where you would overcome the second weakness. Many phenomena 
that can significantly influence the share prices of the banks have, in fact, essentially a 
qualitative nature and a profile of confidentiality which hinders their disclosure. Many 
of these phenomena, therefore, are hardly measurable and, consequently, analyzable 
because of their qualitative nature. And where quantifiable, the information on these 
phenomena have a profile of confidentiality which hinders their disclosure. 

These arguments, however, are not reasons enough to hinder the theoretical evolu-
tion of the ANNm developed (see Appendix A). Obviously the artificial neural net-
works, which aim to predict bank stock returns through a comprehensive study of the 
possible relevant phenomena, will have inevitably a disclosure and, therefore, an 
utility strictly within the bank, as means of strategic planning and internal control of 
the management. This is because only the management of the bank has all those con-
fidential and qualitative information that should be used as input of an artificial neural 
network which has such an ambitious aim. 

References 

1. Aiaf.: Intangibles: metodi di misurazione e valorizzazione. In: Quaderno di ricerca 113 
(2003) 

2. Altman, E.I., Marco, G., Varetto, F.: Corporate Distress Diagnosis.: Comparisons Using 
Linear Discriminant Analysis and Neural Networks (The Italian Experience). Journal of 
Banking and Finance 18, 505–529 (1994) 



 An Intelligent Computing Algorithm to Analyze Bank Stock Returns 1101 

3. Baestaens, D.E.: Neural Network Solutions for Trading in Financial Markets. Financial 
Times Management, London (1994) 

4. Bansal, R., Viswanathan, S.: No Arbitrage and Arbitrage Pricing: A New Approach. Jour-
nal of Finance 48(4), 1231–1262 (1993) 

5. Bierens, H.J.: Comment on Artificial Neural Networks: An Econometric Perspective. 
Econometric Reviews 13 (1994) 

6. Cheh, J.J., Weinberg, R.S., Yook, K.C.: An Application of an Artificial Neural Network 
Investment System to Predict Takeover Targets. Journal of Applied Business Re-
search 15(4), 33–45 (1999) 

7. Clemen, R.T.: Combining Forecast. A Review and Annotated Bibliography. International 
Journal of Forecasting 5, 559–583 (1989) 

8. Clements, M.P., Hendry, D.F.: Forecasting economic time series. Cambridge University 
Press, Cambridge (1998) 

9. Cogger, K.O., Koch, P.D., Lander, D.M.: A Neural Network Approach to Forecasting 
Volatile International Equity Markets. In: Hirschey, M.M., Wayne, M. (eds.) Advances in 
financial economics, Greenwich, Conn. and London, pp. 117–157. JAI Press (1997) 

10. Cooper, M.J., Jackson III, W.E., Patterson, G.A.: Evidence of predictability in the cross-
section of bank stock returns. Journal of Banking and Finance 27, 817–850 (2003) 

11. Dell’Atti, S., Pacelli, V.: Prezzo e valore nelle banche. Un’analisi empirica nei principali 
gruppi bancari italiani. Banche e Banchieri 6 (2006) 

12. Dutta, G., Jha, P., Laha, A.K., Mohan, N.: Artificial Neural Network Models for Forecast-
ing Stock Price Index in the Bombay Stock Exchange. Journal of Emerging Market  
Finance 5 (2006) 

13. Fama, E.F.: Efficient capital market: a review of theory and empirical work. Journal of Fi-
nance (May 1970) 

14. Fama, E.F., French, K.R.: Common Risk Factors in the Returns on Stocks and Bonds. 
Journal of Financial Economics 33 (1993) 

15. Granger, C.W.J.: Developments in the Nonlinear Analysis of Economic Series. Scandina-
vian Journal of Economics 93(2) (1991) 

16. Granger, C.W.J.: Newbold.: Forecasting Economic Time Series. Academic Press, Inc., 
New York (1989) 

17. Granger, C.W.J., Ramanathan, R.: Improved Methods of Combining Forecasts. Journal of 
Forecasting 3, 197–204 (1984) 

18. Grossman, S.J.: On the efficiency of competitive stock markets where traders have differ-
ent information. The Journal of Finance XXXI, 2 (1976) 

19. Grossman, S.J., Stiglitz, J.E.: On the impossibility of informatively efficient markets. The 
American Economic Review 70 (June 1980) 

20. Grudnitski, G., Osburn, L.: Forecasting S&P and Gold Futures Prices: An Application of 
Neural Networks. Journal of Futures Markets 13(6), 631–643 (1993) 

21. Hamm, L., Brorsen, W.B.: Trading Futures Markets Based on Signals from a Neural Net-
work. Applied Economics Letters 7(2), 137–140 (2000) 

22. Hawley, D.D., Johnson, J.D., Raina, D.: Artificial Neural Systems: A New Tool for Finan-
cial Decision-Making. Financial Analysis Journal, 63–72 (November/December 1990) 

23. Hertz, J., Krogh, A., Palmer, R.G.: Introduction to the Theory of Neural Computation, 
Redwood City. Addison-Wesley, Reading (1991) 

24. Hu, M.Y., Tsoukalas, C.: Combining Conditional Volatility Forecasts Using Neural Net-
works: An Application to the EMS Exchange Rates. Journal of International Financial 
Markets, Institutions & Money 9(4), 407–422 (1999) 



1102 V. Pacelli 

25. Jagielska, I.: The application of neural networks to business information systems. In: Pro-
ceedings of 4th Australian Conference on Information Systems, Brisbane, pp. 565–574 
(1993) 

26. Kaastra, I., Boyd, M.S.: Forecasting Futures Trading Volume Using Neural Networks. 
Journal of Futures Markets 15(8) (December 1995) 

27. Kryzanowski, L., Galler, M., Wright, D.W.: Using Artificial Neural Networks to Pick 
Stocks. Financial Analysts Journal 49(4), 21–27 (1993) 

28. Kuan, C.C.M., White, H.: Artificial Neural Networks: An Econometric Perspective. 
Econometric Views 13(1), 1–91 (1994) 

29. Lam, M.: Neural network techniques for financial performance prediction: integrating fun-
damental and technical analysis. Decision Support Systems 37 (2004) 

30. Lev, B.: Intangibles: Management, Measurement, and Reporting. Brookings Insitution 
Press, Washington (2001) 

31. Ling, C.S.: Choosing the right neural network model for trading. In: Proceedings of First 
Symposium on Intelligent Systems Applications, Singapore, pp. 26–33 (1993) 

32. Makridakis, S., Wheelwright, S.C., Hyndman, R.J.: Forecasting - Methods and Applica-
tions. John Wiley & Sons, New York (1998) 

33. McNelis, P.D.: Neural Networks in Finance: Gaining Predictive Edge in the Market. Aca-
demic Press, Inc., New York (2004) 

34. Moreno, D., Olmeda, I.: Is the predictability of emerging and developed stock markets 
really exploitable? European Journal of Operational Research 182 (2007) 

35. Omerod, P., Taylor, J.C., Walker, T.: Neural Networks in Economics. In: Taylor, M.P. 
(ed.) Money and Financial Markets. Blackwell, Cambridge (1991) 

36. Refenes, A.P.: Neural Networks in the Capital Markets. John Wiley & Sons, New York 
(1995) 

37. Refenes, A. P., White, H.:Neural Networks and Financial Economics. International Journal 
of Forecasting 17 (1998)  

38. Romagnoli, A.: Indici di bilancio e rendimenti di borsa: un’analisi per le banche italiane. 
Temi di discussione della Banca d’Italia 648, Roma (2007) 

39. Shachmurove, Y., Witkowoska, D.: Utilizing Artificial Neural Network Model to Predict 
Stock Market, Caress Working Paper. 11 (2000) 

40. Tobin, J.: On the efficiency of the financial system. In: Lloyds Bank Review, Luglio 
(1984) 

41. White, H.: Economic Prediction Using Neural Networks: The Case of IBM Stock Prices. 
In: Proceedings of the Second Annual IEEE Conference in Neural Networks, pp. 451–458. 
IEEE Press, New York (1988) 

42. White, H.: Artificial Neural Networks: Approximation and Learning Theory. Blackwell, 
Oxford (1992) 

43. Zirilli, J.S.: Financial Prediction Using Neural Networks. International Thompson Com-
puter Press, London (1997) 

 
 
 
 
 
 
 
 
 



 An Intelligent Computing Algorithm to Analyze Bank Stock Returns 1103 

Appendix A 

In this Appendix it is proposed an evolution of the ANNm described in paragraph 3, 
with similar mathematical architecture but different input4. 

Table 1. New Input for the Artificial Neural Network Model 
p

I nput of the Artificial Neural Networ k

  
I . Indicators about the var iation of the financial capital and the financial capital 
adequacy to r isk weighted assets

  I  a). I ndicator about the variation of the equity
  I  b). I ndicator about the variation of the tier 1 and total capital 

  
I  c). I ndicators about the variation of the financial capital adequacy to risk 
weighted assets

  I I . Indicators about the var iation of the tangible and visible capital
  I I I . Indicators about the var iation of the intangible and invisible capital
  I I I  a). I ndicators about the variation of the organizational capital
  I I I  b). I ndicators about the variation of the reputational (ralational) capital
  I II  b 1). Indicators about the variation of the reputation towards customers 
  III  b 2). Indicators about the variation of the reputation towards financial markets  
  I II  b 3). Indicators about the variation of the reputation towards employees    
  I II  b 4). Indicators about the variation of the reputation towards suppliers   

Output of the Artificial Neural Network 
Output 1  % Value of the Bank's E conomic Capital between  t0 e t1
Output 2  % Price of the Bank's E conomic Capital between  t0 e t1  

The objective of this ANNm is to analyse the impact of each input analyzed to the 
economic value and to the market value of the bank (2 outputs of this ANNm).    

By the analysis of the portfolio of the inputs considered (inputs representative of 
phenomena within the bank)5, it is known as many of these inputs have a purely quali-
tative nature and therefore it is difficult to quantify their value. In order to estimate 
the variation – between t0 and t1 – of each input considered, the management of the 
bank can express evaluations on a scale from “-10” to “+10”.  

A value of “-10” indicates a maximum negative variation.  
A value of “+10” indicates a maximum positive variation. 
A value of “0” indicates no variation in the period considered.  
The period between t0 and t1 may be 3 years in order to consent to the investments 

in intangibles to produce their effects on the value and the price of the economic capi-
tal of a bank. 

                                                           
4 In the description of the input of the ANNm, then, it is omitted the analysis of the mathemati-

cal architecture, for which you refer to in paragraph 3.  
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Abstract. Nowadays we witness an increasing number of business frauds.  To 
protect investors’ interest, a financial firm should possess an effective means to 
detect such frauds.  In this regard, artificial neural networks (ANNs) are widely 
used for fraud detection.  Traditional back-propagation-based algorithms used 
for training an ANN, however, exhibit the local optima problem, thus reducing 
the effectiveness of an ANN in detecting frauds.  To alleviate the problem, this 
paper proposes an approach to training an ANN using an ant colony optimiza-
tion technique, through which the local optima problem can be solved and the 
effectiveness of an ANN in fraud detection can be improved.  Based on our ap-
proach, an associated prototype system is designed and implemented, and an 
exploratory study is performed.  The results of the study are encouraging, show-
ing the viability of our proposed approach. 

Keywords: Ant colony optimization, artificial neural network, fraud detection. 

1   Introduction 

In today’s dynamic business environment, we have seen a great flood of business 
frauds, including telecom subscription frauds, credit card frauds, and financial state-
ment frauds.  Countless fraudulent cases (such as the Enron Saga) have been reported 
in the literature [1, 2, 6, 11, 14].  Fraud detection is no longer an option to protect 
investors’ interest. The enactment of the Sarbanes-Oxley Act in 2002 clearly shows 
that fraud detection is under the spotlight in the business sector. 

Information technologies, if properly used, can help detect and manage frauds in an 
efficient and effective manner [2, 6, 16].  Numerous methods and technologies have 
been proposed for the implementation of Fraud Management Systems (FMSs) [2, 9, 
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Polytechnic University (Project no. G-U442). 
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14, 16]; among which rule-based scoring models [12, 15], statistical tools [7, 10], and 
artificial neural networks (ANNs) [8, 14] are the common ones.  

Although ANNs have some advanced features and are widely used for fraud detec-
tion (more details are given in Section 2), traditional back-propagation-based  
algorithms used for ANN training have the local optima problem which reduces the 
effectiveness of ANNs in detecting frauds.  To alleviate the problem, this paper pro-
poses an approach to training an ANN using an ant colony optimization technique, 
which can solve the local optima problem and improve the effectiveness of ANNs in 
fraud detection.   

Our literature review reveals that training an ANN with an ant colony-based ap-
proach for business fraud detection is a seldom-visited (or even yet-to-be-explored) 
area.  Motivated by this observation, this paper discusses our attempt to explore the 
viability of this approach for fraud detection.  Section 2 outlines some previous work 
on fraud detection methods.  Section 3 discusses the details of using an ant colony-
based approach for training ANNs for fraud detection.  Section 4 illustrates a proto-
type system built on the proposed approach and discusses an exploratory study to 
evaluate the viability of that approach.  Finally, Section 5 summarizes the paper. 

2   Previous Work on Fraud Detection Methods 

This section outlines some previous work on fraud detection methods.  They include 
rule-based scoring models, statistical tools, and artificial neural networks. 

A scoring model is a set of rules that describes the characteristics of some particu-
lar known fraud types [12, 15].  Scoring models work well when the fraud types are 
simple and manageable in the scale and complexity of rule parameters.  Even for 
simple fraud types, however, they can be very laborious to define all the rules.  In 
addition, scoring models have no self-learning capability and are unable to swiftly 
adapt to new fraud types. 

Several statistical tools are used to detect frauds [7, 10].  Least-squares regression 
analysis is used in fraud audits [10].  In this regard, practical guidelines are provided 
to those auditors who are interested in detecting frauds without focusing on the asso-
ciated mathematical details.  In [7], a hybrid financial analysis model is presented, 
involving static and trend analysis models to construct and train a back-propagation 
neural network model.  The experiments in [7] show that the proposed model not only 
provides a high predication rate but also outperforms other models including dis-
criminant analyses, decision trees, and back-propagation neural networks alone.  
However, pure statistical tools can hardly provide an adaptive learning capability in 
fraud management [7]. 

Artificial neural networks (ANNs) with self-learning capabilities are proposed to 
overcome the above problems [3, 4, 7].  ANNs learn by experience, generalize from 
previous experiences to new ones, and can make decisions.  ANNs are motivated by 
information-processing units as neurons in the human brain that a neural network is 
made up of artificial neurons [3, 4, 7].  A neural network can be thought of as a black-
box non-parametric classifier.  Neural networks are therefore more flexible.  ANNs 
have become an important technology for pattern recognition and implementation of a 
FMS. 
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Despite of their growing popularity, the performance of ANNs largely depends on 
how the networks are trained [13].  We note that most of the current ANN training for 
fraud detection is designed based on a back-propagation (BP) algorithm.  This type of 
algorithms, however, has a well-known problem, that is, difficulty in escaping local 
optima.  This is because all BP algorithms used for training ANNs initialize the start-
ing point in an n-dimensional space randomly.  If the starting point is located in a 
local valley, a BP algorithm probably converges on a local solution.  Many modifica-
tions have been made to overcome this problem by finding the global solution [13].  
One of them is to train an ANN with an ant colony-based approach [5], which is the 
central theme of this paper. 

In Section 3, we propose an approach to training an ANN using an ant colony op-
timization technique, which can solve the local optima problem and improve the  
effectiveness of ANNs in fraud detection.  

3   An Ant Colony-Based Approach for Fraud Detection 

Ant Colony Optimization (ACO) is a metaheuristic technique based on the research of 
ant group behaviors in the natural world [5].  It imitates ants’ behaviors in establish-
ing shortest paths from their nest to feeding sources and back.  Individual ants are 
supposed to interact with each other by some chemical pheromone released by them.  
When an ant finds a food source, it releases chemical pheromone on the ground.  The 
quantity of pheromone depends on the quantity and quality of the food source.  The 
pheromone vanishes over time.  When another ant looks for food, it moves in a ran-
dom manner basically.  However, if it detects chemical pheromone in the environ-
ment around, it will have higher probability to move toward the direction with denser 
pheromone.  This in turn reinforces the trail with more pheromone, and attracts more 
ants to the food source.  The indirect communication between the ants via the phero-
mone trails allows them to find shortest paths between their nest and food sources.  
The collective behavior brings ACO with characteristics of positive feedback, parallel 
computing, robustness, and global optimization [5]. 

The proposed approach to fraud detection utilizes ant colony algorithm to optimize 
ANN settings.  It actually includes three steps: 

1. initial authentication (often by means of PINs and passwords) 
2. automatic fraud detection by ANN 
3. further review by human users 

Step 1 is a preliminary process to check the user identity and authentication.  It can 
use PINs, passwords, or IP addresses in the Internet; fingerprint in some terminals; 
and SIM card identity or calling site in telecommunication.  This step can reveal a 
large number of identity misuse problems (such as identity theft). 

Step 2 is the core part of this approach.  While step 1 is a signature-based analysis 
process, step 2 is a behavior-based process that needs more intelligent methods to 
analyze the behavior data.  Users’ transaction data (like telecom subscribers’ 
calling detail records) are collected and analyzed in order to build up their profiles (or 
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behavioral models).  If any abnormal transaction occurs, the case will be highlighted 
for manual review in step 3. 

However, “abnormal” transactions are just potential fraudulent events, and some-
times they are just occasional usage of legal users.  So in step 3, those abnormal 
transactions detected in step 2 are sent to the relevant employees for further review.  
Thus this three-step approach forms a system approach that provides overall controls 
to the person in charge of fraud detection. 

In step 2, ANN is the major analysis method we described in the paper.  We use the 
classic ANN model with K input nodes, H hidden nodes and J output nodes.  Suppose a 
set of T training samples is available, the target is to optimize the error function: 

 

         
                            (1) 

 
where Tij is the jth element of the ith target vector while Oij is the jth element of the 
ith output vector. 

The major steps of our algorithm are shown as below: 
 
 

/*  initialization  */ 
represent the problem in the form of a weighted connected graph; 
foreach edge x  do 
      set initial pheromone for x; 
      end_foreach; 
 
/*  main processing loop  */             
while not reach convergence do     
      foreach node n  do 
           randomly allocate ants to n; 
           end_foreach; 
      foreach ant a  do 
           a walks to next node depending on the probability distribution; 
           compute the length of the path traveled by a; 
           release a quantity amount of pheromone; 
           end_foreach; 
      update the phermone intensity; 
      end_while; 
 
/*  output the best route and train ANN  */ 
output the best route parameters as the initial weights of ANN; 
use a BP algorithm to train ANN; 

 
 

Due to the characteristics of ACO, the proposed algorithm can overcome the local 
optima problem and easily reach the global optimum.  This helps to improve the per-
formance of ANN in fraud detection. 
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4   A Prototype: Business Intelligent Fraud Management System 
(BiFMS) 

The proposed approach is implemented in the Business Intelligent Fraud Management 
System (BiFMS) for telecommunication operators.  BiFMS is a specially designed 
system that has a standard interface with billing systems.  It collects subscriber usage 
data (for example, calling detail record, billing record, and payment record) and  
analyzes them with business intelligent algorithms to extract behavior models.  The 
system can be used in preventing, detecting, and predicting fraud behaviors of the 
subscribers.  In BiFMS, advanced business intelligence methods and algorithms (for 
example, ANN and rough fuzzy set) are used for profiling, detecting, and predicting. 

The BiFMS consists of six components: 

(a) Data Collection and Processing:  Data collection and processing is a module 
that collects data from the billing system of telecommunication network, proc-
esses them into a certain format and stores them into the database.  The data in-
cludes, for example, subscriber information, call site and operator information, 
service and account information, phone information, calling detail records, billing 
records, and payment record. 

(b) Profiling Module:  Profiling module uses statistical and advanced business tech-
nologies (including ANN, ACO, genetic programming (GP), and rough fuzzy set) 
to extract behavior model from subscriber usage data such as calling detail record 
and billing record.  The resultant behavior model will be used in detection and 
prediction.  A screenshot of customer analysis interface in profiling module is 
shown as Fig. 1. 

 

Fig. 1. A screenshot of customer analysis interface in profiling module 
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(c) Fraud Detector:  Fraud detector module is the heart of the fraud management 
system.  This module can be divided into three procedures: Fraud detection, Sub-
scriber scoring and Alert.  Fraud detection uses rule-based detector and intelligent 
detector.  Rule-based detector use simple rules to detect many simple fraudulent, 
such as SIM stuffing and SIM cloning.  Intelligent detector uses business intelli-
gent technologies (for example, ANN, ACO, genetic programming, and rough 
fuzzy set) to identify and detect complicated frauds.  Detectors for different kinds 
of frauds are independent to each other, so the user can decide which package 
should be added to the system according to the statistics data of a certain area.  
When the detector finds a suspicious call, it will subtract a certain points from the 
total score of a phone, called “scoring”.  The score represents the risk of a sub-
scriber being a fraudster.  The score of every phone will be checked to see if the 
phone needs to be put into the blacklist.  When a fraud is detected, an alert will be 
sent both to the operator through graphical user interface and subscriber with 
SMS, Email or other possible methods. 

(d) Case Manager:  Case manager is a module that builds and tracks cases, and will 
give statistics information about fraud types to the operator.  When an alert was 
generated, the case builder will find all the records and alerts that might have re-
lations with this alert and gather them together to form a case.  The case tracker 
will integrate all cases of the same phone or patterns to form a case queue.  The 
case queue will provides statistics information of frauds and will help operators 
to find complicated fraud types or combined crime. 

(e) Report Manager:  Report manager is a module that presents the basic data and 
other advanced data to the operator or customer for various purposes, such as self 
care, basic data view, and service plan evaluation.  Intelligent report manager 
gives users the ability to present the information they are interested in with the 
format they want.  A screenshot of report interface is shown as Fig. 2.  Possible 
fraud alerts are also highlighted with red color. 

 

Fig. 2. A screenshot of report interface with fraud alerts 
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(f) System Administration:  System administration is the module that controls the 
access to the system, generates log files of every user and helps supervisor to 
configure the system and scheduling tasks.  It provides an overall assessment of 
the risk and security level of the company business environment.  A screenshot of 
system administration interface is shown as Fig. 3. 

 

Fig. 3. A screenshot of system administration interface 

Inside this system, we compare the ant colony-based algorithm with traditional BP 
algorithm.  As shown in Table 1, compared with BP algorithm, the ant colony algo-
rithm has better performance in both global optimization rate and convergence time. 

Table 1. Comparison between BP algorithm and ant colony algorithm 

 Global optimization 
rate 

Average number of 
convergence steps 

Average CPU time 

BP algorithm 70% 1035 3.5 sec 

Ant colony algorithm 95% 783 2.9 sec 

5   Summary 

In this paper, a novel approach to business fraud detection is proposed.  The core part 
of this approach is based on the utilization of artificial neural networks which is 
trained by an ant colony algorithm.  The approach can easily reach a global optimiza-
tion.  It is implemented in the Business Intelligent Fraud Management System (BiFMS)  
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which is designed for telecommunication operators. It can help telecommunication 
operators to detect subscription frauds.  It can be generalized to other areas such as 
credit card frauds. 
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Abstract. We perform Markov chain Monte Carlo simulations for a
Bayesian inference of the GJR-GARCH model which is one of asymmet-
ric GARCH models. The adaptive construction scheme is used for the
construction of the proposal density in the Metropolis-Hastings algo-
rithm and the parameters of the proposal density are determined adap-
tively by using the data sampled by the Markov chain Monte Carlo
simulation. We study the performance of the scheme with the artificial
GJR-GARCH data. We find that the adaptive construction scheme sam-
ples GJR-GARCH parameters effectively and conclude that the
Metropolis-Hastings algorithm with the adaptive construction scheme is
an efficient method to the Bayesian inference of the GJR-GARCH model.

Keywords: MarkovChainMonteCarlo,Bayesian inference,GJR-GARCH
model, Metropolis-Hasting algorithm.

1 Introduction

Price returns of financial assets such as stock indexes, exchange rates show var-
ious interesting properties which can not be derived from a simple assumption
that the price returns follow the geometric Brownian motion. Those properties
are now classified as stylized facts [1, 2]. Typical examples of the stylized facts
are (i) fat-tailed distribution of return (ii) volatility clustering (iii) slow decay
of the autocorrelation time of the absolute returns.

In empirical finance the volatility is an important quantity to measure risk. In
order to forecast future volatility it is important to make models which mimic
the properties of the volatility. The most successful model is the Generalized
Autoregressive Conditional Heteroscedasticity (GARCH) model by Engle [3] and
Bollerslev [4], which can capture the property of volatility clustering and shows
fat-tailed distributions.

In the original GARCH model [3,4], the volatility process is symmetric under
positive and negative observations. However the volatility often shows higher
response against negative shocks, which was first observed by Black [5]. This
phenomenon is called the leverage effect. In order to incorporate this asymmetry

D.-S. Huang et al. (Eds.): ICIC 2009, LNCS 5754, pp. 1112–1121, 2009.
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effect into the model, some extended GARCH models have been proposed [6,7,8,
9,10,11]. In this study we use the GJR-GARCH model by Glosten et al. [7] which
introduces the asymmetry into the volatility process by an artificial indicator
function.

In order to infer model parameters from financial data we employ Markov
Chain Monte Carlo (MCMC) methods based on the Bayesian inference. Since
there is no unique way to implement the MCMC scheme various MCMC meth-
ods for the GARCH models have been proposed [12, 13, 14, 15, 16, 17, 18, 19]. In
a survey on the MCMC methods of the GARCH models [17] it is shown that
Acceptance-Rejection/ Metropolis-Hastings (AR/MH) algorithm works better
than other algorithms. In the AR/MH algorithm the proposal density is as-
sumed to be a multivariate Student’s t-distribution and the parameters to spec-
ify the distribution are estimated by the Maximum Likelihood (ML) technique.
Recently an alternative method to estimate those parameters without relying
on the ML technique was proposed [20, 21, 22]. In the method the parameters
are determined by using the data generated by an MCMC method and updated
adaptively during the MCMC simulation. We call this method “adaptive con-
struction scheme”.

The adaptive construction scheme was tested for GARCH and QGARCH
models [20, 21, 22] and it is shown that the adaptive construction scheme can
significantly reduce the correlation between sampled data. In this study we apply
the adaptive construction scheme to the GJR-GARCH model and study the
efficiency of the adaptive construction scheme.

2 GJR-GARCH Model

The GJR-GARCH model [7] is given by

yt = σtεt, (1)

σ2
t = ω + αy2

t−1 + λ{1yt−1<0}y2
t−1 + βσ2

t−1, (2)

where εt is an independent normal error ∼ N(0, 1) and yt are observations.
The indicator function 1yt−1<0 is 1 if yt−1 < 0, and otherwise 0. This indicator
function introduces the asymmetry in the time series and it generates higher
volatilities after negative shocks than positive ones.

3 Bayesian Inference

Using the Bayes’ rule the posterior density π(θ|y) with n observations y =
(y1, y2, . . . , yn) is given by

π(θ|y) ∝ L(y|θ)π(θ), (3)

where L(y|θ) is the likelihood function. π(θ) is the prior density for θ. The
functional form of π(θ) is not known a priori. In this study we assume that the
prior density π(θ) is constant.
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The likelihood function for the GJR-GARCH model is given by

L(y|θ) = Πn
i=1

1√
2πσ2

t

exp (− y2
t

2σ2
t

), (4)

where θ = (α, β, ω, λ) stands for the GJR-GARCH parameters. σ2
t is given by

eq.(2).
Using π(θ|y) the GJR-GARCH parameters are inferred as the expectation

values given by

〈θ〉 =
1
Z

∫
θπ(θ|y)dθ, (5)

where Z =
∫

π(θ|y)dθ is a normalization constant irrelevant to MCMC estima-
tions.

3.1 Markov Chain Monte Carlo

In general it is difficult to evaluate eq.(5) analytically. The MCMC technique
gives a method to estimate eq.(5) numerically. The basic procedure of the MCMC
method is as follows. First we sample θ drawn from a probability distribution
π(θ|y). Sampling is done by a technique which produces a Markov chain. After
sampling some data, we evaluate the expectation value as an average value over
the sampled data θ(i),

〈θ〉 = lim
k→∞

1
k

k∑
i=1

θ(i), (6)

where k is the number of the sampled data. The statistical error for k inde-
pendent data is proportional to 1√

k
. In general, however, the data generated

by the MCMC process are correlated. As a result the statistical error will be

proportional to
√

2τ
k where τ is the autocorrelation time among the sampled

data.

3.2 Metropolis-Hastings Algorithm

The MH algorithm [24] is a generalized version of the Metropolis algorithm [23].
Let us consider to generate data x from a probability distribution P (x). The
MH algorithm consists of the following steps. First starting from x, we propose a
candidate x′ which is drawn from a certain probability distribution g(x′|x) which
we call proposal density. Then we accept the candidate x′ with a probability
PMH(x, x′) as the next value of the Markov chain:

PMH(x, x′) = min
[
1,

P (x′)
P (x)

g(x|x′)
g(x′|x)

]
. (7)

If x′ is rejected we keep the previous value x. We repeat these steps.
When the proposal density does not depend on the previous value, i.e. g(x|x′)=

g(x) we obtain

PMH(x, x′) = min
[
1,

P (x′)
P (x)

g(x)
g(x′)

]
. (8)
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4 Adaptive Construction Scheme

The efficiency of the MH algorithm depends on how we choose the proposal
density. By choosing an adequate proposal density for the MH algorithm one
can reduce the correlation between the sampled data. The posterior density of
GARCH parameters often resembles to a Gaussian-like shape. Thus one may
choose a density similar to a Gaussian distribution as the proposal density. Such
attempts have been done by Mitsui, Watanabe [16] and Asai [17]. They used
a multivariate Student’s t-distribution in order to cover the tails of the poste-
rior density and determined the parameters to specify the distribution by using
the ML technique. Here we also use a multivariate Student’s t-distribution but
determine the parameters through MCMC simulations.

The (p-dimensional) multivariate Student’s t-distribution is given by

g(θ) =
Γ ((ν + p)/2)/Γ (ν/2)

det Σ1/2(νπ)p/2

×
[
1 +

(θ − M)tΣ−1(θ − M)
ν

]−(ν+p)/2

, (9)

where θ and M are column vectors,

θ =

⎡
⎢⎢⎢⎣

θ1
θ2
...
θp

⎤
⎥⎥⎥⎦ , M =

⎡
⎢⎢⎢⎣

M1
M2
...

Mp

⎤
⎥⎥⎥⎦ , (10)

and Mi = E(θi). Σ is the covariance matrix defined as

νΣ

ν − 2
= E[(θ − M)(θ − M)t]. (11)

ν is a parameter to tune the shape of Student’s t-distribution. When ν → ∞ the
Student’s t-distribution goes to a Gaussian distribution. At small ν Student’s
t-distribution has a fat-tail. Since eq.(9) is independent of the previous value of
θ, eq.(8) is used in the MH algorithm.

For the GJR-GARCH model, p = 4, θ = (θ1, θ2, θ3, θ4) = (α, β, ω, λ), and Σ
is a 4×4 matrix. The unknown parameters in M and Σ are determined by using
the data obtained from MCMC simulations. First we make a short run by the
Metropolis algorithm and accumulate some data. Then we estimate M and Σ.
Note that there is no need to estimate M and Σ accurately. Second we perform
an MH simulation with the proposal density of eq.(9) with the estimated M and
Σ. After accumulating more data, we recalculate M and Σ, and update M and
Σ of eq.(9). By doing this, we adaptively change the shape of eq.(9) to fit the
posterior density.
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5 Numerical Study

In this section we study the performance of the adaptive construction scheme by
using artificial GJR-GARCH data generated with known parameters. The GJR-
GARCH parameters are set to α = 0.03, β = 0.85, ω = 0.05 and λ = 0.1. We
have generated 2000 data by the GJR-GARCH process with these parameters.
Fig.1 shows the time series of the 2000 data.

0 500 1000 1500 2000
time

-4

-3

-2

-1

0

1

2

3

Fig. 1. The artificial times series generated by the GJR-GARCH process with α = 0.03,
β = 0.85, ω = 0.05 and λ = 0.1

The MCMC method with the adaptive construction scheme is implemented
as follows. First we make a short run by a standard Metropolis algorithm. The
first 5000 data are discarded as burn-in process or thermalization. Then we
accumulate 1000 data for M and Σ estimations. The estimated M and Σ are
substituted to g(θ). In this study we take ν = 10. We re-start a run by the MH
algorithm with g(θ). Every 1000 updates we re-calculate M and Σ and update
g(θ). We accumulate 100000 data for analysis.

For comparison we also use a standard Metropolis algorithm to infer the GJR-
GARCH parameters and accumulate 100000 data for analysis. In this study the
Metropolis algorithm is implemented as follows. We draw a candidate θ′ by
adding a small random value δθ to the present value θ:

θ′ = θ + δθ, (12)

where δθ = d(r−0.5). r is a uniform random number in [0, 1] and d is a constant
to tune the Metropolis acceptance. We choose d so that the acceptance becomes
greater than 50%.

The results of the parameters inferred by the MH algorithm with the adaptive
construction scheme and the Metropolis algorithm are summarized in Table 1.
We see that both algorithms well reproduce the values of the input parameters
within the standard deviation. Furthermore the obtained values and the standard
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Fig. 2. Monte Carlo history of α from the MH algorithm with the adaptive construction
scheme(left) and the Metropolis algorithm(right)

Table 1. Results of GJR-GARCH parameters. SD and SE stand for standard deviation
and statistical error respectively.

α β ω λ

true 0.03 0.85 0.05 0.1
Adaptive 0.03285 0.85540 0.04522 0.08719

SD 0.0015 0.040 0.019 0.026
SE 0.00011 0.00025 0.00011 0.00066
2τ 2.8 ± 0.2 3.3 ± 0.7 4.6 ± 0.8 2.6 ± 0.2

Metropolis 0.0323 0.855 0.0454 0.0895
SD 0.0015 0.038 0.018 0.026
SE 0.0007 0.004 0.0018 0.0015
2τ 320 ± 100 1050 ± 350 990 ± 330 350 ± 110

deviations from both algorithms coincide well each other. This observation is not
surprising because both algorithms are performed using the same artificial data
and thus the posterior density is the same for both.

Fig.2 shows Monte Carlo time histories of the sampled α from the adaptive
construction scheme (left) and Metropolis algorithm(right). We see that the data
sampled by the Metropolis algorithm are substantially correlated. The similar
behavior is also seen for the sampled data for other parameters.

The correlations between the data can be measured by the autocorrelation
function (ACF). The ACF of certain successive data θ(i) is defined by

ACF (t) =
1
N

∑N
j=1(θ

(j) − 〈θ〉)(θ(j+t) − 〈θ〉)
σ2

θ

, (13)

where 〈θ〉 and σ2
θ are the average value and the variance of θ respectively.

Fig.3 compares the ACF of α sampled from the adaptive construction scheme
(left) and the Metropolis algorithm(rigth). The ACF of the adaptive construction
scheme decreases quickly as Monte Carlo time increases. On the other hand the
ACF of the Metropolis algorithm decreases very slowly, which indicates that the
correlation between the sampled data is very large.
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Fig. 3. Autocorrelation function of α sampled by the adaptive construction
scheme(left) and the Metropolis algorithm(right)
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Fig. 4. The diagonal(left) and off-diagonal(right) elements of V as a function of the
data size

To quantify the correlation between the data we calculate the autocorrelation
time (ACT) τ defined by

τ =
1
2

+
∞∑

i=1

ACF (i). (14)

2τ is also called “inefficiency factor”. Results of τ are summarized in Table 1. We
find that the ACT from the adaptive construction scheme have much smaller τ
than those from the Metropolis simulations. For instance τ of α parameter from
the adaptive construction scheme is decreased by a factor of 100 compared to
that from the Metropolis algorithm. Furthermore the values of τ are about 2−3
which are similar to the results of the AR/MH algorithm [16,17]. These results
prove that the adaptive construction scheme is an efficient algorithm for sampling
de-correlated data. The differences in τ also explain that the statistical errors
from the adaptive construction scheme are much smaller than those from the
Metropolis simulations.

Fig.4 shows the convergence property of the diagonal and off-diagonal ele-
ments of the covariance matrix V . Here V is defined by V = E[(θ−M)(θ−M)t].
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Fig. 5. Acceptance at MH step with the adaptive proposal density

We see that all the diagonal elements of V quickly converge to certain values as
the simulations are proceeded.

Fig.5 shows the acceptance at the MH algorithm with the adaptive proposal
density of eq.(9). Each acceptance is calculated every 1000 updates and the
calculation of the acceptance is based on the latest 1000 data. Surprisingly at
the first stage of the simulation the acceptance already reaches a plateaus of
about 70%. This indicates that the accuracy of the parameters of the proposal
density are high enough for the MH algorithm already at the first stage.

6 Conclusions

We have performed the MCMC simulations of the Bayesian inference on the
GJR-GARCH model which is one of asymmetric GARCH models. The MCMC
was implemented by the MH algorithm with the Student’s t-distribution and
the parameters of the Student’s t-distribution were updated adaptively during
the simulations. The autocorrelation times of the data sampled by the adap-
tive construction scheme are found to be very small. The obtained values of
τ are similar to those of the AR/MH algorithm in [16, 17]. Thus the adaptive
construction scheme has the similar efficiency with the AR/MH algorithm. It
is concluded that the adaptive construction scheme is also an efficient MCMC
technique for the Bayesian inference of the GJR-GARCH model. The previous
studies on the GARCH and QGARCH models [20,21,22] also reached the same
conclusion.

It is also found that the acceptance of the MH algorithm quickly reaches a
plateau of about 70% at the beginning of the simulation. This indicates that the
parameters of the Student’s t-distribution for the MH algorithm are calculated
precisely enough by using the small data sampled at the beginning of the simu-
lation. This observation may suggest that one can stop updating the parameters
at some point of the simulation and use the same proposal density after that.
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Abstract. In this paper, a robot visual servo control algorithm is proposed by 
combining the conventional image based robot visual servoing algorithm with a 
trajectory estimation algorithm of a moving object using Kalman filter. The er-
roneous image information of a moving object due to the imprecise camera 
characteristics is compensated by applying Kalman filter to the process model 
of a moving object. The robot visual servo control algorithm is simulated, im-
plemented and discussed with a Samsung FARA AT-2 robot and a MV50 Cam-
era for its effectiveness, in both cases of with/without a trajectory estimation  
algorithm of a moving object using Kalman filter. 

Keywords: Robot Visual Servo Control, Image based Visual Servo Control, a 
Moving Object Model, Kalman Filter. 

1   Introduction 

In order to allow a robot to have more flexibility and more precision for the various 
tasks, the robot visual servo control (or robot visual servoing) has been investigated 
by many researchers[1-5]. Generally, the robot visual servo control is divided into 
two categories such as position based control and image based control by defining the 
error signal. Position based control uses the error measured in 3 dimensional Carte-
sian space, while image based control uses the error in 2 dimensional image plane[2].  

In position based control, features are extracted from the image and used with the 
geometric model of the target to determine the kinematic relationship between the 
target and the robot. This method requires more precise models of a robot and camera 
system so that it needs the complicate robot and camera calibration process. In image 
based control, the error is measured in image plane so that the process of pose estima-
tion is omitted. It means that this method is less sensitive to the preciseness of the 
robot and camera model. Therefore, the image based control method may reduce 
computational delay and eliminate errors in modeling and camera calibration.  Even 
though the image based control have the advantages over the position based control as 
prescribed above, it still has many difficulties for successful control. 
                                                           
* Corresponding author. 
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Due to camera characteristics such as image signal quantization error, lens distor-
tion, charge coupled device senor, the various noises may inevitably occur to lead the 
pixel level error. This noise contained signal brings the imprecise the estimation of 
the error. In order to relieve this problem, Chang[6] suggested 3 dimensional motion 
parameter estimation method for tracking a maneuvering target with Kalman filter, 
Broida and Chellappa[7] suggests a dynamic model of a rigid object with Kalman 
filter. These approaches have been done for position based control. 

In this paper, a robot visual servo control algorithm is proposed by combining the 
conventional image based robot visual servoing algorithm[3] with a moving object 
model of LaValle[9] by applying the extended Kalman filter.  Computer simulation and 
real implementation has been performed with FARA AT/2 robot and a MV50 camera 
for the effectiveness of this algorithm.  The results are discussed in terms of the pixel 
error radii in the image plane from the algorithms with and without Kalman filters. 

2   Image Based Visual Servo Control 

In this study, the RMRC(Resolved Motion Rate Control) structure[3] is used with the 
image Jacobian which relates the joint angle differential to the image space differen-

tial as shown in Fig. 1.  In Fig. 1, 6t
qJ  and 6t

cJ are Jacobians which relate differen-

tials of the robot joint motion and the position of the robot mounted camera to the 

differentials of the robot tip. I
cJ is Jacobian which shows the differential relationship 

between image space and camera pose space. 
 

 

 

 

 

 

 

Fig. 1. The Structure of RMRC(Resolved Motion Rate Control) 

3   Visual Servo Control with the Extended Kalman Filter 

3.1   A Moving Object Model in Image Plane 

When the velocity and acceleration of a moving object are given for the current in-

stance, the position for the next instance in Cartesian space, ( , )
x y

P P , can be estimated 

as follows[8] 
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21

2
x t x x x

P P V t A tδ δ δ+ = + +  (1)

21

2
y t y y y

P P V t A tδ δ δ+ = + +  (2)

Where tδ is the sampling period, and ( , )
x y

P P , ( , )
x y

V V , ( , )
x y

A A are the estimated 

position, velocity, and acceleration of the moving object, respectively. 
The motion of an object displayed in the image plane can be predicted as discrete 

time-varying equations[9, 11] by dividing it into a linear velocity,
k

v , and an angular 

velocity 
k

ω .  The resulting equations are as follows: 

( ) ( ) 2

,

1 1
cos cos sin

2 2
k t k k k k k k k k k

x v t t v t v tδδ δ θ ω δ θ δ ω θ δ+ = + ≈ −⎛ ⎞
⎜ ⎟
⎝ ⎠

 (3)

( ) ( ) 2

,

1 1
sin sin cos

2 2
k t k k k k k k k k k

y v t t v t v tδδ δ θ ω δ θ δ ω θ δ+ = + ≈ +⎛ ⎞
⎜ ⎟
⎝ ⎠

 (4)

,k t k k
tδδθ ω δ+ =  (5)

And also, the noises and uncertainties in the measuring the linear and angular veloci-
ties can be modeled as follows: 

,k t k v
v δδ ξ+ =  (6)

,k t kδ ωδω ξ+ =  (7)

where 
v

ξ  and ωξ  are zero-mean Gaussian random variables. 

In order to apply a model of the moving object to the Kalman filter,  Eqs. (3)-(7) 
can be expressed in form of the discrete time state transition equations and its obser-
vation model such as 

, 1 , 1 1k k k k k kx x w− − −= Φ +  (8)

k k k kz H x v= +  (9)

where kz , kΦ and kH are a measurement vector, a state transition matrix and an ob-

servation matrix, respectively. And also 1kw − and kv are a state transition error and 

measurement noises.  
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Applying the Eqs. (3)-(7) to the form of Eqs. (8)-(9) gives as follows: 

( ) ( )

( ) ( )

2
1 1 1

1

2 1
1 1 1

1

1

1

1
1 0 0 co s sin 02

01
0 1 0 sin co s

2 0
0 0 1 0

0 0 0 1 0

0 0 0 0 1

k k k
k k

k k
k k k

k k

k k v

k k

t v tx x

y y
t v t

tv v

ω

δ θ δ θ

δ θ δ θ
θ θ

δ ξ
ω ω ξ

− − −
−

−
− − −

−

−

−

⎡ ⎤−⎢ ⎥⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥= +
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎢ ⎥
⎣ ⎦

 

(10)

1 0 0 0 0

0 1 0 0 0

k

k
xk

k
yk

k

k

x

y
x

y
v

γ
θ

γ

ω

⎡ ⎤
⎢ ⎥
⎢ ⎥ ⎡ ⎤⎡ ⎤ ⎡ ⎤
⎢ ⎥= + ⎢ ⎥⎢ ⎥ ⎢ ⎥
⎢ ⎥⎣ ⎦⎣ ⎦ ⎣ ⎦
⎢ ⎥
⎢ ⎥⎣ ⎦

 

(11)

3.2   State Estimation of a Moving Object by Kalman Filter 

In the given state estimation problem of a moving object with Kalman Filter, the 
measurement vector is the position of a object in x-y plane which could be obtained 
from vision image. Based on this measurement, the state variables of the object as x-y 
position, its direction, its linear/angular velocities shown in Eqs. (10)-(11) would be 
estimated by using the Kalman Filter in Fig. 2. 

0

0

Enter prior estimate  and

its error covariance 

x

p

0 1, ,z z

0 1, ,x x

Update estimate with

     measurement :k

k k k k k k

z

x x K z H x

1

   Compute Kalman gain:

T T
k k k k k k kK P H H P H R

Compute error covariance

  for updated estimate:

    k k k kP I K H P

1

1

  Project ahead:

     k k k

T
k k k k k

x x

P P Q

 

Fig. 2. Kalman Filter Block Diagram 

4   Computer Simulation for Robot Visual Servo Control 

In order to show the effectiveness of the state estimation with Kalman filter, a com-
puter simulation of a 6 dof manipulator visual servo control has been performed. Its 
algorithm is constructed with combination of the image based robot visual servo con-
trol in Sec. 2 and the state estimation of a moving object in Sec.3. Fig. 3 shows the 
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simulation setup for a robot visual servo control. Gaussian random noise covariances 
are intentionally included to the linear velocity,

k
v , and the angular velocity 

k
ω  of the 

moving object trajectory. They are 1 pixel/sec and 1deg/sec, respectively. Other state 
transition noise covariances are assumed to be zero.  And also its measurement noise 
covariance is 1 pixel/sec. Therefore, the resulting state transition noise covariance 
matrix,

k
Q , and the measurement noise covariance, kR , are given in Eq. (12) as 

0 0 0 0 0

0 0 0 0 0
1 00 0 0 0 0 ,
0 10 0 0 1 0

0 0 0 0 180

k kQ R

π

⎡ ⎤
⎢ ⎥
⎢ ⎥ ⎡ ⎤⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎣ ⎦⎢ ⎥
⎢ ⎥
⎣ ⎦

 

(12)

 

 

Fig. 3. A Simulation Setup for a Robot Visual
Servo Control 

Fig. 4. The trajectory of a moving Object
in Image Plane of a Fixed Camera 

 
 
The considered real trajectory and its resulting estimated trajectory are shown in 

Fig. 4 and the differences of their states( , , ,k k k kx y vθ  and kω ) as estimation 

errors are shown in Fig. 5. Since the observation model deals with only kx and ky , 

their estimation errors are relatively smaller as in between -2 and 2 pixel than the 
other states. In order to show the effectiveness of the above estimation method, a 
robot visual servo control simulation has been performed with and without the estima-
tion algorithm.  The simulation results with/without the estimation are shown in Fig. 6 
and Fig. 7, respectively. The maximum pixel errors in the image plane for both  
cases are 6.6 pixels shown in Fig. 6 and 3.3 pixels shown in Fig. 7. It means that the 
suggested estimation has good effectiveness to reduce the tracking error under the 
various noisy environments.  
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Fig. 5. The Resulting Estimation Error of Each State 

  

Fig. 6. Pixel Error of  Robot Visual Tracking 
without the Estimation  

Fig. 7. Pixel Error of  Robot Visual Track-
ing with the Estimation 

In order to check the robustness to the uncertainties of the system, the relationship 
between the above maximum error radius and the arbitrarily assigned the noise co-
variance value has been investigated. The covariance noise matrices of the state tran-

sition model,
k

Q , and measurement model, kR ,in Eq. (12) are multiplied by weight 

α and the robot visual servo control simulation has been performed as α  changes 
from 0 to 10 by 0.1. The result is shown in Fig. 8 and the slopes of the maximum 
error radius in both cases are comparable. It shows that moving object model based 
estimation algorithm is more effective in the robot visual servo control as the more 
measurement noise exists. 
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5   Real Implementation for Robot Visual Servo Control 

Real Implementation of the proposed robot visual servo control algorithm has been 
performed like the computer simulation. The total system shown Fig. 9 consists of 
FARA AT 2 robot, MV50 CCD Camera with 320 by 240 resolution and Meteor II 
frame grabber and MMC(Multi Motion Controller) based PC controller. In order to 
reduce the light effect to the camera image, the black background and a white object 
were used. 8 bit gray level was used to reduce the image processing time. In real im-
plementation, image processing speed is 5~8 frames/sec and its resulting visual con-
trol frequencies are 4~7 Hz for no estimation case and 2~5 Hz for the estimation case.  
 

 

Fig. 8. Maximum Error Radius as the change of
the weight α   

Fig. 9. Real Implementation of the proposed 
Robot Visual Servo 

  

Fig. 10. Pixel Error of Robot Visual Tracking
without the Estimation 

Fig. 11. Pixel Error of Robot Visual Track-
ing with the Estimation 
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The maximum error radii of the both cases as seen in the computer simulation  are 
shown in Fig. 10 and Fig. 11. The results in both cases are 97.2 pixels and 85.2 pixels, 
respectively.  The maximum pixel error is greatly increased when compared in com-
puter simulation case. It is reasoned that the real time control problem might be more 
serious than the measurement noise. The algorithm without the estimation could more 
or less relieves the additional computational effort.  However, the algorithm with the 
estimation algorithm is still more effective for reducing the maximum error radius by 
about 12 pixels in real implementation. 

6   Conclusion 

In this paper, a robot visual servo control algorithm is proposed by combining the 
conventional image based robot visual servoing algorithm with a trajectory estimation 
algorithm of a moving object using Kalman filter. The erroneous image information 
of a moving object due to the imprecise camera characteristics is compensated by 
applying Kalman filter to the process model of a moving object.  

From the simulation of the robot visual servo control algorithm, the pixel error due 
to the measurement noise could be considerably reduced by using Kalman Filter 
based on the moving object model. And also, the proposed algorithm is shown to be 
more effective as the measurement noise grows bigger.  Real implementation results 
shows that the algorithm overcomes the additional computational efforts and has more 
error reducing capability. 
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