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Preface

ICEC 2009 was hosted in Paris, following Carnegie Mellon (2008) and Shanghai
(2007). It took place in the CNAM (Conservatoire National des Arts et Métiers),
a legendary place of education, research and culture in France and in Europe.
The CNAM was founded by l’Abbé Grégoire during the French revolution to de-
liver the knowledge of science and crafts to everyone (“Omnes Docet Ubique”).
It also includes a famous museum of technology, “le Musée des Arts et Métiers,”
described in the book of Umberto Eco, “Foucault’s Pendulum,” where one can
see the ancestor of all computers “la machine de Pascal” and the first TV set.
Today, it is a place where you can find the Computer Research Laboratory, the
CEDRIC, where 30 researchers are involved in the field of interactive media and
intelligent spaces, the graduate school for games and interactive media (ENJ-
MIN) and where students coming from all around the world can obtain a master
degree and a PhD in, for example, game and interactive media or in interaction
design. Thus, it is a good place to host the International Conference on Enter-
tainment Computing.

Fig. 1. Machine de Barthélémy (copyright Musée des Arts et Métiers)

Fig. 2. Machine de Pascal (copyright Musée des Arts et Métiers)



VI Preface

The papers selection process was a hard task : we received 105 submissions
coming from 25 countries, most of them having a high quality level. The sub-
mission comprised : 39 long papers, 37 short papers, 29 posters and demos. The
acceptation rate was, according to each category, 36% (14 long papers), 53% (19
short papers), 77% (23 posters and demos). The themes of these papers cover all
the main domains of entertainment computing, from interactive music to games,
including a wide range of scientific domains from esthetic to computer science.
We were very happy to welcome as keynote speakers six well-known researchers,
artists and industrialists from the field of digital art and entertainment : Luc
Courchesne, Professor at the University of Montreal and one of the initiators
of new media art, Nicolas Gaume, one of the leaders of the French game in-
dustry and CEO of Mimesis Republic, Gonzalo Frasca, the famous provocative
researcher in the field of game design, Susan Gold, Chairperson of the IGDA
Education Sig, Yukiharu Sambe CTO Executive Director at TAITO corpora-
tion, the leading Japanese arcade entertainment company, and Michael Stora,
the psychologist who uses video games as a therapeutic object. The demo part of
the conference, installed in the museum, included a great variety of prototypes
and installations demonstrating the creativity of this field. If I try to characterize
the evolution of ICEC during the last few years and the 2009 issue, I would point
out an increasing number of papers devoted to games and the user’s model, a
significant number of presentations devoted to sound, and a decreasing number
of contributions in the field of computer graphics. The content seems to have
become more important than the technology.

I would like to thank all the people and institutions that helped us to rea-
lize this conference, in particular : The IFIP as the supporting organization of
ICEC and the TC14 Technical Committee; our sponsors, the National Center
for Cinema (CNC) and Cap Digital, the Paris cluster in the digital contents
field; the universities of Paris 6 and La Rochelle co-organizers of this conference;
The AR CNAM Poitou-Charentes in charge of the financial management of the
conference ; all the people who helped us in the organization of ICEC 2009 and
in particular Cecile Le Prado, Daniele Lejais, Jerome Dupire, Ben Salem and all
the students of CNAM who were involved in many tasks from designing the web
site to helping attendees.

July 2009 Stéphane Natkin
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Interfaces and Interactions

Dance Motion Control of a Humanoid Robot Based on Real-Time
Tempo Tracking from Musical Audio Signals . . . . . . . . . . . . . . . . . . . . . . . . 36

Naoto Nakahara, Koji Miyazaki, Hajime Sakamoto,
Takashi X. Fujisawa, Noriko Nagata, and Ryohei Nakatsu

Marker-Less Tracking for Multi-layer Authoring in AR Books . . . . . . . . . . 48
Kiyoung Kim, Jonghee Park, and Woontack Woo

Personal Space Modeling for Human-Computer Interaction . . . . . . . . . . . . 60
Toshitaka Amaoka, Hamid Laga, Suguru Saito, and
Masayuki Nakajima

Technology-Enhanced Role-Play for Intercultural Learning Contexts . . . . 73
Mei Yii Lim, Michael Kriegel, Ruth Aylett, Sibylle Enz,
Natalie Vannini, Lynne Hall, Paola Rizzo, and Karin Leichtenstern

MusicCommentator: Generating Comments Synchronized with Musical
Audio Signals by a Joint Probabilistic Model of Acoustic and Textual
Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

Kazuyoshi Yoshii and Masataka Goto

MiniDiver: A Novel Mobile Media Playback Interface for Rich Video
Content on an iPhoneTM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Gregor Miller, Sidney Fels, Matthias Finke, Will Motz,
Walker Eagleston, and Chris Eagleston



X Table of Contents

Sociology of Games

Children’s Choice of Games: The Influence of Prosocial Tendency and
Education-Level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

Vivian Hseuh-Hua Chen, Weirong Lin, Chiew Woon Ng, Su Li Chai,
Angeline Cheok Eng Khoo, and Henry Been-Lirn Duh

Player Experience Evaluation: An Approach Based on the Personal
Construct Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

Francesco Bellotti, Riccardo Berta, Alessandro De Gloria, and
Ludovica Primavera

Interactive Storytelling - Interactive Art

A Plot-Manipulation Algebra to Support Digital Storytelling . . . . . . . . . . 132
Börje Karlsson, Simone D.J. Barbosa, Antonio L. Furtado, and
Marco A. Casanova

Distributed Episode Control System for Interactive Narrative
Entertainment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

Jun’ichi Hoshino, Katsutoki Hamana, Shiratori Kazuto, and
Atsushi Nakano

Virtual Noctiluca: Interaction between Light and Water Using
Real-Time Fluid Simulation and 3D Motion Measurement . . . . . . . . . . . . . 157

Kyouhei Aida and Noriko Nagata

Short Papers

Interactive Sound

Sound and Movement Visualization in the AR-Jazz Scenario . . . . . . . . . . 167
Cristina Portalés and Carlos D. Perales

Experimenting with Sound Immersion in an Arts and Crafts Museum . . 173
Fatima-Zahra Kaghat, Cécile Le Prado, Areti Damala, and
Pierre Cubaud

BayesianBand: Jam Session System Based on Mutual Prediction by
User and System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

Tetsuro Kitahara, Naoyuki Totani, Ryosuke Tokuami, and
Haruhiro Katayose

v.morish’09: A Morphing-Based Singing Design Interface for Vocal
Melodies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

Masanori Morise, Masato Onishi, Hideki Kawahara, and
Haruhiro Katayose

II



Table of Contents X I

Design and Experience

New Hitch Haiku: An Interactive Renku Poem Composition Supporting
Tool Applied for Sightseeing Navigation System . . . . . . . . . . . . . . . . . . . . . . 191

Xiaofeng Wu, Naoko Tosa, and Ryohei Nakatsu

Using Persuasive Technologies for Energy Consumption Management:
A South African Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

Pieter Joubert and Sumarie Roodt

Designing Interactive Blimps as Puppets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
Hideki Yoshimoto, Kazuhiro Jo, and Koichi Hori

Requirements for Supporting Individual Human Creativity in the
Design Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
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Marjo Mäenpää, Riikka Kiljunen, and Saija Mustaniemi

Hardcore Classification: Identifying Play Styles in Social Games Using
Network Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246

Ben Kirman and Shaun Lawson

Player Feedback Evaluation: Indicating Mass Public Potential for
Pervasive Games . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252

Ivo Flammer, Chen Yan, Wolf Ka, August Flammer,
Jean-Paul Cheung, and Romain Pellerin

Programming Interactions
A Real-Time Video Illustration Using CUDA . . . . . . . . . . . . . . . . . . . . . . . . 258

JiHyung Lee, Yoon-Seok Choi, Bon-Ki Koo, and Chi Jung Hwang

II



Table of Contents

A Distributed Render Farm System for Animation Production . . . . . . . . . 264
Jiali Yao, Zhigeng Pan, and Hongxin Zhang

Extending the Strada Framework to Design an AI for ORTS . . . . . . . . . 270
Laurent Navarro and Vincent Corruble

Services in Game Worlds: A Semantic Approach to Improve Object
Interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

Jassin Kessing, Tim Tutenel, and Rafael Bidarra

Posters and Demoonstrations

Glasses-Free 3D Image Viewer by Handmade DIY Craft . . . . . . . . . . . . . . 282
Takashi Ohara and Kunio Sakamoto

Monocular 3D Vision Using Real-Time Generated Scene with Depth of
Field Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284

Takashi Hosomi and Kunio Sakamoto

RFID Painting Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 286
Olivier Haberman, Romain Pellerin, Eric Gressier-Soudan, and
Ugo Haberman

Development and Evaluation of a Digital Vegetation Interaction Game
for Children . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Akiko Deguchi, Shigenori Inagaki, Fusako Kusunoki,
Etsuji Yamaguchi, Yoshiaki Takeda, and Masanori Sugimoto

4-Views Display System for Collaborative Tasks on Round Table . . . . . . . 290
Mitsuru Okumura and Kunio Sakamoto

Invisible Two-Dimensional Code Display for Additional Information . . . . 292
Tomofumi Yamanari and Kunio Sakamoto

MobiSpell: Educational Mobile Game Design and Development for
Teaching Spelling to Young Children . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

Menelaos Bakopoulos and Sofia Tsekeridou

Live Demonstration of the Pervasive Game “GPS Joker” . . . . . . . . . . . . . . 297
Ivo Flammer and David Guyard

Rapid Interactive Installation Development Using Robust Computer
Vision and Image-Based Rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 298

Denis Perevalov

Reinforcement Learning for Blackjack . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 300
Saqib A. Kakvi

XIV



Table of Contents

“Plug: Secrets of the Museum”: A Pervasive Game Taking Place in a
Museum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

Michel Simatic, Isabelle Astic, Coline Aunis, Annie Gentes,
Aude Guyot-Mbodji, Camille Jutant, and Emmanuel Zaza

In-Game Peer Performance Assessment Role That Fosters Metacognitive
Agility and Reflection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304

Elaine M. Raybourn

Edutainment Games for Mobile Multimedia Museum Guidance
Systems: A Classification Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

Areti Damala

Orpheus: Automatic Composition System Considering Prosody of
Japanese Lyrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309

Satoru Fukayama, Kei Nakatsuma, Shinji Sako,
Yuichiro Yonebayashi, Tae Hun Kim, Si Wei Qin, Takuho Nakano,
Takuya Nishimoto, and Shigeki Sagayama

A Handy Laser Show System for Open Space Entertainment . . . . . . . . . . 311
Toru Takahashi, Miki Namatame, Fusako Kusunoki, Isao Ono, and
Takao Terano

Sketch-It-Up! Demo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313
Bulut Karakaya, Camilo Garcia, Daniel Rodriguez,
Manoj Nityanandam, Nadia Labeikovsky, and Theyab Al Tamimi

Automatic Chat Generation of Emotional Entertainment Characters
Using News Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Jun’ichi Hoshino, Tetsuya Saito, and Kenichi Hirota

Incremental Learning Algorithm for Online Action Game System . . . . . . 319
Jun’ichi Hoshino and Hiroshi Mori

Task-Based Second Language Learning Game System . . . . . . . . . . . . . . . . . 323
Jun’ichi Hoshino, Tetsuya Saito, and Shiratori Kazuto

Designing a Game Controller for Novice HALO3 Players . . . . . . . . . . . . . . 325
Matthijs Kwak and Ben Salem

AZ66: How Can We Play with Emotions? . . . . . . . . . . . . . . . . . . . . . . . . . . . 327
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WHO AM I?: A Art Ludic Installation in Virtual Reality . . . . . . . . . . . . . 329
Sophie Daste and Karleen Groupierre

XV



X IV Table of Contents

Affective Interaction: Challenges at the Ubiquitous Computing
Times . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
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Player Performance, Satisfaction, and Video Game 
Enjoyment* 

Christoph Klimmt1, Christopher Blake2, Dorothée Hefner2, Peter Vorderer3,  
and Christian Roth3 

1 Department of Communication, Johannes Gutenberg University of Mainz, 
Kleinmann-Weg 2, 55099 Mainz, Germany 

2 Department of Journalism and Communication Research, Hanover University of Music and 
Drama, EXPO-Plaza 12, 30539 Hannover, Germany 

3 Center for Advanced Media Research Amsterdam (CAMeRA), VU University Amsterdam, 
De Boelelaan 1105, 1081 HV Amsterdam, The Netherlands 

klimmt@uni-mainz.de 

Abstract. An experiment (N = 74) was conducted to investigate the impact of 
game difficulty and player performance on game enjoyment. Participants played a 
First Person Shooter game with systematically varied levels of difficulty. Satisfac-
tion with performance and game enjoyment were assessed after playing. Results 
are not fully in line with predictions derived from flow and attribution theory and 
suggest players to (1) change their view on their own performance with its impli-
cations for enjoyment with increasing game experience and (2) to switch strategi-
cally between different sources of fun, thus maintaining a (somewhat) positive 
experience even when performance-based enjoyment is low.  

Keywords: Video games, entertainment, enjoyment, performance, flow,  
attribution theory.  

1   Introduction 

Many forms of contemporary entertainment computing, most importantly, video games, 
apply their interactivity to present tasks and challenges to users. A great diversity of task 
types and challenge levels can be found in modern video games, for instance, tasks that 
require dexterity and precise timing of control inputs (such as in first person shooters), 
tasks that demand logical thinking and problem solving (e.g., adventure games, brain 
trainers), or tasks related to strategic planning and management of complexity (such as 
strategy games and business simulations). While social research on the motivational 
appeal of video games is still sparse [1], there is some indication that resolving game 
tasks and mastering game challenges is closely connected to game enjoyment. Ryan, 
Rigby and Pryzybylski [2] demonstrated experimentally that feelings of competence are 
                                                           
 

*  This research was funded by the European Commission, project “FUGA: The fun of gaming” 
(NEST-PATH-IMP 28765). We thankfully acknowledge the Commission‟s support. 



2 C. Klimmt et al. 

an important dimension of the motivational appeal of digital games. Two surveys identi-
fied competition as driver of playing motivation [3] [4]. Both competence and competi-
tion are inherently connected to tasks and challenges presented by games – mastering 
challenges thus is probably linked to game enjoyment [5].  

The present study addresses the issue of task resolution, mastery of game chal-
lenges, and game enjoyment in more detail. Specifically, the paper attempts to shed 
more light on the complexity that is involved in the connection between player per-
formance and game enjoyment. This complexity stems primarily from the common 
understanding that good performance can only occur when the task resolved is not too 
easy. Accomplishing an easy task does not hold much merit, and performance is only 
valued if it is perceived as mastery of a significant challenge. Building on concepts 
from motivational psychology, especially attribution theory [6], this paper takes an 
explanatory stance on player performance and video game enjoyment by examining 
player responses to and enjoyment of systematically varied challenge levels. 

2   Performance, Attribution, Satisfaction, and Game Enjoyment 

Research in the psychology of motivation has found consistently that human indi-
viduals respond to good own performance (success) with positive emotions such as 
pride and joy. Weiner [6] has emphasized that such positive emotions occur if the 
individual identifies her-/himself as origin of the event interpreted as success. Only if 
the positive event can be attributed to oneself (e.g., to one’s talent or one’s hard ef-
fort), strong positive emotions will arise; if the individual perceives external factors 
(e.g., somebody else’s effort or simple luck) responsible for the event, the resulting 
emotions may still be positive, but will not reach the same level of intensity. Concep-
tually, the emotion of “pride” will only occur in the case of self-attribution of the 
success event, whereas the emotion of “joy” may also occur in the case of external 
attribution of the (positive, appreciated) event. Similarly, self-determination theory 
[7] argues for the importance of feelings of one’s own competence for positive emo-
tions: It is thus the perception that oneself has done something ‘good’ or has achieved 
a great success that makes the difference in emotional experience. 

An important underlying mechanism that connects satisfaction with one’s perform-
ance to game enjoyment is self-esteem [8]. In general, increases in self-esteem go 
along with positive emotions such as pride and joy, and positive performance feed-
back or direct experience of competence rise the individual’s self-esteem level [9]. 
Therefore, successful task resolution is theorized to level up self-esteem, and the 
increase of self-esteem is experienced as highly enjoyable. 

Thus, in the context of video games, the challenges that players are confronted 
with represent opportunities to experience own competence by attributing the success 
events in the game to one’s own skill and efforts [10]. Resolving the game tasks 
would then be a key to game enjoyment: As most games introduce new tasks and 
challenges at high frequencies, players receive ample opportunities to feel competent 
and successful, lift their state self-esteem, and thus generate positive self-emotions 
continuously throughout game play. The permanent pride of mastering ever-new 
game challenges would then constitute an important part of game enjoyment. 

However, the link between one’s own performance, self-esteem and positive emotions 
is more complicated, for two important moderators affect the performance-enjoyment 
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process. One is the difficulty of the task(s) mastered, and the other is the performance 
expectation that the individual holds before and during task resolution. Concerning task 
difficulty, attribution theory [6] suggests that players cannot derive pride from the mastery 
of (very) easy tasks, because in this case, there is no chance to demonstrate skill or invest 
serious effort. Without skill demonstration and/or efforts invested, there is no reason to be 
proud of: The challenge is simply no challenge. In the context of video gaming, easy tasks 
(e.g., enemies that are easy to kill and do not cause serious damage to the player character) 
would rather evoke boredom than enjoyment. In contrast, (very) difficult tasks do not 
facilitate positive feelings either [6]. One reason is that difficult tasks are not resolved with 
high probability, so experiences of failure and insufficient performance arise more fre-
quently under high difficulty conditions. Such experiences undermine self-esteem and lead 
to frustration and sadness – the opposite of pride, and, when applied to game situations, 
also the opposite of game enjoyment. A second important reason for hard tasks interrupt-
ing the effect of success on enjoyment is that if players manage to resolve very heavy 
game tasks, there is a often a reasonable chance that their skill and effort alone did not 
cause the success, but that additional external factors (e.g., luck) co-occurred, which 
would question the self-attribution of the success. The enjoyment value of mastering very 
difficult tasks is thus not as ‘secure’ as the fun that players can generate from mastering 
moderately difficult tasks. For the solution of such tasks, they can claim full responsibility, 
with a secure impact on positive emotions.  

This consideration converges with flow theory that postulates most positive experi-
ences resulting from mastering tasks that are not too easy and not too difficult [11]. 
Flow theory has also been applied to video game enjoyment [12]. Consequently, the 
contribution of success experiences to video game enjoyment is argued to depend on 
the difficulty of the game played. Neither very easy nor very hard games should elicit 
success-based game enjoyment to a substantial extent; rather, moderately difficult 
games should facilitate the highest level of enjoyment. 

The link between player performance and game enjoyment is likely to be affected 
also by the performance expectations players hold [13]. Expert players will be con-
vinced of their capacity to master highly difficult challenges and will thus expect 
themselves to be quite successful with any given new game. Novice players, in con-
trast, will accept the possibility of failure and underperformance in many new games. 
Because they are ‘prepared’ for failures, they should not suffer from severe reductions 
in game enjoyment when they face difficult tasks, as they can still meet their low 
performance expectations and need not be disappointed about their achievements in 
the game. Expert players, however, may feel frustration more frequently, as failure to 
accomplish (seemingly) easy or moderate tasks would imply a violation of their own 
high performance expectation and thus reduce their (high) self-esteem level signifi-
cantly [13]. On the other hand, expert players hold an objectively better chance to 
master any given game task, while novice players will fail with much greater prob-
ability at any given game task. So expert players will succeed frequently but be disap-
pointed about their few failures, whereas novice players will fail frequently but will 
not feel much frustration about it. It is theoretically plausible, then, to argue that good 
performance and achievement is virtually irrelevant for the game enjoyment of novice 
players, whereas for expert players, performance would be extremely important, be-
cause their self-expectations are high, and they seem to perceive video games in gen-
eral as a domain to demonstrate skill and superior performance [4]. For the present 
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study, we thus focused on expert players to examine the interplay of performance, 
satisfaction and game enjoyment.  

From these considerations, the actual enjoyment experience during game play can 
be modelled. Players begin a gaming session with a self-expectation concerning their 
skills and performance capabilities (i.e., they define themselves as rather novice or 
rather expert players). The tasks that the game offers – enemies, puzzles, etc. – will 
lead to performance-based fun to the extent that (A) players find the tasks challenging 
(not too easy, not too difficult) and (B) players find their accomplishments matching 
their self-expectations. Because task difficulty and self-expectations are interrelated – 
heavy gamers find other game tasks ‘hard’ than novice players –, it is difficult to 
predict the specific level of optimal performance satisfaction that leads to increase in 
self-esteem, pride emotions, and thus achievement-based game enjoyment.  

Moreover, recent contributions to entertainment theory [5] suggest that media users 
actively ‘work’ on their enjoyment experience, for instance, by suspending disbelief 
in an implausible drama plot for the purpose of maintaining a suspenseful movie ex-
perience. Because the link between player performance and game enjoyment is estab-
lished through players’ own evaluation of their performance (which uses perceived 
task difficulty and self-expectations as indicators), it is possible that players use the 
inherent complexity of the task-performance-satisfaction-fun connex instrumentally to 
preserve a maximum enjoyment even if they do not perform optimally in the game. 
For instance, a player who fails to kill a monster in a first-person-shooter may attrib-
ute his failure to an ‘unfair’ game setting that rendered the task extremely difficult or 
‘impossible to do’. By justifying one’s own failure through external conditions (i.e., 
the game was unfair), the negative impact of the failure on self-esteem and the ac-
companying frustration and loss of fun can be buffered. So blaming the game for 
being unfairly difficult may be a strategy to maintain game enjoyment in spite of 
underperformance. Vice versa, a player who surprisingly manages to accomplish a 
really difficult game task may not acknowledge that luck was responsible for this 
success, but rather assign the great victory to his own skill, thus ‘creating’ a reason to 
be proud, with accompanying positive emotions and performance-based game enjoy-
ment. In other words, players’ evaluation of their own performance, may be biased 
instrumentally by players in order to maximize fun given successful game events or to 
preserve as much enjoyment as possible in the case of failures in gameplay. More 
failure may thus not necessarily lead to less enjoyment, and more success will not 
automatically facilitate more enjoyment. 

The theoretical elaboration so far suggests that there is considerable variability in player 
responses to a specified game difficulty level. In order to explore the complex relationship 
between game difficulty, player performance and satisfaction as well as game enjoyment 
in more detail and to gain empirical evidence for a more accurate model of performance-
based game enjoyment, the following research questions were derived. 

RQ1. How does video game difficulty affect satisfaction with one’s own performance 
in expert players?   

RQ2. How does video game difficulty affect game enjoyment in expert players?   

RQ3. Is the effect of game difficulty on satisfaction stronger than its effect on game 
enjoyment?   
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RQ3 explicitly addresses players’ (possible) instrumental interpretation of their 
own performance: If players actively shape their entertainment experience, they will 
protect it against threats from underperformance and according frustration, and will 
also derive more enjoyment from mastering easy tasks than it would be appropriate 
from an ‘objective’ viewpoint (i.e., as a fair estimate of task difficulty within the attri-
bution process would suggest). Thus, game difficulty may affect game enjoyment to a 
smaller degree than it affects player satisfaction: Players may not want satisfaction to 
dominate their fun and thus actively work against such an influence.  

3   Method 

To answer the research questions, an experiment with the first person shooter (FPS) 
“Unreal Tournament 2” © was conducted. Overall, 74 voluntary male university stu-
dents aged between 18 and 32 years (M = 21.84, SD = 2.73) participated in the study. 
All participants said that they played at least “sometimes” computer games, and they 
all had at least “some” experience with FPS. Before the students were invited to the 
laboratory, they rated their FPS expertise on a 10-point-scale (with “1” meaning being 
a novice with almost no experience, “10” meaning being an absolute expert). Only 
individuals who rated themselves at “5” or higher were asked to participate in the 
study. The reason for this limitation of access was to focus on game experts (see pre-
vious section). Individuals with sufficient FPS experience were then randomly  
assigned to play a “duel mode” map of “Unreal Tournament 2” with either “easy”, 
“medium” or “very hard” difficulty settings. In the “easy” condition, it was almost 
impossible that the player character would get hurt or died, and enemies were very 
easy to kill. The version with medium difficulty was supposed to provide the players 
with some success and the feeling of competence while a significant level of chal-
lenge was present. At last, the very difficult level was virtually impossible to win. 
Players necessarily got killed several times in this condition – independent from their 
skills. Everything aside of the difficulty level – appearance of the enemies to be du-
eled, map and geographical structure of the game environment etc. – was held con-
stant across difficulty conditions. Consequently, experimental groups were confronted 
with systematically varying levels of game difficulty.  

The participants were individually invited to a quiet room with controlled lighting 
conditions and were asked to sign a letter of consent to participate in the subsequent 
procedure. Before playing, some reaction time data were collected that are not rele-
vant to the present analysis. Consequently, participants played their FPS level for 10 
minutes. They were then requested to complete another reaction-time task and were 
handed a questionnaire afterwards. Players’ objective performance was recorded from 
game statistics; for this purpose, the number of enemies killed within the 10 minute 
play time (“kills”) and the number of times the player character was killed (“deaths”) 
were noted by the experimenter. 

Analysis of these statistics revealed that the manipulation of difficulty was highly 
effective (see table 1). With increasing difficulty, the average number of enemies  
that players managed to kill went down sharply, whereas the number of the player 
character’s “deaths” increased substantially. These group differences were highly 
significant both for “kills” and “deaths”. 
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Table 1. Average number of “kills” and own “deaths” across experimental groups of different 
game difficulty (n=71) 

 Enemies killed Deaths of player character 

Game difficulty Mean Standard   
Deviation 

Mean Standard 
Deviation 

Easy (n = 25) 24 7.58 1.72 4.52 

Moderate (n = 23) 8.96 5.77 15.09 5.59 

very difficult (n=23) 2.65 2.81 25.74 4.85 

Main effect of game difficulty on enemies killed: F(2,68) = 86.63, p < .0001; η2 = .72. 
Main effect of game difficulty on own deaths: F(2,68) = 139.52, p < .0001; η2 = .80. 

Table 2. Average ratings for game difficulty  across experimental groups (n=71) 

 Perceived difficulty of game 
 

Game difficulty (experimental factor) Mean 
 

Standard Deviation 

Easy (n = 25) 
 

1.58 0.61 

Moderate (n = 23) 
 

2.98 0.71 

very difficult (n = 23) 
 

3.85 0.75 

Main effect of experimental variation in difficulty: F(2,68) = 66.45, p < .0001; 
η² = .66 

The post-play questionnaire assessed game enjoyment (with 4 items like “the game 
was entertaining”, scaled from “1” meaning “I do not agree at all” to “5” meaning “I 
fully agree”, Cronbach’s α = .93), satisfaction with one’s own performance (4 items 
like “I am proud of my performance in the game”, scaled again from “1” to “5”, 
Cronbach’s α = .80), and perceived difficulty of the game (two items on a 5 point 
semantic differential such as “the game was… not manageable vs. no challenge”, 
Cronbach’s α = .91). Finally, some additional information (including demographics) 
was requested from participants. After responding to the questionnaire, participants 
were debriefed and dismissed. Each person received 5 EUR as compensation. 

The postplay questions on perceived game difficulty again demonstrated the effec-
tiveness of the experimental variation in challenge level (table 2). Players rated the 
difficulty level of the game level in the way the experimental manipulation had been 
designed; this finding also indicates that players were aware of specific objective 
difficulty of their game task when evaluating their performance. 
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4   Results 

Results indicate that in general, players evaluate their performance worse if they have 
been confronted with harder game difficulty. Obviously, self-assessment of playing 
performance was made under the impression of the number of kills (and deaths) with-
out taking the objective difficulty of the game into account. The many kills that virtu-
ally all players achieved in the easy game version seem to have caused players to rate 
their performance as very good in spite of the low challenge that this game version 
imposed. Vice versa, the many own deaths in the hardest condition obviously caused 
players to evaluate their performance negatively in spite of the objective difficulty 
level. However, overall performance ratings did not differ as strongly between players 
of the moderate and the hard game version, which suggests that players begin to  
‘defend’ or ‘justify’ their performance when confronted with extremely difficult tasks 
and  are not ready to accept any negative gaming outcome as consequence of their 
insufficient performance (table 3). 

A similar analysis was conducted to examine the impact of game difficulty on 
game enjoyment (see table 4). Overall, the easy game version that facilitated the high-
est number of success experiences (enemies killed) together with the lowest number 
of failures (deaths of the player character) generated the most intensive game enjoy-
ment. Enjoyment of the harder game versions was lower, with the mean difference 
between the moderate and the highly difficult version being smaller than the differ-
ence between the easy and the moderate condition. The greater satisfaction with one’s 
own performance in the easier difficulty conditions thus comes along with greater 
enjoyment, which contradicts the assumption elaborated earlier that the moderate 
difficulty condition would generate more fun than the easy and the hard condition. 
The difference in effect sizes should be noted, as they are important for the interpreta-
tion of findings. While the effect of the manipulated game difficulty was very strong 
on actual performance (kills/deaths), it was a little lower but still strong (η² = .66) for 
the game difficulty rating, again substantially lower for players satisfaction (η² = .46), 
and went down to a moderate effect size for game enjoyment (η² = .17) 

Table 3. Satisfaction with playing performance across experimental groups of different game 
difficulty (n=71) 

Game difficulty Mean Standard 
Deviation 

Easy (n = 25) 
 

4.06 0.63 

Moderate (n = 23) 
 

2.89 0.69 

very difficult (n = 23) 
 

2.51 0.81 

Main effect of game difficulty level: F(5,65) = 28.17, p < .0001; η² = .46 
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Table 4. Game enjoyment across experimental groups of different game difficulty (n=71) 

Game difficulty Mean Standard 
Deviation 

 
Easy (n = 25) 
 

4.29 0.59 

Moderate (n = 23) 
 

3.84 0.83 

very difficult (n = 23) 
 

3.53 0.86 

Main effect of game difficulty level: F(5,65) = 6.49, p < .01; η² = .17 

5   Discussion 

The experimental variation of game difficulty produced patterns of game enjoyment 
(RQ1 and RQ2) that are not fully in line with flow theory [12] and attribution theory 
of motivation [6]. From these frameworks, maximum enjoyment would be predicted 
for moderate game difficulty, because under such conditions, players can perceive 
their own skills and efforts, and attribute occurring success events to themselves. Too 
easy and too hard difficulty levels would either lead to boredom (or no reason to be 
proud on one’s performance) or frustration (or the suspicion that luck helped to  
overcome the extreme challenges). Interestingly, our experiment found that players 
enjoyed the FPS the most when they were given a very easy condition with many 
success events (enemies killed) and very few (if any) failures (own deaths). With 
increasing difficulty, the number of success events went down and the number of 
failures events went up, and both satisfaction with the own performance and overall 
game enjoyment were lower than in the easy condition. 

Some methodological issues need to be addressed before a conceptual discussion. 
First, the results may be caused by a misinterpretation of objective difficulty levels. 
Maybe players found the condition that the investigators labeled “easy” actually chal-
lenging, which would suggest to reconsider if the findings do in fact match with attri-
bution and flow theory. However, players’ own ratings of game difficulty were in line 
with the experimental manipulation: So players enjoyed the game condition the most 
for which they admitted a low difficulty level, which suggests that the according re-
sults are no artifact of unrealistic experimental manipulation. Second, players used the 
game in a laboratory setting, which may have reframed participants’ situation percep-
tion in a way that made performance requirements more salient than in conventional 
home use situations. Reports of satisfaction and enjoyment may thus be biased due to 
players’ intentions to impress the experimenter; however, there is no evidence for the 
type of bias that may have occurred. Field replications of the study may illuminate 
this possible problem in the future. 

From a theoretical perspective, there is a need to reconcile the present results with 
previous studies who found evidence for flow experiences to be connected to video 
game enjoyment [14] and for expert players’ preference for extremely difficult over 
simple tasks [15] – findings that seem to be just the opposite of what the present study 
revealed. 
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Our attempt to integrate these findings with previous research is focused on the is-
sue of playing time. We suggest that the relationship between game difficulty, success 
rate, internal attribution of success, satisfaction with own performance, and overall 
game enjoyment changes over the time of using a given game. Our findings picture 
the situation of players beginning an unfamiliar game. In this early stage, enjoyment 
seems to be driven by ‘quick success’, that is, a high number of explicit positive feed-
backs fuels game enjoyment. The fact that this fast stream of success experiences is 
caused by low difficulty seems to be ‘ignored actively’ by players: They know that 
the game ‘makes it easy’ for them, but still they have fun with being successful, al-
though they ‘objectively’ did nothing to be really proud of [6]. In turn, high numbers 
of failure events reduce game enjoyment in the beginning stage of game use, although 
players know that it was an ‘objectively’ hard task. So our interpretation of the found 
link between game difficulty and game enjoyment is that during the early stage of 
getting acquainted to a new game, players heavily depend on visible success and 
positive feedback provided by the game. Internal performance evaluations such as “I 
was good, but the game was really hard” seem to be less important at this stage. 
Without such cognitive rationalization of failure, game enjoyment cannot be pre-
served at harder difficulty levels and goes down. Overall, players starting an unfamil-
iar game depend on the game’s feedback of good performance; only if the game  
delivers such success feedback (regardless of objective difficulty), the beginning stage 
of game use is notably enjoyable.  

These patterns of game difficulty and game enjoyment may change with increasing 
playing time. After eight more hours of experience with the same game, for instance, 
the experimental levels with easy, moderate, and difficult challenge would have dif-
ferent meanings for players. More importantly, players would hold more knowledge 
to judge their own performance independently of the game’s direct success feedback. 
That is, with more knowledge about the game and one’s own  skill level, players can 
evaluate their performance without relying on the game’s performance feedback 
alone. Such an experience-based interpretation of performance may then lead to a 
shifting pattern of performance and game enjoyment. At a later playing stage, the fact 
that there was no challenge involved in achieving many kills may hold more weight in 
the generation of game enjoyment. In turn, with more game experience, players learn 
to value really good performance in objectively difficult circumstances. Their experi-
ence provides the arguments to defend enjoyment even when confronted with many 
failures. Vice versa, their experience also enables the state of boredom when con-
fronted with too easy tasks – the many wins that are demonstrably fun at the early 
playing stage become boring with increased experience.  

In sum, we argue that players who are more familiar with a given game would dis-
play the pattern of game difficulty, satisfaction with own performance, and game 
enjoyment that is predictable from attribution theory and flow theory (see above): 
Game events and knowledge-based interpretation of performance jointly render mod-
erately difficult tasks more enjoyable and create circumstances of less enjoyment for 
too easy and too difficult game tasks. For players who are at the beginning to using a 
new game, however, the pattern of game difficulty and enjoyment seems to be mostly 
driven by the explicit feedback given by the game, regardless of players’ internal 
evaluations of difficulty levels. For players starting a new game, the fun of gaming 
thus seems to arise from what the game offers in terms of positive and negative  
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feedback, whereas for players who are very familiar with a game, their own interpre-
tation of the game’s feedback (in terms of “how difficult was that situation?”) plays a 
greater role in the generation of game enjoyment. This difference of patterns between 
early and later stages of game familiarity is thus the conceptual resolution that comes 
out of the present findings that seem to contradict patters reported in earlier work  
[6] [12].  

In addition to the experimental group mean differences in average satisfaction and 
enjoyment, the effect sizes observed in the current experiment deserve conceptual 
attention. In the easy game condition, players did not ‘die’ very often; in the ‘very 
hard’ condition, players got killed very frequently. Effect sizes were substantially 
lower for players’ satisfaction with their performance, and still lower for enjoyment 
rating, however. This means that strong group differences in objective performance 
led to smaller (yet massive) group differences in satisfaction with performance and to 
rather small (actually moderate) group differences in game enjoyment.  

Concerning RQ3, this pattern of effect sizes indeed suggests that players actively 
manage and protect their enjoyment experience. Following arguments from general 
entertainment theory [5], we argue that players’ strategy to maximize game enjoy-
ment is to switch between different origins of fun instrumentally. Research on video 
game enjoyment has identified various sources of fun beyond ‘performance – self-
esteem – enjoyment’, for instance, identification with the game character, or curiosity 
and surprise (see, for instance, [16] [17]). This means that the game experience  
does not fully depend on performance issues but that other factors can also affect 
enjoyment.  

Our conclusion is thus that players do not allow performance to dominate their ex-
perience, but that they attend also to other ‘fun factors’ in order to maintain a positive 
play experience. Instrumental use of a game’s fun factors would then imply to focus 
in performance-based enjoyment when performance is good and satisfaction is high 
(i.e., pride as dominating mode of game enjoyment) and to focus on other fun factors 
when performance is bad and satisfaction is low (i.e., curiosity or suspense as domi-
nating mode of game enjoyment). Players seem to ‘intelligently handle’ the various 
types of fun that video games have to offer, and they seem to be able to take the most 
fun out of the game even if one important factor (performance) does not reach optimal 
values. Thus, the effect size of difficulty on enjoyment was much lower than the ef-
fect size of difficulty on actual performance. However, game difficulty and perform-
ance still have an impact on game enjoyment in spite of players’ active management 
and protection of their fun experience (i.e., players in the high-failure condition did 
not report exactly the same enjoyment as players in the medium-failure condition). 
We thus argue that players cannot fully override game-based determinants of fun, but 
that they can only partly buffer the impact of fun factors on their experience.  

From the perspective of game development, finally, our results provide support to 
the common techniques of adapting the way a game operates difficulty management 
to the player’s current stage. For players who have just begun a new game, it is im-
portant to offer a high number of positive events (success experiences) in order to 
facilitate enjoyment right from the start. This can be achieved by reducing difficulty 
levels to the absolute minimum. Examples from successful games and their ‘tutorials’ 
for beginning players illustrate the viability of this design strategy. With ongoing 
game use, the difficulty level should rise stepwise in order to offer more and more 
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information that players can use for their own individual assessment of their perform-
ance, which will contribute to sustained game enjoyment in later stages of game use. 
Another related strategy of game developers is to adapt the difficulty automatically 
and dynamically in order to adjust the game to individual performance and provide 
‘credible’ success experiences in any stage of game exposure. The interpretation of 
the present results implies that such automatic difficulty adaptation should not attempt 
to maintain a similar level of success experiences for beginners and advanced players 
alike, but rather increase difficulty disproportionately fast with increasing player per-
formance. This way, players reaching a higher game-related expertise level would be 
confronted with a much greater frequency of failure than early-stage players, and this 
change of the game’s requirement profile would better fit to advanced players’ expec-
tations (because advanced players expect to run into extremely heavy game chal-
lenges and are resilient against much of the frustration that comes along with them). 
The present study thus suggests to compare different logics of dynamic difficulty 
adaptation systematically to determine their impact on game enjoyment over playing 
time. In general, however, the present results are nicely in line with what is widely 
practiced in game design concerning difficulty management and adaptation. 

Finally, the findings on different effect sizes of game difficulty on player perform-
ance versus game enjoyment open interesting theoretical and applied perspectives on 
the video game experience. We have suggested an interpretation of the multi-causality 
of game enjoyment [13], which has implications for future research on user experi-
ences in entertainment computing (i.e., to observe multiple dimensions of enjoyment 
simultaneously in one study and to compare expert and novice players) and for game 
design (i.e., orchestrate different fun factors to support players’ instrumental switch-
ing between modes of fun). The overall conclusion is thus that games do facilitate fun 
because they are task-based environments and allow self-experiences of competence 
and  pride, but that players are also ‘smart’ in construing their entertainment experi-
ence and can handle the different fun factors of video games instrumentally to  
maximize their emotional benefits.  
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Abstract. This paper analyzes area revisitation patterns in World of
Warcraft (WoW). Online-game players roam a number of in-game areas
while playing the game and revisit some of them with different personal
reasons. To clarify this issue, we conduct a large-scale analysis using
WoW access log collected for two years consisting of more than sixty
thousand characters and have discovered four main groups of area revis-
itation patterns. We describe also in the paper how our findings can be
utilized to support both game developers and players.

1 Introduction

An online game player regularly revisits some particular areas. Their reasons
differ and might be due to several factors, such as player intention, area com-
position and content. For example, to increase their levels, a group of players
might repeatedly visit an area where monsters reside. Another area might be
visited routinely because of its periodical game events. Consequently, knowledge
on area groups, each with similar revisitation characteristic, has high potential
in supporting of not only game developers but also players.

In this paper, inspired by a recent work on analysis of web revisitation patterns
[1], we hypothesize that, similar to web pages, typical patterns exist in revisita-
tion of online-game areas. To validate our hypothesis, we conduct a large-scale
analysis using access log from World of Warcraft (WoW), a Massively Multi-
player Online Role-Playing Game (MMORPG). The contributions of this work
are (a) the first analysis of this kind on an online game, (b) four area-revisitation
patterns (or groups) found from access log of the world most popular online game
WoW, (c) thorough discussions on each pattern, and (d) our implications to
applications of the findings.

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 13–23, 2009.
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2 Data Acquisition and Filtering

2.1 Data Acquisition

In this work, we use access log from a Taiwanese server of WoW. At present,
WoW has the highest number of subscribers [2]. WoW players must choose to
belong to either Alliance or Horde faction from the beginning. Access log of
Horde characters was acquired by executing /who, at our client every ten minutes
during two years from January 2006 to December 2007. Before filtering, our log
contains more than sixty thousand characters of all Horde races: Blood Elf,
Orc, Tauren, Troll, and Undead. An execution of /who gives us information
on all currently-logging-in characters and their playing areas at the execution
time; other information includes the race, job, and level of the corresponding
character.

2.2 Data Filtering

To increase the reliability in the data, we removed characters with total play
time below 40 hours, an arguable standard RPG length. We further removed
characters with at least one of the four attributes falling below 10th percentile
against other characters. These four attributes are the total numbers of (a) area
transitions, (b) unique areas visited, (c) and areas revisited, as well as (d) the
area-transition ratio. The last one is the ratio between (a) and the log length
of the character. Table 1 shows an example access log, a simplified one though,
of a character. For this character, the aforementioned attributes are 6, 4, 3,
and 0.6, respectively. Note that because this character consecutively visited area
D, its total number of areas revisited is 3, not 4, i.e., revisiting Area A in 22
hours and 40 minutes, Area B in 50 minutes, and Area C in 22 hours and 10
minutes.

To exclude outliers, such as bots [3] and extremely hardcore players who spend
an extraordinary amount of time in the game, we further filtered out characters

Table 1. Example of simplified access log for explanation of four character attrbutes

Time Area
10/08/06 02:12:37 A
10/08/06 02:22:28 A
10/08/06 02:32:37 B
10/08/06 02:42:38 C
10/08/06 03:02:30 D
10/08/06 03:12:37 D
10/08/06 03:22:35 B
10/09/06 00:52:37 C
10/09/06 01:02:37 A
10/12/06 23:36:37 A
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with log length of 99th percentile against other characters. As a result, the num-
ber of remaining characters becomes 6491. For area filtering, we removed ar-
eas with the integral of the revisitation curve, defined in the next section, of
1st percentile against other areas. This results in 107 areas remaining after
filtering.

3 Analysis

Our analysis approach follows the recipe in [1]. First, we use the revisitation
curve to characterize an area of interest. Then we cluster these areas into related
groups using a hierarchical clustering algorithm.

The revisitation curve of an area represents the total number of times the area
is revisited by characters within in a given time interval. Thirteen exponential
time bins are employed, i.e., within 32, 64, 98, 136, 212, 424, 848, 1696, 3392,
6784, 13568, 27136 mins, and above; representing approximately, 30 min, 1 hour,
1.5 hour, 2 hours, 3 hours, 6 hours, 12 hours, 1 day, 2 days, 4 days, 8 days, 16
days, and above, respectively. For the example log in Table 1, the data of this
character will add 1 to the 2nd bin of Area B and to the 8th bin of Areas A as
well as C. To facilitate comparisons between areas, normalization is performed
for the revisitation curve of area[i] as follows:

bin[j ] of area[i ]
average of bin[j ] among all areas

For area[i], each of the thirteen normalized bin values represents an element of
13-dimensional input vector i used in cluster analysis described below.

To cluster areas into multiple groups, each having similar revisitation char-
acteristic, we adopt commonly used Ward hierarchical clustering [4], available
in R. Because shape information is important, the cosine distance is selected
in Ward clustering. The index in use for automatically deciding the number of
clusters is maximization of

interclass variance/(number of clusters − 1)
intraclass variance/(number of areas− number of clusters)

[5]. Because we anticipate that there should also be four main groups as in [1],
the minimum number of clusters is set to four.

4 Results and Discussions

Figure 1 shows the clustering results where all areas are divided into 15 clusters.
Each cluster is labeled to one of the four groups, i.e., Fast, Medium, Slow, and
Hybrid, based on the revisitation curve’s shape of the cluster centroid. Table 2
summarizes the cluster information for Fast, Medium, and Slow; and Table 3
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Fig. 1. Hierarchical clustering results

summarizes the cluster information for Hybrid. Each group is discussed in detail
in the following.

4.1 Fast

Areas in this group are often revisited within a short interval, say, less than hour.
The areas in this group can be classified into two categories: battlegrounds and
starting areas.

4.1.1 Battleground
One of the main features of the Warcraft universe is the raging conflict between
Horde and the Alliance. Battlegrounds are instanced areas solely created for
PvP (player-versus-player) combats. The two initial Battleground areas, Alterac
Valley and Warsong Gulch, went online on June 7th, 2005. Arathi Basin was
introduced in Patch 1.7 on September 13th, 2005. The fourth battleground,
named Eye of the Storm, was released with the Burning Crusade extension pack.

Battlegrounds are instances and have a limit on the number of players who
can enter at the same time, where the limit varies in different battlegrounds. The
game provides Battleground Queuing System to assist players register for the
join battlegrounds given the player number limits. Players can wait for entering
a battleground anywhere in the world via the game’s user interface. Once it is
the turn for a player to enter the battleground, he will be teleported into the
battleground, and teleported back after the battle finishes. All the battlegrounds
are classified as fast-revisiting areas, which indicates that a battle is usually
finished in 30 minutes and PvP players often reenter a battleground immediately
for the next match.
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Table 2. Summary of cluster information for Fast, Medium, and Slow

4.1.2 Starting Area
During our data collection period (Jan 2006 to Dec 2007), an extension pack
called ”The Burning Crusade” was released in March 2007. In this extension
pack, there are two new races introduced: The Draenei for the Alliance and
the Blood Elves for the Horde. New Blood Elf characters start their journey in
the Eversong Woods, the northern section of Quel’Thalas. Farther south is the
Ghostlands, a level 10-20 zone. Low-level Blood Elves gain experience points
and reward items by pursuing the quests in Eversong Woods and Ghostlands.
However, most of the quest givers are in the capital city, Silvermoon (S6), which
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Table 3. Summary of cluster information for Hybrid

is located in the northeastern part of the Eversong Woods. Therefore, low-level
Blood Elves have to regularly return to Silvermoon to complete their quests or
to take new quests. After that, they tend to go back to the starting areas and
carry on their new quests. The fast revisitation of starting areas confirms that
the quests for low-level players are relative easy and can be done within a short
time.

4.2 Medium

Areas in this cluster have a peak in the left middle of the curve, i.e., between 1
hour and 1 day. We find that the areas in this cluster are due to two possible
reasons as follows.

4.2.1 Daily Quest
Daily quests (often called ”dailies”) are repeatable quests firstly introduced in
Patch 2.1. Areas for daily quests are included in M1, such as etherstorm and
Shadowmoon Valley. These quests provide significantly better rewards than reg-
ular quests. A player can complete up to 25 daily quests in each day. After a
player solves 25 daily requests, he must wait for the ”daily quest reset” event.
The exact time for such reset depends on the configuration of each realm, which
is often chosen in the early morning. Thus, it is reasonable for players to revisit
the areas which provide daily quests between 1 hour and 1 day.
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4.2.2 Bank and Auction House
Other areas in the Medium cluster are capital cities, including Undercity (M1)
for the Undead, Orgrimmar (M2) for the Orc and Troll, and Shattrath city
(M2) for the united force. The cities serve as the main cultural, political, and
economical center of each race. To players, one of the main functionalities of
the capital cities is their economical functions, i.e., banking and auction. Banks
and auction houses are usually located only in major cities or towns, especially
in capital cities. A bank is a building with teller NPCs which allow a player
to access his own private storage. A player can freely deposit and withdraw his
items and currency in the storage via a bank or its branches. An auction house
is a place for players to trade goods, weapons, and equipments. As of the release
time of Patch 1.9, each capital city has its own auction house. The medium
revisitation patterns of capital cities implies that players tend to regularly come
back to their respective capital cities to access their private storage or trade
goods with others.

4.3 Slow

The revisitation curves in this cluster have a slow peak, i.e., revisitation intervals
are longer than 1 day. The level 30-70 areas are included. The revisitation curves
of growth areas for moderate and upper level (30-70) characters, included in S4,
S5, S6, have higher amplitudes than those of lower-level growth areas.

4.3.1 Low-Level Instance
Those instances are special areas where a group of players can interact privately
within a dungeon. Instance dungeons tend to feature the most difficult and
rewarding content. Since the majority of the players had achieved the 70th level
in our traces, the low-level (20-30 level) instances, such as Blackfathom Deeps,
Ragefire Chasm, Razorfen Downs, Razorfen Kraul, and Shadowfang Keep (all in
S2), can no longer offer satisfying rewards. Such low-level instances thus become
less popular, and therefore, players do not revisit the areas frequently.

4.3.2 Monthly Event
Another reason for slow revisitations is due to a monthly event, the Darkmoon
Faire (the Faire), which is a regular event firstly introduced in Patch 1.6. The
Faires always start on the first Monday of a month, and the location rotates
among three places, namely, Elwynn Forest (S1), Mulgore (S3), and Terokkar
Forest (M1). The event lasts for one week and appears in turn in the three
places each month. Because some special goods can only be purchased in the
Fairs, players may manage to attend such events, even the location is far away
from their homelands. For example, when the Faire takes place in the Elwynn
Forest near the Alliance land, we find that some Horde players traveled through
Dust Wood, Loch Modan, Redridge Mountains, Twisting Nether, and Wetland
(all in S1) in order to get to Elwynn Forest. Because these in-between areas are
unpopular and may be only visited due to such rare events, those areas exhibit
slow revisitation patterns and are included in the slow revisitation cluster.
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4.4 Hybrid

4.4.1 High-Level Instance
High-level instances feature the most difficult and rewarding content, thus such in-
stances are very popular. For example, Stratholme, Old Hillsbrad Foothills, Black-
rock Spire, Molten Core, and Ahn’Qiraj which associate with H1, H2, H3, H5, and
H6, respectively, are in this category. Due to the challenge in solving quests offered
in these areas, very often the entire party of players are eliminated by the enemies
and transferred to the nearest land outside the instance. This kind of situation is
called the ”wipeout”. After a wipeout, players usually gather and enter the same
instance within 10 minutes, which causes the left peak in the revisitation curve.

On the other hand, in order to control the number of valuable items from
inflating, an instance may have a ”lockout” period after it is conquered. During
the lockout period, the players who completed the instance are not allowed to
re-enter the instance. The lockout period is often set to one day or one week
depending on the scarcity of the reward. This design leads to the right peak in
the revisitation curves for these areas.

4.4.2 Arena
The remaining areas in the Hybrid cluster are mostly arenas, including Blade’s
Edege Arena, Nagrand Arena, and Ruins of Lordaeron (all in H4). An arena is
a place in which teams of players compete against each other to gain the Arena
Points in deathmatch-like player-vs-player combats. Since such matches often
conclude in 10 minutes, players tend to reenter an arena frequently. This is the
reason for the left peak.

However, the Arena Points are not awarded after each match. For example,
one requirement to gain the Arena Points is to attend at least ten matches
within a week, and the Points is awarded on Thursdays regularly. Therefore,
players tend to reenter an arena to gain rewarding points weekly. We consider
this design the cause to the right peak in the revisitation curve.

5 Design Implications

Design implications are given in this section. Although WoW is used in the
analysis in this paper, we note here that our implications are applicable to other
MMORPGs.

5.1 Area Design Reconsideration

Through the analysis of players’ area revisitation patterns, game designers can
check whether the usage of areas conforms to their expectation. Specifically, some
areas may be unreasonably popular where players revisit them very frequently,
while some others may be unexpectedly unpopular where players seldom revisit.
The unexpectedly popular areas might be because players have found some tricks
that can defeat ”boss” monsters or gain a great quantity of reward, whereas the
unexpectedly unpopular areas might be because the game missions provided are
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too difficult or the reward is not worth enough. Thus, we consider area revisi-
tation patterns could be a useful summarization tool of game players’ passion
about certain areas, and, at the same time, a useful analytical tool for game
designers to reconsider the design of game areas.

In addition, to maintain high user satisfaction, the contents of Fast and
Medium areas should be updated with higher frequencies than those of Slow.
Fast and Medium areas are more popular ones where players more frequently
visit. Neglect in updating them may lead to player retirement.

5.2 Players’ Social Network Solidification

For a group of players, if their characters share similar area revisitation patterns,
it is likely that they share similar game play preference and strategies, and
their characters have same game levels and expertise. For example, a group of
players may all prefer to boost the game levels through slashing monsters in
caves rather than simply chatting with other players in towns. On the other
hand, some other players may prefer accumulating valuables by manufacturing
goods, provide services, or trading, thus they tend to spend a lot of time in
market places and rarely get into battlefield areas. Via the clustering of area
revisitation patterns we are able to perform player clustering, where players in
the same cluster share similar game play preference and interests.

Game operators can exploit this kind of information to solidify the social
network between gamers by designing systems like ”friend recommendation” or
by holding social events that encourage players to know about each other. For
players who share similar game play strategies, they are more likely to connect
to and share with each other, which will establish social relationships between
those players and further solidify the overall social network of the game’s partici-
pants. Consequently, this will increase the stickiness to the game and furthermore
prolong the game’s lifetime.

5.3 Player Support

Individual player support can be provided based on area revisitation character-
istic of a player of interest. For example, assume that the revisitation curves of a
character of interest to battle areas exhibit Slow, but those to growth areas are
Fast. This indicates that the player does not favor fighting against other players,
but rather prefers to raise his/her character’s level. The game system can thus
give to this player personal supports such as a direct invitation to an event at
a growth area. In addition, the game system can provide to players a kind of
reminder service that reminds a player of interest to visit an area whose blank
interval since the last visit has passed the peak time in the revistation curve.

If an area search function is available in the game, information on area revis-
itation can be used in area retrieval computation. For example, assigning more
preferences to Slow areas, than to Fast or Medium areas, in the search result
might give players higher satisfaction. This is because we think there is a higher
possibility that players use the area search function to locate less known areas,
such as those in Slow group.
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6 Related Work

Since an early report [6] on a large amount of re-visit information in web naviga-
tion, many studies [7-11] have been conducted to understand webpage revisita-
tion and browsing behavior. Compared to these studies, the work in [1] that we
base on is the largest study in terms of the number of participants. Very recently,
the same group of authors has furthered their work and summarized their recent
findings on the association between change in content and revisitation in [12].

WoW has been used as a research platform in many studies because of its
popularity and availability of WoW API[13], allowing interaction and modifica-
tion of the game. In [14] and [15], automatically collected data were explored
to understand gaming experiences and social dynamics, respectively. The pre-
dictability of online-game players’ subscription time and the effect of changes
in game features to social interaction were studied in [16] and [17], respectively.
Very recently, a system for automatically generating comics from WoW gaming
experiences has been developed [18].

7 Conclusions

Inspired by an existing work on analysis of web revisitation patterns, in this paper,
we analyzed area revisitation patterns in WoW. As in web, areas were divided into
four groups Fast, Medium, Slow and Hybrid according to their revisitation curves.
For each group, we highlighted representative areas and their characteristics asso-
ciated with their curves. A number of design implications were given that support
not only the game-developer side but also the game-player side. Extensive tests of
these implications are left as our future work.
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Abstract. In this this paper, we discuss the interest and the need to
evaluate the difficulty of single player video games. We first show the
importance of difficulty, drawing from semiotics to explain the link be-
tween tension-resolution cycles, and challenge with the player’s enjoy-
ment. Then, we report related work on automatic gameplay analysis.
We show through a simple experimentation that automatic video game
analysis is both practicable and can lead to interesting results. We argue
that automatic analysis tools are limited if they do not consider diffi-
culty from the player point of view. The last section provides a player
and Game Design oriented definition of the challenge and difficulty no-
tions in games. As a consequence we derive the property that must fulfill
a measurable definition of difficulty.

Keywords : video games, challenge, difficulty, learning, evaluation.

1 Introduction

One of the fundamental issues to tackle in the design of video games is mostly
referred as creating a well-shaped difficulty curve. This means that one of the
core element of a good game design is to make the game just as difficult as
it has to be, so that the player feels challenged enough, but not too much.
However, game creators cannot rely on strong tools to help them in this task,
and there is not even a clear and accepted definition of difficulty as a measurable
parameter. For now, game difficulty adjustment is a subjective and iterative
process. Level / game designers create a sequence of challenges and set their
parameters to match their chosen difficulty curve. Finding the right sequence
and tune every challenge relies on playtesting performed by the designers, and,
at some important milestones, by focus test groups. Focus tests are costly and it’s
very hard for a designer to evaluate the difficulty of a challenge he created and
played for many hours. Our goal is to provide a clear, general and measurable
definition of the difficulty in games. We must rely on accepted definitions of
video games and works which relates the difficulty in games to the quality of
the games, as perceived by the player. We present related work on automatic
gameplay analysis, and then report a first experiment with a basic synthetic
player. Finally, we define difficulty, tacking into account the player experience.

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 24–35, 2009.
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2 Scaling the Difficulty

Difficulty scaling is a fundamental part of game design [1] [2]. However, this is
not an obvious consequence of accepted definitions of video game. Jesper Juul
has listed many of them and has proposed a synthesis [3]. We start from Juul’s
definition to explain why difficulty scaling is so important in game design :

‘A game is a rule-based formal system with a variable and quantifi-
able outcome, where different outcomes are assigned different values, the
player exerts effort in order to influence the outcome, the player feels at-
tached to the outcome, and the consequences of the activity are optional
and negotiable.’

This definition gives a clear, precise idea of how a game system behaves, and
manages to take into account the most interesting parts of the previous defini-
tions. But for our purpose, we must explain more precisely why difficulty is such
an important thing. The fact that the player exerts effort in order to influence
the outcome, and feels attached to the outcome is the core point. To point out
the important components of a gameplay, and foremost the link between caring
about difficulty and making a good game, it is necessary to coin a definition that
leaves aside the game’s dynamics structure and focuses on video games from the
player’s point of view.

Robin Hunicke describes a game using a Mechanics, Dynamics and Aesthet-
ics (MDA) framework [4]. Mechanics are the tools we use to build a game (e.g.
physics engines, pathfinding algorithm...), Dynamics describes the way the Me-
chanic’s components behave in response to the player, and Aesthetics is the
desirable emotional responses evoked to the player. Of course, the design goals
is the Aesthetics, that is to say the player’s emotions. We argue that the dif-
ficulty of challenges greatly influences video game’s aesthetics and thus play a
central role in game design.

Umberto Eco’s book The open work is a fundamental research about inter-
active art’s aesthetics [5]. Umberto Eco states that when we face a piece of art,
we are interpreting it, seeking patterns, looking for information. Depending on
our culture and knowledge, we will find something to grab on within the stim-
ulating field of the piece of art. But then we will go further, and find another
interpretation and feel lost for short moment, while shaping our new pattern.
Moreover, when a piece of art is interactive, the aesthetic value comes both from
the tension resolution and from the fact that this resolution is a consequence of
our choice. Assuming that a video game is an open work we can propose a similar
analysis. Every time the player faces an obstacle, he gets lost for a few seconds.
Then he finds and choose a pattern, press the right buttons, and takes pleasure
both from resolving a tension and from making a choice. Thus, we can draw from
Umberto Eco’s work that in video games, challenge is fundamental because it
creates tension situations that the player has to solve and the opportunity of
meaningful choices.

Related work on video game player’s enjoyment support our analysis and place
challenge at the center of video game’s aesthetics. In his book A Theory of Fun
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for Game Design, Ralph Koster states that we have fun playing games when we
discover a new pattern, i.e. a strategy that we apply to overcome a challenge [6].
Sweetser and al see challenge as one of the most important part of their Game
Flow framework [7]. Yannakakis et al measure player enjoyment from challenge,
besides behavior and spatial diversity [8].

Mihaly Csikszentmihalyi’s Theory of Flow, that researchers have applied to
video game as a measure of the player’s enjoyment, helps us to make a link
between the difficulty of a challenge and the player’s enjoyment [9] [10] [7]. A
player is in a Flow status, and thus enjoying the game, when the task is neither
too hard nor too easy. It is thus not enough to create tensions situations and
to give the player choices to resolve this tension, a good game design must
accurately scale the difficulty of a challenge to have a tension level that leads to
the player’s enjoyment. Thus, a definition of a game from the Aesthetic point of
view and centered on challenges could be:

‘Regarding challenges, the Aesthetics of a game is created by tension-
resolution cycles, where the tension is kept under a certain threshold,
and where the resolution of a cycle depends on the player’s choices.’

This definition doesn’t take into account every aspect of game aesthetic but is
focused on challenge, that most studies consider as a core component of game’s
aesthetics. Tension situations that the player seeks and try to solve have been
created by the game designer and the amount of tension they deliver directly
stems from their complexity. As a result, difficulty scaling is a central task of
a good game design. Games already propose different difficulty levels [1], and
sometimes even Dynamic Difficulty Adjustment [2], manipulating some specific
parameters of the gameplay in real time [4], or automatically scaling the game
AI capacity [11]. But whichever difficulty scaling method the game designer uses,
he must still tune them properly. It is sometimes really hard to guess to which
extent a change in a low level parameter will just make the game a bit harder
or dramatically change the gameplay [1], and tuning is one of the most time
consuming area in game AI development [12]. This is this design process that we
want to shorten by providing tools that will help game designers evaluating the
impact of any difficulty scaling parameter on the final difficulty curve. To create
good gameplay, it’s then fundamental to provide game designers with strong
tools and a definition of difficulty as a measurable parameter.

3 Related Work: Testing with a Synthetic Player

Our goal is to evaluate a parameter or a set of parameters that can be con-
sidered as a measure of a game difficulty. There are two theoretical approaches
to evaluate such a parameter. The first way is to find, according to the game
structure, a mathematical expression of the parameter and to solve the corre-
sponding equations. The complexity of a game and the notion of difficulty tends
to show that this approach is not practicable. A second solution is to experiment
the game and measure the parameter. To experiment the game we may either
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use a real or a synthetic player. The main advantage of a real player is that
he behaves like a real player. In counterpart he plays slowly, becomes tired and
his behavior is only known through the game interface. The synthetic player is
tireless, plays quickly and his behavior can be fully understood. The design of
the synthetic player allows to simulate some foreseen behavior of a real player
(risky or careful, for example) and some simple learning techniques.

Gameplay testing has already been the subject of many interesting researches.
Alasdair Macleod studied gameplay testing of Perudo, a bidding dice game,
simulating plays with a multi-agent system [13]. He wanted to modify Perudo’s
gameplay to make it more fair, and added a rule he thought it would help loosing
players to stay in the game. Running the experiment and analyzing the modified
game, he obtained the counter-intuitive result that the rule was not helping
loosing players at all. These results shows that self-play testing can help testing
gameplay modifications.

Neil Kirby analyzed Minesweeper, replacing the player by a rule based AI
[14]. Each rule was related to a different play complexity. He found out that
Minesweeper was surprisingly not as hard as he supposed it to be, as the most
part of the board was often solved using only the very simple rule. These results
point out that automated techniques can provide interesting approaches to study
video game difficulty.

Both Perudo and Minesweeper are simple games, but automated analysis
can also be applied to complex off-the-shelf games. Bullen et al used Unreal
Engine (Epic Games) and created a gameplay mutator providing sensors to log
useful game events [15]. They tested Unreal Tournament 2004 (Epic Games)
using partial and fully automated testing (i.e. both during player vs AI and
only AI games). They pointed out that fully automated tests had to be done
with a specific AI, because standard AI was not aggressive enough. The fact is
that standard Unreal Tournament AI has been created to entertain the player,
not to mimic his behavior, and thus is not able to fully explore the gameplay.
Recently, Lankveld et al proposed to analyze a game difficulty using incongruity,
the distance between the actual dynamics of the game and the mental model the
player has built [16]. They plan to infer the complexity of the player’s mental
model, and thus the difficulty of the game, by monitoring his actions. These
works show that, to be useful, a synthetic player must simulate in some way a
real player.

Automated game analysis can be done at several levels. Nantes et al distin-
guish Entertainment Inspection (i.e. gameplay testing), Environment Integrity
Inspection (i.e. Sounds, graphics related issues) and Software Inspection [17].
Their system targets Environment Integrity Inspection, using Computer Vision,
and especially corner detection to detect aliasing issues in shadows rendering.
This is a complementary approach to the one we propose, and Nantes et al
acknowledge the need of analysis tools at every inspection level.

As we argued in the previous section, Machine Learning is particularly inter-
esting in automated gameplay testing. If we want the synthetic player to test
behaviors we didn’t think about before, then it must explore the game state



28 M.-V. Aponte, G. Levieux, and S. Natkin

space by himself. Many researchers explore how machine learning can be helpful
to video game development, and especially concerning automated testing. Chan
et al used a Genetic Algorithm to create sequences of actions corresponding to
unwanted behavior in FIFA-99 (EA Games) [18]. They also consider that the
game dynamics is too complex too be fully formalized, because of huge branching
factor, indeterminism and the fact that even designers never formally define it.
There is thus a need to build an AI driven agent to explore this dynamics, here
using evolution techniques. Spronck et al also took the same approach, mak-
ing neural networks evolve to test a simplified version of the spaceships game
PICOVERSE, providing an insightful analysis of its AI driven opponents [19].

Automated learning approaches becomes inadequate when it comes to creat-
ing characters with complex behaviors automatically from scratch, as sated John
E. Laird [20]. But many researchers use games to evaluate machine learning tech-
niques. The game is often considered as a reference problem to be solved by the
AI. Pacman (Namco) [21], for example, has been the subject of many researches,
applying various techniques to create synthetic players, from Neural Network Evo-
lution [22] [23] [24], to Reinforcement Learning [25], Genetic Programming [26]
and genetic evolution of a rule-based system [27]. Yannakakis et al [8] takes an-
other point of view. They use synthetic characters to maximize player enjoyment,
and validate their measure of enjoyment, based on challenge, behavior diversity
and spatial diversity . These results show that machine learning techniques can
be useful when analyzing a gameplay.

4 Case Study

4.1 The Experiment

These sections present an analysis of a Pacman-like predator-prey computer
game. We built a simplified version of Pacman, using only one ghost chasing
Pacman. Both Pacman and the ghost use A* pathfinding, the whole graph and
shortest path being built at startup and stored to save calculation power. The
challenge is to eat a maximal number of pellet without being killed by the ghost.
The synthetic player has a partial view of the game. It knows five parameters.
The first one had four values, giving the direction of the nearest pellet. The
four other dimensions describe the four Pacman directions. For each direction,
Pacman knows whether he is facing a wall (0), a ghost one (1) or two (2) step
away from him, a free-of-ghosts path less than 18 steps long (3), or free-of-ghosts
path longer than 18 steps long (4). We choose this game state abstraction because
we consider that the main information that a real player uses is the path to the
nearest pellet and the safety of the fourth direction he can take.

The only ghost in the maze, Blinky, has been programmed to chase the player,
taking the shortest path to reach him. In Pacman original rules, ghosts periodi-
cally enter scatter mode and stop chasing the player to go back to their respective
board corner. But as a first step, we wanted to maintain the rules at their mini-
mum complexity, so that results could be more easily interpreted. The synthetic
player AI was programmed with a Markov Decision Process, using reinforcement
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learning with Q-Learning algorithm with eligibility traces (Q(λ)) [28]. Parame-
ters for Q(λ) were α = 0.1, γ = 0.95, λ = 0.90. We balanced exploration and
exploitation using ε-greedy action selection algorithm, with ε = 0.05.

We consider the analysis of Pacman difficulty according to a single gameplay
parameter: the player speed. The number of pellets eaten by Pacman is our diffi-
culty evaluation function. We choose this parameter because in Pacman original
gameplay, ghosts / Pacman relative speed is already used to scale difficulty [21].
Every 14 frame, Blinky changes its position, moving one step up, down, left or
right. Each step is 16 pixel long, the distance between two pellets. Besides going
up, down, left or right like the ghost, the player also has the option to do noth-
ing and stay at the same place. We tested the synthetic player’s performance for
different gameplay configuration.

4.2 Results

We run six experiments with speed varying from 0 (i.e. Pacman and the ghost
move every 14 frame) to 7 (i.e. Blinky still moves every 14 frames but Pacman
moves every 7 frame). We let the synthetic player develop his policy during 50000
games, Pacman having 3 lives per game.

The figure 1 presents a synthetic view of these results. What we can extrapo-
late from these is that modifying Pacman’s speed, the difficulty tends not to be
modified in a linear way. There is much less difference in Pacman score between
speed 0 and 5 than between speeds 5 and 7. Such an analysis could be useful
for a game designer when tuning the difficulty. He can understand that when
Pacman speed gets closer to twice the ghost speed, then the games get really
easier. Between 0 and 5, difficulty raises almost linearly.

4.3 Critical Analysis

These results show that it is possible to evaluate a difficulty curve, for a given
game with a given challenge whose difficulty can be tuned according to a given
parameter. However, this experiment is just an attempt to describe difficulty for
a specific game. It doesn’t give us a general framework we could apply to any
game to measure its difficulty. The next step is thus to find a general and precise
definition of the difficulty.

Fig. 1. Pacman score at different speeds - 5000 last games mean value
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5 The Meaning of Challenge and Difficulty

To this point we have used the term of difficulty in games without providing
any definition of this word. This is a difficult point. First, one cannot talk about
difficulty without referring to the ability to perform an action in a given situation.
We shall not try to give a general definition of difficulty covering a wide range
of psychological aspects from emotional problems to intellectual and physical
challenges. We consider the notion of difficulty in the sense used in Game Design.

5.1 Challenges

In all these cases, a level of difficulty is related to the player skills or abilities to
overcome a given challenge. We must first define the notion of challenge in games.
Starting from Juul’s definition, we can consider that a video game challenge is
by itself a sub-game: a rule based system with variable and quantified outcomes.
According to the quantification, some of the outcomes may be considered either
as a success or a failure. A general definition of the difficulty has to take into
account that the quantification can be binary (WIN, LOSE) or discrete (from
0 to N points). But the definition must not depend on the units chosen, only
on the relation between the outcome value and the feeling of victory or defeat.
This relation is an important design choice and is explicitly implemented as a
feedback in the game. Thus, we consider that in all cases the designer can define
a binary function that can decide whether the player has won or lost.

The notion of difficulty is also related to time. At a given time a player may
be still trying to overcome the challenge or has either won or lost. The time to
overcome the challenge is also related to its difficulty: one may take hours to
solve a difficult chess problem and a few minutes to solve a simple one. But the
time to overcome a challenge is also relative to the conditions of the challenge
itself. The player has a few seconds to choose an attack in a fighting game, a
few minutes to choose a move in a RTS (Real Time Strategy) game and an
unbounded delay to take a decision in a turn by turn game. In certain games
the time is a criteria of evaluation: you have five minutes to find a bomb before
explosion, your rank in a ski slalom game (as in WII FIT) depends on the time
taken to finish the slalom. But in all cases, we can assume that the designer
knows the minimal time needed to decide whether the challenge is overcome
or not.

This leads to the two following definitions: A video game challenge is a dynamic
rule based system with two outcomes WIN or LOSE. At a given time t a challenge
can be in one of the four possible states NOT STARTED, IN PROGESS, WIN,
LOSE, according to the following automaton (Fig. 2).

A solution of a challenge is a sequence of player’s actions and the correspond-
ing game feedback that leads the automaton from the NOT STARTED state to
the WIN state.

In games solving a challenge may imply to solve a set of sub challenges. The
structure of the game as a set of quests and levels is a logical, topological and, as a
consequence, temporal combination of challenges (see [29] for a formal definition
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Fig. 2. Automaton of a challenge

of this organization). Consider two challenges a and b and a game where the
player must solve a to solve b, a is said to be a sub-challenge of b. When the
player knows how to solve b, he knows how to solve a. As a consequence any
solutions of b includes at least one of the solutions of a.

5.2 Progression of Difficulty

Consider now the type of challenges that are used in games. The choice of chal-
lenges and the succession of challenges is related to the flow principle explained
in section 2. In many Game Design books, the progression of tension cycles is
presented using the Learning/Difficulty curves [30],[31]. At any time of the game,
the difficulty of the next challenge must be a little higher than the current level
of the player apprenticeship. When he wins the challenge and the tension de-
creases, the player gets new skills and ability. This correlated progression of skills
abilities and difficulty must be kept all along the game.

The same idea is expressed by Jesper Juul using the notion of repertoire of
methods [32]

‘At every instant within a game, a player has created for himself a
collection of methods and strategic rules which he has devised and which
he applies (the player’s repertoire). One strength of a good game is to
constantly challenge the player, which in turn leads him to constantly
find new strategies, apart of those already in the repertoire’

There are two ways to control the difficulty: the progression of skills and the mix
of challenges. The progression of skills relates the difficulty of a given challenge
according to a set of parameters. This notion of difficulty is related to an idea
of complexity: what type of problem a human ”processor” is able to face tak-
ing into account his level of practice. How far can he move buttons, memorize
configuration, how precise can be his shot, how long can he stay on one foot?
As in any sport or mental exercise, the player’s practice enhances his skills, and
the same challenge can be solved using parameters chosen to increase the level
of difficulty.

The second way to control the difficulty is to mix challenges. The solution of
many game challenges relies on mastering of a set of basic techniques and then
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Fig. 3. Difficulty and learning curves

to try to combine them. In strategy games, you master first the strength and
movements of units, then the position of production units, then the technological
evolution. At each level of a game, the player understands new mechanisms, then
slowly combines them. It is the same with basic attacks and combo in fighting
games, with group strategy in FPS, and, at last but not least, the increasing
complexity of puzzles in adventure games.

Consider the three following challenges: (A) Send a ball in a basket. For a
given ball the difficulty of A decrease with the size X of the basket. (B) Press
a button when a given event occurs. The difficulty decreases with the accepted
error E between the date of the event and the moment when the button is
pressed. (C) For given X and E, sending a ball in a basket when a given event
occurs is more difficult than A followed by B.

We may state that in a game, the progression of difficulty relies on two sets
of challenges:

– A set of basic challenges whose complexity, can be controlled through a set
of parameters.

– An ordered set of challenges. The atoms challenges are of the first type. The
solutions of higher level challenges can be deduced from those of lower level
challenges.

5.3 The Difficulty Evaluation Function

Let us set up some properties that must fulfill the difficulty of a challenge a,
D(a):

– D must be measurable using for example a tool able to record the internal
states of the game.

– D must allow comparing the difficulty of two challenges, at least of the same
”kind” (jumping in platform game, for example)

– D must be relative to the game history, in particular to the progression of
the player’s skill according to the set of challenge already overcome.

– D must depend on the time used to finish the challenge.

Let A be the set of all challenges that have been solved before time 0. We define
LOSE(a, t) and WIN(a, t) as the following events:
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– LOSE(a, t) = the automaton of a reaches the state LOSE before time t,
starting at time 0.

– WIN(a, t)= the automaton of a reaches the state WIN before time t, starting
at time 0.

We propose a definition of the difficulty D as a conditional probability:

D(a, t) = Probability{LOSE(a, t)/A}
The Easiness E of a can be also defined in the same way:

E(a, t) = Probability{WIN(a, t)/A}
At all time D(a, t)+E(a, t) ≤ 1. We can also consider the steady state difficulty
and easiness:

D∗(a) = lim
t→∞D(a, t) and E∗(a) = lim

t→∞E(a, t)

If challenge a must necessarily be finished in the game D∗(a) + E∗(a) = 1.
These functions gives us two kind of information about the challenge difficulty.
First, E∗ gives us the difficulty of the challenge in term of the probability that
a player overcomes it. But we also can be more precise and with E(a, t), get the
probability that a player has to overcome the challenge before time t. We assume
that designers are able to implement in the game code some triggers associated to
the transitions in each challenge automaton during a test performed by players.
The time needed to perform a challenge and the fact that a challenge has been
successful or not can be recorded.

But in an open game, there is a small chance that two players will reach the
same challenge following the same history. Hence the A of the two players will
be different. So, it is necessary to drive the tester with a walk-through. In this
case the Difficulty and the Easiness can be statistically estimated, and, under
some ergodic assumptions D∗(a) and E∗(a) also.

This can lead to validate experimentally numerous assumptions about the
learning and the difficulty curves. For example, if a is a sub-challenge of b then
D∗(a) < D∗(b). In the same case, if the player plays twice a, even if he loses the
first execution, the second one should be less difficult. Lets denote (a knowing
a) this second challenge:

D∗(a knowing a) ≤ D∗(a)

If a is a sub-challenge of b and if the player has already played a before b then

D∗(b knowing a) ≤ D∗(b)

More generally, this can lead to validate experimentally the theory of learning
and difficulty curves.

6 Conclusion

One of the core component of a good gameplay is the good tuning of the chal-
lenge difficulty. In this paper, we have presented the link between challenges
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and player’s enjoyment, in term of tension-resolution cycles. However, there is a
lack of a general definition of the difficulty in games, methodology and tools to
measure it. We have reported a first experiment using a synthetic player. This
experiment shows that with a basic AI driven player, we can extract objective
difficulty measures out of a simple game. But as we stated before, the player
ability to overcome a challenge depends on his experience of the game. Thus, we
propose a definition of difficulty taking into account the past experience of the
player. This definition relies on the main properties presented in this paper. This
function is measurable as long as the game design provides a clear specification
of challenges. The next step of our research is to implement, in different types
of games, and to experiment the evaluation of the function using real players.
This will lead to an experimental validation of the apprenticeship and learning
curves.
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Abstract. This paper proposes a system that controls and generates a humanoid 
robot’s dance motion in real-time using the timing of beats in musical audio 
signals. The system tracks changes in tempo and calculate the integration value 
of a decibel by analyzing audio signals in real-time. It uses the information to 
add changes to the robot’s dance motion. Beat intervals and the integration 
value of decibels are used to change the tempo and range of the robot’s dance 
motion respectively. We propose a method to synchronize dance motion of  
robot with musical beat, changing the robot’s dance motion interactively  
according to the input value. 

Keywords: Robot, Dance Motion, Beat Tracking, Music Understanding,  
Human Computer Interaction. 

1   Introduction 

Music and dance have had a strong relationship since ancient times. People started to 
move their bodies as music was played. Dance was used as a way to express feelings 
and communicate with each other. 

There is numerous research on retrieving information from musical audio signals, 
but few applied the information to contents such as humanoid robots. There is some 
research that applies musical information to robot motion, but those contents dealt 
with comparatively slow movements and the information was presented one-sided 
from robot to human. We think that a bi-directional information exchange is an im-
portant factor for human-robot interactions. It is important to synchronize robotic 
motion with music, utilizing faster motion speed, to be able to perform more complex 
movements. 

We implemented a system that tracks the timing of beats from audio signals that 
are input by either .wav file format music files or a keyboard. The system can change 
and control tempo and range of robotic dance motion by using the information ex-
tracted from audio signals in real-time. As the music is played by the user, the robot 
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synchronizes its dance motion with music’s tempo and beat. The user can control the 
tempo and range of motion of the robot by tapping keys at different speeds and 
strength. 

2   Related Work 

Research done by Goto [1], [2] is famous for implementing a real-time beat tracking 
system called “BTS.” BTS can track the timing of beats from musical audio signals. 
This model utilizes a multi-agent structure, where each agent predicts the time period 
between beats (inter beat interval) and the time of next beat with different parameters. 
Since this model tracks the timing of beats in music that have a roughly constant 
tempo, it takes a long time or simply can not track tempo changes. Research done by 
Yoshii [3] proposes a method to synchronize a humanoid robot’s (ASIMO [4]) steps 
with musical beats. The musical signal is inputted from a microphone on ASIMO’s 
ear and extracts beat intervals from that signal. Then ASIMO tries to synchronize his 
steps to that music. The step interval is limited to between 1000 and 2000 ms, and can 
not synchronize fast moves to the music. The movement is limited to the basic 
movement of a human, which is a stamping motion and does not change. Shiratori 
researched a method that allows a dancing robot the ability to observe and imitate 
human dance performances, making the movement more natural [5]. They extracted a 
sequence of primitive motion acquired from motion data. A method to convert cap-
tured human motion to a feasible robot motion automatically was proposed. In addi-
tion, they proposed a method to generate new combinations of motion by extracting 
the timing of beats and the dynamics of music along the time axis and the mapping 
sequence of primitive motion. These calculations are done offline, not real-time. 

Although research pertaining to synchronizing motion of humanoid robots and mu-
sic has been done, the motion of the robot is still limited to slow and basic motions of 
humans, or does not work in real-time. An existent real-time beat tracking model from 
audio signals takes a long time or can not track tempo changes. In addition, input is 
only received from a music file where information is presented one-sided, from robot 
to human. To realize an interactive robot dancer, the system must synchronize the 
robot’s comparatively fast dance motion to musical audio signals and change motions 
according to the input signal in real-time. To track tempo changes in music faster than 
existing real-time beat tracking models are required when synchronizing robotic 
dance motion to audio signals that are inputted by a user, for example from a  
keyboard. 

We propose a method to synchronize robotic dance motion with musical audio sig-
nals and change the robot’s motion interactively in real-time according to the input 
audio signal. A method to track tempo changes faster than a past model is also  
proposed. 

3   Retrieving Tempo and Beat from Musical Audio Signal 

At the musical audio signal analysis stage of our system, we implemented a beat-
tracking model to track the basic timing of beats in music audio signals. Although 
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beat tracking models proposed so far dealt with songs that have a roughly constant 
tempo, we implemented an algorithm which can track tempo changes in audio signals 
faster than the existent model. The system runs on a cluster of a duel processor, 
2.16GHz operation machine. 

In the frequency analysis stage, musical audio signals are continuously transferred 
into spectrograms by applying FFT. In our implementation, the FFT size is 1024 sam-
ples, the shifting interval is 256 samples, and input signals are sampled at 22050Hz. 
Therefore, the spectrogram is obtained every 11.6msec, and frequency resolution is 
21.53Hz. 

3.1   Finding Onset-Components 

An important clue to finding the beat timing is based on the general knowledge of 
music; that at most times the instruments are sounded at the timing of the beat. This is 
the basic view of the beat tracking algorithm. Algorithms based on this make different 
predictions to output the best prediction of the next beat interval. If the Formula.1 is 
fulfilled, Formula.3 is used to calculate the power of onsets on a specific frequency. If 
Formula.1 is not fulfilled, the power of the onset component is considered as zero. 
The value of prevPower is given by Formula.2. Fig.1 shows an image of an onset 
component. An onset component is a frequency component that is likely derived from 
an onset. p(t, f)is the power at time t and frequency bin f, and d(t, f) is a power of the 
onset component at t and f. Unit of time t is 11.6msec, which is time resolution of 
FFT and the unit of frequency f is 21.53Hz which is the frequency resolution of FFT 
in the present implement. 

 

Fig. 1. Extracting onset component 
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Onset components powers are classified into seven frequency ranges (0-125Hz, 125-
250Hz, 250-500Hz, 0.5-1kHz, 1-2kHz, 2-4kHz, and 4-11kHz). All of the components 
powers are summed according to the classified range, described as seven onset com-
ponent powers. These seven powers are recorded every 11.6msec along the time axis 
and described as the onset component’s power vector. Each power vector is smoothed 
by the Savitzgy-Golay smoothing algorithm along the time axis [6]. The onset time is 
given by its time that gives the local peak of the onset power vector, and they are 
described as onset time vectors. Furthermore, seven onset time vectors are transferred 
into three types of vectors according to frequency focus type, which is low, middle, 
and all. 

3.2   Auto-Correlation and Cross-Correlation 

As a next step, onset time vectors are used as clues to predict IBI(inter beat interval), 
and the next beat time. Fig.2 shows an image of predicting IBI and next beat time. IBI 
is the inner beat interval which is the time between two beats. The IBI of the audio 
signal is obtained by calculating auto-correlation of onset time vectors. Next, beat 
times are predicted by calculating cross-correlation using onset time vectors. The 
system uses different parameters when calculating auto-correlation and cross-
correlation to get different interpretations. Calculations of auto-correlation and cross-
correlation on several different parameters and the calculation of interpretation are 
implemented as different agents in the system. Each agent has different parameters, 
such as auto-correlation window size and onset time vector frequency focus type. 
When the auto correlation window size becomes small, the agent’s sensitivity to tem-
porary changes will improve, but stability of the prediction will be low. 

 

Fig. 2. Prediction of inter-beat interval and the next beat time by calculating auto-correlation 
and cross-correlation using onset vectors and provisional beat times 

3.3   Integration of Agents 

The difficult part of tracking tempo and beat is that all instruments are not always 
sounded at the timing of the beat and that appropriate parameters for calculating auto-
correlation differs by music. To cope with the ambiguity of music, the system uses 
multi-agent predictions and evaluations. Each agent has functions that evaluate their 
own prediction. All agents are grouped according to their predicted next beat time. 
Then, evaluation values of each agent are summed in the group to obtain each group’s 
evaluation value. The group that has the highest evaluation value is selected as the 
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primary group. The agent that has the highest evaluation value in that group is consid-
ered the most reliable agent. The system outputs the prediction of the most reliable 
agent as a final output. 

4   Robotic Motion Control 

At a robotic motion control stage of our system, robotic motion is generated and con-
trolled. Basic functions and commands to control and synchronize with music are sent 
from a PC program to the robot’s micro computer. 

4.1   Humanoid Robot “Tai-chi”  

Humanoid robots that are used in the system are “Tai-chi.” Tai-chi is a humanoid 
robot that is made by Nirvana Technology. Tai-chi’s height is 37cm and weight is 
2.2kg. Specifications of Tai-chi are shown in Table.1 

 

Fig. 3. Humanoid robot “Tai-chi” 

Table 1. Specification of Tai-chi 

Size/Weight 37cm/2.2kg 

Degree of 
flexibility 

21 (12/legs, 8/arms, 1/head) 

CPU SH2/7046 50MHz 

Motor 
KRS-2346ICS 
PDS-947FET 

Battery 
NiCad battery RCP-33 

7.2V 1100mAh 

4.2   Dance Key Pose Database 

To preserve the basic dance motions of the robot, the system maintains key poses of 
dance motions. A robotic motion editor is used to produce key poses for the robot. 
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Image of the motion editor is shown in Fig.4. Tai-chi has 21 joint motors and the 
motion editor is used to preserve and control each angle of the motor which represents 
one key pose of the robot’s dance motion. Users can easily change the angle of the 
motors with scrolling bars on the motion editor screen. Also, users can check what 
kind of key pose is generated with those motor angles by sending motor angles to the 
robot, or simply watching the computer graphics of the robot on the screen to simulate 
the robot’s key poses and dance motion. The robot’ dance motion key poses are de-
scribed as 21motor angles; these values are saved as text files. Those text files are 
maintained in the system in the dance motion key pose database. 

 

Fig. 4. Motion Editor of Tai-chi 

4.3   Producing Dance Motion 

An image of produced dance motions is shown in Fig.5. Dance motion is produced by 
using motor angles of key poses that are loaded from text files in the database. First, 21 
motor angles that describe key pose are sent from the PC to the micro computer in the 
robot, the robot then takes that pose. Next, another 21 motor angles and specific times are 
sent to the micro computer. This time is the time between one key pose and another in 
msec. When these values are sent to the micro computer on the robot, it calculates and 
interpolates each angle of the motors to take the next pose in that specific time from the 
present key pose. By continuing this process, the robot’s dance motion is generated and 
played. Also, by changing combinations of key poses and selecting different key poses 
every time, the system can generate many types of dance movements.  

 

Fig. 5. Playing dance motion 
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5   Synchronizing Robotic Dance Motion with Music 

An algorithm to synchronize robot’s dance motion with music is shown in this sec-
tion. This is realized by sending information from the musical audio analysis stage to 
the robotic dance motion control stage. The timing of a beat is known as the most 
fundamental and important factor of the music; it is also important when synchroniz-
ing dance motion with it. 

5.1   Connection between the Musical Audio Signal Analysis Stage and the 
Robotic Motion Control Stage 

In our present system, the musical audio analysis stage is implemented with Max-
MSP; robot dance motion control stage is implemented with Visual C++. Both stages 
are in the same computer and are connected with TCP/IP. Control signals from the 
robot dance motion control stage in PC are sent to the robot through USB. Although 
in our present system both stages are in the same computer, it can be separated to 
different computers. For example, the music audio analysis stage in one computer can 
be connected with the robotic dance motion control stage in another computer using a 
standard TCP/IP network. 

5.2   How to Synchronize Robotic Motion with Music 

To be able to synchronize with the beat, the system should be able to determine the 
beat before it arrives. The timing of the next beat is predicted from audio signals at 
the musical audio signal analysis stage and it is transferred to robot dance motion 
control stage. 

How to synchronize robotic motion with music is shown in Fig.6. When to send in-
formation and what kind of information to send is important in synchronizing robotic 
dance motion with music. When to send information from the musical audio analysis 
to the robotic motion control stage is decided before the next beat time comes. In the 
musical audio analysis stage, time between beats and the next beat time is predicted 
and calculated as final output. When the next predicted beat time comes, IBI (time 
period between adjacent beats) is sent from the musical audio analysis to robotic mo-
tion control stage. When the robotic motion control stage gets IBI from the present 
music, it selects the next key pose and reads the 21 motor angles from a text file. 
Also, the target time for the robot to transfer to next key pose from the present key 
pose is calculated. Target time is calculated by adding the IBI to the time when the 
information is transferred to the robotic motion control stage. Then, the 21 motor 
angles and the target time for the robot to transfer to the next pose is sent to the micro 
computer on the robot through a USB line. When the micro computer receive the 
information, it sets up the target time and next key pose motor angles, and calculates 
and interpolates each angle of motors as the time passes to transfer to that key pose at 
target time from the present pose. The robot’s dance motion is generated and played 
by continuing this process. 
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Fig. 6. Synchronizing robot’s motion with music 

6   Interaction with Robot Using Keyboard 

The system works in two modes which are the “appreciation mode” and the “interac-
tive mode.” In the appreciation mode, .wav file format music files are inputted and the 
music has roughly constant tempo. Since the input signal has a roughly constant 
tempo, the system does not have to consider tempo changes. In the “interactive 
mode,” audio signals that are obtained by the user’s input from the MIDI keyboard 
are analyzed as input. Since the user might change the speed of key tapping, the sys-
tem has to consider tempo changes and synchronize the robot’s dance motion. Users 
can select the timbre of instruments such as piano and drums and play some chords on 
the keyboard or a tap of a key in a certain tempo. Although the system uses a MIDI 
keyboard as an input device, it does not use any MIDI information. MIDI signal is 
transferred to raw audio signal by connecting output jack and input jack on a PC with 
a line, and the signal from the input jack is analyzed as input of the interactive mode. 
The integration value of the decibel value of input signal is used to decide the strength 
of key tapping. Robotic motion is selected and changed according to the tempo and 
integration value of the decibel of the audio signal. 

6.1   Tracking Musical Tempo Changes 

As explained in section 3.2, the calculation of the auto-correlation and cross-
correlation is used to predict the IBI of the music and next beat time. If the input is the 
musical audio signal from a music file, the tempo is roughly constant and does not 
have to consider tempo changes, so is important to maintain the prediction of the IBI 
as stably as possible. To make the stability higher, the system produces a history  
of IBI that are predicted by calculating the auto-correlation of onset time vectors. 
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Auto-correlation is calculated every 11.6msec and the system maintains every predic-
tion of IBI as a history of the signal analysis. Using the history of the IBI, the most 
frequent value of the IBI is predicted by calculating the auto-correlation output from 
the musical audio analysis stage. The system uses IBI history to prevent the output of 
temporally wrong predictions of IBI and lower the sensitivity of changes in prediction 
by calculating auto-correlation. In the interactive mode, the input is an audio signal 
that is obtained from user’s keyboard which allows the change of tempo to be as-
sumed. To track the tempo changes in audio signal, the system must be sensitive to 
changes, so another algorithm is needed. If the input is from the user’s keyboard, the 
audio signal analysis stage must maintain stability in predicting the IBI and be sensi-
ble to tempo changes. To be sensible to tempo changes, the system resets the history 
of the IBI if the IBI prediction is calculated and auto-correlation fulfills the following 
two conditions. One is that the predicted IBI differs by ±50 msec compared with the  
frequent IBI in the history. Another is that the predicted IBI is within ±50 msec com-
pared with the previous predicted IBI. The system decides that the tempo of the musi-
cal audio signal has changed if these two conditions are fulfilled five times in a row. 
By using this algorithm, the system can maintain stability to temporal tempo changes 
and decrease incorrect predictions as well as track main tempo changes in the audio 
signal. 

6.2   Motion Change of the Robot by the Integration Value of Decibels 

In an interactive mode, audio signals from the keyboard are used as input. Users can 
control the tempo of the robot’s dance motion by changing the tempo of tapping the 
key. Also, the user can control the range of dance motion by changing the strength of 
key tapping. This is realized by calculating the integration value of the decibel of 
audio signals from the keyboard and selecting key poses that correspond to that 
value. Motor angles of four key poses are stored in one text file as one unit. Balances 
of the robot through transitions of key poses in units are checked by the motion edi-
tor. Last key pose in an unit is set as a standing pose, which is a neutral pose of the 
robot, so that the robot can maintain the balance through the transition to another 
motion unit. Each dance motion text file in the database is classified into three 
groups according to the range of motion. In the present implementation, there are 
five units of motion for each group, which are fifteen units and sixty key poses in 
total. The group the motion text file belongs to is decided by the range of value 
changes of each motor angle. When the integration value of the decibel is obtained 
from the audio signal, the system determines which group of key pose text files to 
select from. The value is rescaled between 0 and 1. Possibility of appearance of each 
group is determined by sending the value to fuzzy functions and one group is se-
lected using that possibility. Fuzzy functions are used to emulate the ambiguity of 
humans when selecting dance motion. The system finally selects the next text file of 
dance motion to play from that group. If the system selects the same group as last 
time, next text file is selected randomly in the same group. By continuing this proc-
ess the user can control the range of the robot’s dance motion using a keyboard and 
changing the strength of key tapping.  
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Fig. 7. Changing motions of the robot by the integration value of decibel and tempo of audio signal 

7   Evaluation 

7.1   Beat Tracking Result 

Ten songs were used to evaluate audio signal analysis part of our system. We re-
trieved the time of beat in music by using the software called “AudaCity”[7], which 
can play and display the waveform of the music at the same time. Then we compared 
the time of each beat with the time of beat retrieved from beat tracking part of the 
system. Thirty seconds, from twenty seconds to fifty seconds of each song were used 
in the evaluation. Table2 is a list of ten different songs, and an average error of every 
beat in a song. Average of all ten song’s average errors were 36.1msec. 

Table 2. Result of the Beat Tracking 
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7.2   Dance Motion Made by the System 

First we used a music file as an input. Without using the motion change method, the 
robot just danced to the beat of the music in a single motion, but by using the algo-
rithm proposed above, various combinations of motions were played according to the 
change of the input signal, instead of just playing the same motion many times. The 
motion change algorithm helped to reduce the monotony of dance motions. 

Next, we used the keyboard as an input device and played some chords on it. The 
robot started to dance on the tempo of the tapping of the keyboard. If the keyboard is 
tapped weakly, the dance motion of the robot changed to small motion, and if tapped 
strongly, the dance motion changed to large motion. If we changed the tapping of the 
keyboard slower to faster or faster to slower, the robot tracked and changed the tempo 
of the dance in 5 to 10seconds. 

8   Conclusion 

We developed a system that controls and generates a humanoid robot’s dance motion 
in real-time using the timing of beats in musical audio signals. The beat is extracted 
from the musical audio signal in real-time, allowing the measurement of intervals 
between beats and the prediction of the next beat. By taking history of IBI, and clear-
ing the history if certain conditions are fulfilled, the system maintains stability of 
prediction and tracks tempo changes faster than past real-time beat tracking models. 
We also proposed an algorithm to change the tempo and the range of dance motion of 
a robot interactively by using keyboard as an input device and changing the tempo 
and strength by key tapping. By using this algorithm, the system can interactively 
change the dance motion of robot according to the input and reduce the monotony of 
generated motions. 
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Abstract. An Augmented Reality (AR) book is an application that ap-
plies AR technologies to physical books for providing a new experience
to users. In this paper, we propose a new marker-less tracking method
for the AR book. The main goal of the tracker is not only to recog-
nize many pages, but also to compute 6 DOF camera pose. As a result,
we can augment different virtual contents according to the correspond-
ing page. For this purpose, we use a multi-core programming approach
that separates the page recognition module from the tracking module. In
the page recognition module, highly distinctive Scale Invariant Features
Transform (SIFT) features are used. In the tracking module, a coarse-to-
fine approach is exploited for fast frame-to-frame matching. Our tracker
provides more than 30 frames per second. In addition to the tracker, we
explain multi-layer based data structure for maintaining the AR book.
A GUI-based authoring tool is also shown to validate feasibility of the
tracker and data structures. The proposed algorithm would be helpful to
create various AR applications that require multiple planes tracking.

Keywords: augmented reality, marker-less tracking, layer authoring,
page recognition, AR book, SIFT.

1 Introduction

Camera tracking plays an important role in the implementation of Augmented
Reality (AR) applications. Generally, the purpose of camera tracking in AR is to
compute a relative camera pose, represented in a rotation and a translation ma-
trix, with respect to the local coordinates of a tracked object. Then, the camera
pose is used to augment virtual contents with the projection matrix obtained
from camera intrinsic parameters. For AR book applications it is mandatory
to recognize which page is visible and to compute a camera pose in real time.
In particular, AR book applications requires a robust page number extraction
because it allows developers to map different virtual contents onto the corre-
sponding page of a book. The stability and accuracy of camera poses are also
important issues as well as the speed of tracking. An unstable and slow tracker
� This research was supported by the CTI development project of KOCCA, MCST in
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may cause users to lose immersion to the AR books. Additionally, a real-time
page recognition method is also requires for the AR books. With AR books, users
can not only read the story written in the traditional way, but also view and
manipulate 3D models with the help of a good camera tracker. Moreover, AR
books offer improved user experiences by providing new applications which were
not available with traditional books, such as 3D virtual games or storytelling.

Many AR books with camera trackers have been developed [1,2,3]. In the early
stage, fiducial markers were used to get a camera pose relative to the markers
[1]. The fiducial markers are convenient for identifying each page and computing
camera poses. Additionally, attaching the markers on the physical tools provides
a way of interaction which allows direct manipulation of augmented objects.
However, the markers distract users’ concentrations and are sensitive to occlu-
sions. Recent AR books adopt tracking by detection-based marker-less tracking
methods [2][3]. The marker-less methods are robust to occlusions and do not
require any distinctive markers onto pages. However, most of the marker-less
tracking methods require high computational costs and are not much faster than
marker-based methods. Moreover, the fast method, like [4] requires a lot of time
and computer memory in training phase so that it takes long time for authoring
the contents. A hybrid method which uses markers for page recognition and ran-
domized trees for camera tracking [4] was proposed in order to support multiple
pages [5].

In this paper, we propose a new marker-less tracking method which supports
real time page recognition and fast camera tracking. We use a multi-core pro-
gramming approach which separates a page recognition from a camera tracking
module in order to improve the performance without losing accuracy and ro-
bustness of the tracker. Our method adopts highly distinctive Scale Invariant
Features Transform (SIFT) features [6] for the page recognition. We extract
SIFT features from each page and save them as a template in the offline process.
When an input image comes into the tracker, the tracker compares the SIFT
features of the input image and the saved SIFT features template. The process-
ing time for the comparison process is varied according to the total number of
features in each page. We proposed an efficient voting-based method to filter out
irrelevant pages to reduce the processing time for the recognition. In a camera
tracking phase, we perform frame-to-frame matching based on a coarse-to-fine
approach with FAST corners [7]. In addition, we explain a multi-layer, a set of
subregions of a page, data structure for maintaining the AR book. The Graphi-
cal User Interface (GUI) based authoring tool is shown to validate feasibility of
the proposed tracker and the multi-layer based data structure.

2 Related Work and Background

2.1 Mark-Less Tracking Methods

There have been recent developments on marker-less tracking. We categorize the
marker-less tracking into two groups according to its prior conditions: The first
one is detection-based tracking (tracking by detection) methods [4,8,9,10]; the
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second one is SLAM-based methods [11,12,13,14]. While the detection methods
have been used mainly in pre-defined object tracking, the SLAM-based meth-
ods have been used in unknown environments. Thus, for AR book applications,
detection-based tracking methods are more appropriate than SLAM-based meth-
ods because we already know which page are included in the AR book. The
important problem of the detection-based methods is the processing time for
the feature recognition. Trackers with SIFT [6] or SURF [15] was not enough
for real time AR applications due to heavy computational costs. To provide real
time recognition, the randomized tree (RT) was adopted [4,10]. However, the
RT generation takes around 1 minute per one page. And it is not easy to uti-
lize RT method in a multiple pages recognition because of the large amount of
memory for keeping RT structures. It is not desirable characteristic for AR book
designers or developers.

Our method overcomes the limitations in training time and the camera frame
rate by adopting a multi-core programming approach. The proposed method
differs from [14,16] in which we maintain two different SIFT and FAST features
for the page recognition and frame-to-frame matching. We get the benefits of
both, SIFT features and FAST corners, so that the tracking is done in less than
10ms. Only orthogonal images of the pages are required to start tracking and
the preparation (training) time takes less than one second per page. Thus, the
proposed method is efficient to use in AR authoring.

2.2 Background

The pinhole camera model is adopted as the camera model for the proposed
tracking algorithm. A 3D point X =

(
X, Y, Z, W

)T in homogeneous coordinates

is projected onto x =
(
u, v, w

)T using Eq. 1:

x = K
(
R t

)
X (1)

where R and t is a rotation and a translation matrix, respectively. K is a camera
intrinsic matrix consisting of focal length, principal point and so on. Let us
assume that a page of a book is planar. In this case, the Z-value of 3D point X
becomes zero. Thus, the relation between 3D points X and its projected point
x is represented as a plane transformation, Homography H as shown in Eq. 2:⎛

⎝ u
v
w

⎞
⎠ = K

(
R3×2 t3×1

)
︸ ︷︷ ︸

H3×3

⎛
⎝ X

Y
W

⎞
⎠

︸ ︷︷ ︸
M

(2)

In many AR book applications, it has been assumed that model points M is
known as a priori with the assumption of W = 1 without loss of generality.
The model points are usually obtained from an orthogonal image of a page by
applying existing feature detectors [6,15]. Thus, we should know the correspon-
dences of model points and their observed points in the input image to compute
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H . Then, given K, the camera pose
(
R t

)
is decomposed from H by using a

rotation property [17].
The goal of the page recognition is to provide adequate model points M when

we compute H . It is very inefficient to use all of model points of all the pages
because a large number of model points require considerable processing time to
recognize each page as well as computational memory. The proposed method
reduces the recognition time by comparing the input image with the candidate
pages which have high probability.

3 Proposed Approach

3.1 Preparation and Overall Procedure

We take an orthogonal image (O) of a page as a template. Then, we extract
SIFT features (S) from the orthogonal image. And also, we apply FAST corner
(F) detector to get additional points on the page. As a result, we have Oi,Si,Fi

of ith page. In addition, we generate pyramid images (Li,s) from Oi where s
is a pyramid level from 0 to 4. We apply the FAST corner detection for each
level and keep the output points of each level for frame-to-frame matching. The
process is done in offline. Thus, it does not affect the performance of the tracker.

As shown in Figure 1, the proposed marker-less tracker uses two threads.
The main thread where the camera tracking is carried out via a frame-to-frame
matching determines an overall frame rate. The other module, the page recog-
nition process, is repeatedly performed in the background thread, which is rel-
atively slower than camera tracking in the main thread. We explain details of
two modules in Section 3.2 and Section 3.3, respectively.

3.2 Real-Time Page Recognition

In this section, we explain the method that determines a visible page. We adopt
SIFT features for the page recognition. The SIFT is highly distinctive so that
it can support multiple pages. In addition, it does not require a lot of time to
process when we make tracking data compared to other method, like [4], which is
an efficient property for authoring of many pages. The output of the method are
page ID (pid) and the Homography (H) induced from matching results between
the input image and Opid. The problem is, specifically, to find out parameters
by comparing SIFT features of input image (Sinput) with the saved features in
the preparation step (3.1) which satisfy Eq. 3.

E∗ = argmin
H,pid

‖Sinput − HSpid‖ (3)

The goal of our method is to reduce the processing time when an AR book has a
large number of registered pages. The first step to achieve the goal is evaluating
all pages at every frame with given an input image. We use a voting scheme in
the first step. We compute the defined scores at each page, and then sort the
pages in a high score order. Then, the dense matching process is performed step
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Fig. 1. Overall flowchart of the proposed tracker using two threads

by step from the highest-score-page to the lowest-score-page. The score function
of kth page is shown in Eq. 4:

Score(k) = −1 × {ω1EDIST (k) + ω2ESSD(k)} (4)

where EDIST and ESSD evaluate a sequential and a similarity constraint, re-
spectively. ω1 and ω2 are weighting factors between two evaluation functions.
EDIST score measures how much the page is far from the lastly recognized (or
currently viewing) page (pid∗) as shown in Eq. 5:

EDIST (k) = ‖pid∗ − k‖ (5)

Eq. 5 allows to begin with the closest page matching. ESSD score measures how
much the input image is similar with the reference pages. We generate low level
t pyramid image (Linput,t) of the input image. And we perform Sum of Squares
Difference (SSD) with Linput,t and each page pyramid image Lk,t.

ESSD(k) = SSD (Lk,t,Linput,t) (6)

When the image resolution is 640 × 480 pixels and t = 4, the image size of Lk,4
becomes 40 × 30 pixels. To reduce computational time, we limit the number of
candidate pages. If we have the set of page scores C∗ = {ci > cj > ck, ...}, we
compute the ratio values between adjacent pages, for example, r(i, j) = ci

cj
. If

the ratio is drastically changed, we ignore the consequent pages.
Based on the candidate pages from the process mentioned earlier, we perform

dense matching process in the second stage. In the dense matching process, we
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compare Sinput with SIFT features of candidates pages sequentially. We compute
Homography and count inliers during the dense matching process. If the number
of inliers satisfies our condition, then the system recognize the visible page as the
recognized one. After the visible page is identified, we compute Homography and
count inliers again. Finally, the page ID, Homography, and inliers information
are sent to the main thread. For speeding up matching process, k -d tree can be
used. Therefore, we can easily get the page ID without comparing all features in
all pages.

3.3 Marker-Less Tracking

In this section, we explain the tracking thread illustrated in Figure 1. The main
thread is used for frame-to-frame matching, which matches points from two
sequential images. The frame-to-frame matching enables a fast and an easy way
to handle points because the movement of points between each frame is short.
The tracking thread has i) localization and ii) frame-to-frame matching modules.

The localization is to find the current locations of the saved FAST corners
with given Homography (H) obtained from the page recognition process. From
the localization process, we find out which points are visible and valid for track-
ing. This is tested whenever the recognition module passes the results (page
ID, H , and inliers) to the main thread. We need to search the corresponding
points again because H often yields inaccurate results. For this purpose, we ran-
domly select few sample points and warp patches of them by H . Then, SSD is
performed for the selected points. After we find the corresponding points, we
perform the guided matching within very narrow area. Then, we accept only if
the reprojection error (Rε) and the number of inliers satisfy the below conditions
in the validation test.

Rε < Tinit and # of Inliers
Total # of Points > Tinliers (7)

From the experiments, we found the tracker works well when Tinit is 2.0 pixels
and Tinliers is 0.1. The localization enables recovery of the camera pose when
tracking fails.

The frame-to-frame matching starts with the Homography (Hprev) of a pre-
vious frame and matched points. While the localization is performed only when
the page recognition results are available, the frame matching is called at every
new frame. First of all, we project high-scored 50 points of Fpid by Hprev and
search the corresponding points to what within a circular area with radius ρb.
Then, we compute Homography Hc with the coarse matching results. We project
many points based on Hc and search again within a reduced circular area with
radius ρb

2 . Finally, we obtain the refined Homography Hfinalwith many matches
and warp the patch at each step with given Homographies. To improve the speed
of the tracker, only if the initial error is small, we use the matched patches in
the current image without warping. The final step is to decompose the Hfinal

into rotation and translation matrix [17].
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3.4 Multi-layer Authoring

One of obstacles in building AR book applications with a marker-less tracker is
positioning virtual contents. In particular, content-aware augmentation, which
augments virtual contents in accordance with real figures, texts, or user-defined
regions in the page, cannot be realized without analyzing a page layout and
layers. In this section, we address a multi-layer authoring scheme to realize a
content-aware augmentation efficiently.

We define a page layout Ri as an arrangement and a style of virtual con-
tents on the page. Ri of the page has multiple sub-layers {r1, r2, ..., } which are
defined by users. We use a scene graph structure for representing the multiple
layers. Users define a sub-layer by dragging or picking a virtual point and allo-
cate contents to the sub-layer. Currently we provide users pictures, text, sound,
videos, and 3D CG models as virtual contents. Each layer is defined with several
virtual points by the users and the defined layers are saved. Figure 2 shows a
scene graph representation of the AR book and its Extensible Markup Language
(XML) representation. The AR book consists of multiple pages. Additionally,

Fig. 2. Illustration of page data structure and its example of XML representation

each page of the AR book is able to include multiple sub-layers which have areas
of various contents. Each sub-layer can have multiple contents. When users cre-
ate a sub-layer or area using an input device, the transformation that includes
rotation and translation values is stored in the parent node of the layer.

Figure 3 shows the overall procedure of a multi-layer based authoring. When
users make an AR book, a multi-layer authoring system constructs a scene graph
of the AR book for rendering virtual contents in an AR environment. The gener-
ated multi-layer of the page is stored in XML format to facilitate the modification
of the layers later in the layer management module. The AR book Viewer loads
XML file according to a visible page ID in online mode. After that, the AR book
viewer parses the XML file. After parsing page layers information, contents are
augmented on top of the page.
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Fig. 3. Procedure for the multi-layer authoring

4 Implementation and Results

In this section, we explain practical implementation issues of the proposed algo-
rithm and show experimental results. We used a 2.66 GHz core 2 duo CPU with
a GTX280 NVIDIA graphic card for our experiments. The camera resolution
was 640 × 480 pixels and it supported up to 60 frames per second for rendering
image onto a screen. We used an ordinary book consisting of figures and texts.
No special markers were attached onto pages in the book. We implemented an
AR book system using OpenSceneGraph [18]. The OpenSceneGraph allows to
manage virtual contents efficiently. And also the proposed tracking algorithms
were implemented using OpenCV [19] library. We exploited Graphics Processing
Unit (GPU) implementation of SIFT [20] for increasing the speed of the page
recognition.

4.1 Page Recognition and Marker-Less Tracker Performance

We measured the processing time in the page recognition. In total 30 pages were
registered in advance and the features mentioned in 3.1 were extracted. The
time for the registration was only 3 seconds for 30 pages with the help of GPU
powers. This is the significant contribution of the proposed tracking algorithm
compared to the other tracking algorithm which required about 1 minutes for
one page training [4]. Figure 4 shows the selected results when a user turns a
page step by step. We augmented different virtual contents with respect to each
page ID. The page is successfully detected in all cases. As shown in Figure 4(b),
the overall frame rate was more than 30 fps.

The performance results of the page recognition in background thread are
shown in Figure 5. We compared the proposed algorithm with the sequential
matching test, which showed the worst recognition results. The number of SIFT
features depends on the octave and scale parameters. We carried out the com-
parison with two conditions; light and heavy. As shown in Figure 5, the proposed
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(a)

(b)

Fig. 4. Results of the page recognition: (a) page-dependent contents and page ID were
augmented on each page (b) corresponding performance results for the sequence

method does not drastically increase the page searching time according to the
number of SIFT feature points from the registered pages.

To show the performance of the proposed tracker, we measured the time and
the accuracy for the proposed tracker. As shown in Figure 6(a), the tracker
is robust to distance changes and rotation of a camera. Figure 6(b) shows
the average time spent in each step of the proposed algorithm. The proposed
tracker consists of three big steps; preparation, frame-to-frame matching, and
pose computation. The preparation step includes capturing camera image, check-
ing the current page number obtained from the background thread, and copying
points. Note that the coarse-to-fine matching time depends on the number of
tracked points and the size of the searching window. We used the maximum 200
points per page and 8 × 8 window size for this experiment. We observed that
our algorithm runs at between 4ms and 8ms in most cases. It is as shown in
Figure 6(c).
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(a) (b)

Fig. 5. Performance results of the page recognition compared to SIFT sequential
matching: (a) SIFT light condition: octave(2) and scale(2) (b) SIFT heavy condition:
octave (3) and scale(3)

(a)

(b) (c)

Fig. 6. Results of the marker-less tracker performance: (a) axis augmentation and
tracked points (b) average time spent in the camera tracking thread (c) corresponding
time and accuracy results
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Fig. 7. Snapshots of the multi-layer authoring tool: (from the left) environmental setup,
mapping a figure and a video to two layers, example of another page authoring

4.2 Application to Multi-layer Authoring

We built a multi-layer authoring system using the proposed tracker, as explained
in Section 3.4. The environmental setup and two examples are shown in Figure 7.
We generated two layers and mapped a figure and a video file to each layer. In the
authoring window, users could manipulate the defined layers and see the mapped
files in a text format. In the AR viewer window, as a result, users could see the AR
contents which had been configured before. The benefit of the multi-layer author-
ing with the proposed marker-less tracking compared to marker-based authoring
is that we can use the context of figures and texts on the page when a user make
his/her own story.

5 Conclusions and Future Works

We proposed the speed-improved marker-less tracker and the multi-layout au-
thoring method. We showed that the proposed multi-layout authoring was use-
ful to facilitate the content-aware augmentation. Especially, the proposed tracker
outperformed the existing methods in time aspect. By using the proposed tracker
and authoring tool, we could have a rapid prototype of an AR book application.
In the future, we will consider edge features for more robust tracking results.
The tracker with a book of more than 30 pages will be tested and analyzed. And
also we will consider the interaction authoring with a multi-layer interface. The
proposed methods will be used not only in AR book applications, but also in
other AR applications which require multiple planes tracking.
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Abstract. In this paper we focus on the Personal Space (PS) as a non-
verbal communication concept to build a new Human Computer Inter-
action. The analysis of people positions with respect to their PS gives an
idea on the nature of their relationship. We propose to analyze and model
the PS using Computer Vision (CV), and visualize it using Computer
Graphics. For this purpose, we define the PS based on four parameters:
distance between people, their face orientations, age, and gender. We
automatically estimate the first two parameters from image sequences
using CV technology, while the two other parameters are set manually.
Finally, we calculate the two-dimensional relationship of multiple per-
sons and visualize it as 3D contours in real-time. Our method can sense
and visualize invisible and unconscious PS distributions and convey the
spatial relationship of users by an intuitive visual representation. The
results of this paper can be used for Human Computer Interaction in
public spaces.

1 Introduction

Recent advances in Human Computer Interfaces (HCI) brought a new range of
commercial products that aim at connecting the physical and the virtual worlds
by allowing the user to communicate with the computer in a natural way.

The goal of this paper is to provide a human-computer interaction tool in
which the computer detects and tracks the user’s states and his relation with
other users, then initiates actions based on this knowledge rather than simply
responding to user commands. In this work we focus on the concept of Personal
Space (PS) [6] which is a non-verbal and a non-contact communication channel.
Everyone holds, preserves, updates this space, and reacts when it is violated
by another person. In public spaces, for example, people implicitly interact with
each other using the space around them. Psychologists also studied the existence
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of PS in virtual and cyber worlds such as Second Life [16,3]. They found that
many users keep a PS around their avatar and behave in accordance with it
in the virtual world. PS is also one factor that makes a virtual agent behave
naturally and human like inside the virtual world [4]. It is also an important
factor when simulating and analyzing the behavior of people in a crowd.

Based on this concept, we provide a new human-computer interaction frame-
work. In a first step, we propose a mathematical model of the PS based on
four parameters: the distance between people, their face orientations, age, and
gender. The proposed model can be used for simulating the behavior of virtual
agents and also for non-contact Human Computer Interaction. In both cases,
the first two parameters can be estimated automatically while the two others
are set manually since they are attributes of the personality. In the case of HCI
application, we automatically estimate the distances between persons and their
face orientations from image sequences using Computer Vision (CV) technology.
Based on this model we calculate the two-dimensional relationship of multiple
persons and visualize it as 3D contours in real-time.

The remaining parts of the paper are organized as follows; Section 1.1 re-
views the related work. Section 1.2 outlines the main contributions of the paper.
Section 2 details the mathematical model we propose for modeling the PS.
Section 3 describes the system and algorithms we propose for estimating the
parameters of the PS. Results are presented and discussed in section 4. We
conclude in section 5.

1.1 Related Work

Existing Human Computer Interaction (HCI) technologies are mostly based on
explicit user inputs acquired through devices such as keyboard, mouse, and joy-
stick. There have been also many attempts to emulate these devices using cameras
and speech so that the user will be able to use his hands for other purposes. Ex-
amples of such input devices include the camera mouse [1] and voice commands
in home environments [13].

There is however no HCI technology that interprets the meaning of distances
between people, neither the use of communication through space and distance.
This concept is reflected in the notion of Personal Space (PS) which is a non-verbal
communication and behavior.

The concept of Personal Space, since its introduction by Edward T.Hall [6,5]
and the discussion by Robert Sommer [12], is studied and applied in many
fields; In robotics, the PS is considered as a factor for selecting a communi-
cation method between a robot and a human [14]. It can be used for example to
model of the intimacy of a robot to other users.

To simulate realistic behavior of virtual agents in virtual worlds, researchers
try to apply the rule of real human behavior to the agents. There are many
studies for simulating natural conversation and behavior of virtual agents. Rehm
et al. [10] focused on the conversation and cultural difference to make natural
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behavior in virtual world. They treated the ”first meeting scenario” to apply
their model. Mancini et al. [7] proposed an Embodied Conversational Agents
(ECAs) called Greta that are virtual embodied representations of humans that
communicate multimodally with the user or other agents through voice, facial
expression, gaze, gesture, and body movement. They studied what happens in
real life, how people differ in their behavior depending on the personality and
situation and build up their ECAs. Furthermore, many researchers study to make
natural conversation and behavior to virtual agents as macro-level like group or
crowds. McDonald et al. [8] proposed human behavior models (HBMs) that are
able to control a single simulated entity (or a single group of simulated entities).
However, HBMs developed by different groups are unable to interact with each
other. This work mainly treats crowd control.

Quera et al. [9] models the space around an agent as a 2D function that reflects
in each spatial location the degree of non-satisfaction of the agent if he moves to
that location. The optimal configuration of a crowd of agents emerges from the
local interactions. This is the closest model to our work. The non-satisfaction
function they propose depends on inter-agent distances only. However, the PS
concept is based on many complex rules. Its shape and size are affected by several
factors such as gender, age, and social position in addition to distances and face
orientations. In this paper, we propose a new model that takes into account all
these factors.

1.2 Overview and Contributions

We propose a HCI framework based on the concept of PS to create interactive
art. The idea is to interpret distances between people and make interaction
with it. The proposed method estimates the shape of the personal space by
measuring first the user’s position and face orientation. Then we can simulate
the way people communicate between each other through the interaction of their
personal spaces. It generates and varies the contents according to the relationship
between users.

The contributions of this paper are three-fold; first we propose a mathematical
model of the PS. It is controlled by four parameters: the user’s age, gender, po-
sition in the 2D space, and the face orientation. Second, we propose to estimate
these parameters. User’s position and face orientation are estimated automati-
cally using a set of cameras mounted around the operation area. At the current
stage the gender and age are set manually by the user. Finally, we visualize the
PS in 3D using computer graphics.

The proposed method in this paper enables the detection of the user’s mobile
territory and his relationship with other. Our targeted application is interactive
and collaborative digital art, but results of this work can be applied to modeling
the behavior of virtual agents, as well as analyzing people behavior in a crowd.

2 Modeling the Personal Space

Edward T.Hall in his study of human behaviors in public spaces [6] found
that every person holds unconsciously a mobile territory surrounding him like
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Intimate
Distance

0.45m

1.2m

3.5m

Fig. 1. Definition of the Personal Space. The space around a person is divided into
four regions: the intimate distance, the personal distance, the social distance, and the
public distance. The figure shows typical sizes of each zone.

Table 1. Standard personal space distances

Distance Type of relationship

Intimate distance 0 − 45cm Very intimate relationship
Personal distance 45 − 120cm Friends
Social distance 1.2 − 3.5m Strangers
Public distance > 3.5m Public speaking

bubbles. The violation of this personal space by a tierce person results in an
effective reaction depending on the relation of the two persons. This suggests
that the concept of PS is a non-verbal communication between two or more per-
sons. The personal space as defined by Edward T.Hall and shown in Fig. 1 is
composed of four areas: the intimate space, the personal space, the social space
and the public space.

The shape of the PS is affected by several parameters. In this paper we con-
sider four of them: gender, age, distance, and face orientation. The relationship
between gender and PS is well studied by sociologists [6]. They suggested also
that the shape of the PS varies with the face orientation. For example, the PS
is twice wider in the front area of a person than in the back and side areas.

2.1 The Model of the PS

Given a person P located at coordinates p(x, y) we define a local coordinate
system centered at p, with X axis along the face and Y axis along the sight
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direction as shown in Fig. 1. The personal space around the person P can then
be defined as a function Φp which has its maximum at p and decreases as we get
far from p. This can be represented by a two-dimensional Gaussian function Φp

of covariance matrix Σ, and centered at p:

Φp(q) = e−
1
2 (q−p)tΣ−1(q−p). (1)

where Σ is a diagonal matrix:

Σ =
(

σ2
xx 0
0 σ2

yy

)
. (2)

The parameters σxx and σyy define the shape of the PS. Considering the fact
that the PS is twice wider in front along the sight line than the side (left and
right) areas, we define σyy = 2σxx.

This model assumes that the shape of the front and back areas of the PS
are similar. However, previous studies pointed out that people are more strict
regarding their frontal space. Shibuya [11] defines the PS in the front of people
as twice larger as the back, left and right ares. We use this definition in our
implementation. We build this model by blending two Gaussian functions as
follows:

Φp(q) = δ(yq)Φ1
p(q) + (1 − δ(yq))Φ2

p(q). (3)

where q = (xq , yq)t, δ(y) = 1 if y ≥ 0, and 0 otherwise. Φ1
p models the frontal

area of the person and is defined as a 2D Gaussian function of covariance:

Σ1 =
(

σ2
xx 0
0 4σ2

xx

)
. (4)

Φ2
p models the back area of the person and is defined as a 2D Gaussian function

of covariance

Σ2 =
(

σ2
xx 0
0 σ2

xx

)
. (5)

Notice that the standard deviation of Φ1
p along the Y axis is twice the standard

deviation of Φ2
p along the same axis. The function δ blends the two functions

and therefore it allows to take into account the face orientation. This concept
is illustrated in Fig 2. In our implementation, we model the space where people
(or agents) are interacting as a 2D plane parallel to the floor plane. We define
a unique world coordinate system and encode a the floor plane as a 2D matrix.
Every person Pi holds such a matrix (herein after referred as Mi). Each element
of the matrix encodes the importance of the corresponding location to the person.
The matrix is dynamic and is updated every time step δt. Fig. 1(b) shows the
variation of this matrix according to location and face orientation.

In our implementation we define σxx as the threshold to which a specific zone
of the space is violated. For example, to model the intimate space of a standard
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Fig. 2. The Personal Space model based on the face orientation. The PS in the front
area of a person is wider that the back and side areas.

person we set σxx = σ0 = 0.45/2 = 0.255m as shown in Fig. 1. The figure gives
also the standard values of σxx for different zones of the PS.

2.2 Parameterization of the PS

The personal space does not depend only on the position and face orientation
but also on factors related to the person such as age, gender, social position, and
character. These personal factors can be included in a function f that affects
the value of the standard deviation σxx. In our implementation we consider only
age and gender, hence:

σxx = f(σ0, age, gender). (6)

In the simplest case, f can be a linear function that scales σ0 with a factor α
reflecting how much a person is kin to protect his intimate space. This model
is however not realistic. In our implementation we encode the age and gender
dependency as a lookup table where each entry corresponds to the value of σxx

given the age and gender. Table 2 shows an example of such table as defined
in [2]. The distances are given in centimeters, and are for Anglo ethnic group.
The table also shows that the personal space varies depending on the situation
such as being in indoor or outdoor environment. In summary the Personal Space
model is parameterized by two types of factors:

– The inter-personal factors, which include distances and face orientations, are
embedded inside the parameter σxx. These two parameters are estimated
automatically as will be explained in Section 3.

– The personal parameters such as age, gender, and social position embedded
in the function f . These parameters are input manually by the user and are
encoded as a lookup table.
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Table 2. Variation of the frontal area of the personal space with respect to age and
gender. The values vary with ethnicity. We considered only Anglo ethnic group in
indoor and outdoor locations [2]. The distances are in cm and are equivalent to 2σxx.

Sex combination
Indoor Outdoor

Adult Teenage Child Adult Teenage Child
M-M 83 83 63 83 75 62
M-F 71 63 58 79 68 58
F-F 75 62 59 75 73 67

Fig. 3. Illustration of the representation of the PS function as a 2D matrix where each
cell encodes the importance of the corresponding location to the agent / person. The
arrow indicates the direction of the face.

In the following we describe the computer vision platform we developed for
estimating the inter-personal factors used for simulating the Personal Space.

2.3 Implementation Details

In our model, the personal space is computed with respect to the floor (XY)
plane. We represent the space as a 2D matrix where each cell (i, j) represents
a floor location. Each person keeps and updates every time step Δt his own
matrix, herein referred as Ma. It encodes in each cell the importance of the
corresponding location which is computed using Equations 3 and 6.

Figure 3 shows how the matrix is updated with respect to the agent (or person)
location and face orientation.
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Fig. 4. Overview of the system setup. The top camera (camera 1) is used for people
detection. The side cameras (camera 2-4) are used for detecting faces and estimating
their orientation.

3 System

Using the model of Eq. 3 for interaction requires the estimation of the user’s
position and face orientation. We build a computer vision platform to track the
user’s behavior in front of the screen. Using a 3D sensor for efficient localization
and tracking is possible and will provide more accurate data. However, 3D sensors
such stereo cameras and laser range scanners are expensive. The system, as
shown in Figure 4, is composed of four IEEE1394 cameras: one overhead camera
for people detection and tracking, and three frontal cameras for detecting faces
and estimating their orientation.

3.1 Multiple User Tracking

We detect people by detecting and tracking moving blobs in the scene. For
efficient detection and tracking, we setup the system in a studio under controlled
lighting conditions. The system then operates as follows:

– First, using the overhead camera, we take shots of the empty scene and
use them to build a background model by learning a Mixture of Gaussian
classifier. Given a new image I, the classifier classifies every pixel into a
background or foreground.

– The persons are detected as connected components of the foreground pixels.
– Second, during the operation, we track people over frames using the Mean

Shift algorithm.

Estimating distances between people requires recovering the 3D location of the
detected persons. To do so, we setup a world coordinate system in such a way
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Camera 1 Camera 2 Camera 3 Camera 4

Fig. 5. Example of person and face detection and tracking using four cameras

that the XY plane corresponds to the floor plane, and the Z plane oriented to the
upper direction. The cameras are calibrated and therefore, the exact locations of
the persons. We use the face location as the location of the persons. We explain
how faces are detected in the next subsection.

3.2 Face Detection and Orientation Estimation

To estimate the face orientation in the 3D space we

– Detect faces from each of the three frontal cameras using the Viola and Jones
face detector [15] freely available with the Intel’s OpenCV library.

– Assign the detected facial images to each of the persons detected with the
overhead camera.

Since the entire camera system is calibrated, i.e., the transformations matrices
between the frontal cameras and between each frontal camera and the top one
are computed in advance, the faces are assigned to the persons by assigning each
face to its closest blob in the overhead camera.

In our current implementation, we are considering only four orientations of
the faces corresponding to the angles 0, 90, 180, 270 degrees. When the a person
is facing camera 2 (see Fig. 4), only camera 2 detects the frontal face. Therefore,
we assign the angle 0. We apply the same procedure to the other cameras.
Camera 4 corresponds to angle 90 and camera 3 corresponds to angle 180. We
assume the orientation 270 when no face has been detected by the three frontal
cameras.

Figure 5 shows an example where people positions and faces are detected
using our system.

4 Results

To visualize the Personal Space of a person we consider the three levels as shown
on Fig. 1. We define a PS function for each zone using Equation 3. Position and
face orientation are estimated automatically.

The PS function as defined in Equation 3 can be also interpreted as the
degree of the user’s response to the violation of a zone in his PS. Depending on
his relation with the other person, the user activates one of the three functions.
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XY

Camera 1 Camera 2 Camera 3 Camera 4

Fig. 6. Visualization of the personal area of the personal space. The user is facing
Camera 3 (X axis).

XY

X
Y

XY
X

Y

Fig. 7. Visualization of the PS when the face is rotating from camera 2 to camera 4

To visualize this, we map the image space (taken by the top camera) onto
the XY (the floor) plane of the world coordinate system. Since we used only
the frontal face detector, we detect three orientations of the face 0, 90 and 180
degrees. Figure 6 shows an example where the user is facing Camera 3. Notice
that camera 3 has detected the face and therefore the area of the PS in front of
the user is larger than back and side areas.

Figure 7 shows an example where the user is standing and rotating only his
face from one camera to another. Notice how the personal space evolves with
the face orientation. This particularly proves the efficiency of our model.

Finally, Figure 8 shows two persons in the same scene and their associated
personal space matrices. Each pixel in the matrix encodes how important is
the corresponding location to the person. This figure also shows how the PS
shape varies according to the face orientation. In our current implementation we
considered only the four principal orientations (0, 90, 180, 270). Other orientation
can be considered by improving the face detection and orientation estimation
part.
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Fig. 8. Variation of the PS with respect to distances and face orientations when two
users are interacting. The middle column corresponds to the PS of the person in read.
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5 Conclusion

In this paper we have proposed a mathematical model of the personal space. We
particularly implemented a method for automatically estimating two parameters
of the PS: the people position and their face orientation. As extension we plan
in future to automate the estimation of the other parameters such as age and
gender. Possible extensions include also the improvement of face detection algo-
rithms for detecting faces at different orientations. We plan also in the future
to use this personal space model for HCI and also modeling virtual agents
behavior.
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Abstract. Role-play can be a powerful educational tool, especially when
dealing with social or ethical issues. However while other types of edu-
cation activity have been routinely technology-enhanced for some time,
the specific problems of supporting educational role-play with technology
have only begun to be tackled recently. Within the eCIRCUS project we
have designed a framework for technology-enhanced role-play with the
aim of educating adolescents about intercultural empathy. This work was
influenced by related fields such as intelligent virtual agents, interactive
narrative and pervasive games. In this paper we will describe the dif-
ferent components of our role-play technology by means of a prototype
implementation of this technology, the ORIENT showcase. Furthermore
we will present some preliminary results of our first evaluation trials of
ORIENT.

1 Introduction

Drama and play have been used for education for a very long time [1] and
have resulted in game-based educational approaches. These provide a means of
overcoming real-world social restrictions, placing the player in a role that may
or may not be socially acceptable in real life, such as a medical doctor or a thief.
Games allow the player to escape into fantasy worlds, encourage exploration of
exciting things, people, and places that are otherwise inaccessible in the real

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 73–84, 2009.
c© IFIP International Federation for Information Processing 2009
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world, inducing a ‘suspension of disbelief’ in the player. Learning often takes
place while the game is played, with immediate feedback. The subject to be
learned is directly related to the game environment where constant cycles of
hypothesis formulation, testing and revision are evoked as the player experiences
continuous cycles of cognitive disequilibrium and resolution.

This paper explores an approach to an educational role-play (RP) game devel-
oped in the ORIENT showcase of the eCIRCUS1 project, employing innovative
technologies to foster social and emotional learning in the adolescent age group.
With globalisation, dealing with cultural difference and diversity has become
a widespread task and is both challenging and enriching. In looking for ways
to help the process of acculturation of adolescents from emigrant backgrounds,
there were a number of reasons for not focusing on them directly. Firstly, they
form a heterogeneous group with a multitude of cultures and languages. It would
be infeasible to try to capture all these in a computer-based system. More than
this, acculturation is a two-way process in which both the incoming group and
the host group have to negotiate a common understanding. It was therefore de-
cided to focus on the host group, and to foster intercultural sensitivity through
the development of intercultural empathy.

By increasing the social and intercultural competence of the host adolescents,
ORIENT aims at diminishing discrimination and hence lowering the mental
stress of peers from a migration background. ORIENT offers a virtual role-
play environment inhabited by autonomous artificial agents that interact with
and react to a group of learners. Hence, learners may collaboratively improve
their perception of and alter their emotional reactions and attitudes to members
of other cultures in a secure social setting, while interacting with the virtual
environment through a set of engaging and immersive interaction devices.

2 Related Work

Pervasive gaming takes virtual narrative elements out into the real world, fo-
cusing on introducing game elements into the everyday life of players. They
exploit interaction devices such as handhelds to display virtual world elements
[2] and employ technology support through which human game-masters can ex-
ercise higher amounts of control over the game experience [3]. The Enhanced
Reality Live Role-Playing of the IPerG project, in the area of pervasive games,
has successfully carried out a number of pervasive games in real spaces (e.g.
[4]). These focused on the idea of linking the real world into the story world
[5], through for example, using unwitting inhabitants of the real world as props
for pervasive game players. Some other groups have also produced educational
pervasive games. Virus [6] is a game in which learners take on the role of a virus
and transmit it via specially-designed mobile devices called Thinking Tags by
getting within proximity of other users. This demonstrated a complex disease-
propagation algorithm in a real world setting. In Paranoia syndrome [7], learners
can take on the roles and skills of a technician, doctor or scientist. The Virtual
1 http://www.e-circus.org/
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Savannah [2] took child learners out of the classroom setting and through the
use of handheld devices made it possible for them to view their school playing
field as a Savannah on which they role-played lions. A more recent and more
problem-oriented role-play, the Environmental Detective [8] used a whole uni-
versity campus as its story-world, while artistically oriented pervasive games
such as Uncle Roy All Around You and I Can See You Now [2] have used whole
cities as the game environment.

The use of large-scale real-world spaces for role-play suits some applications,
but others require a dedicated space, and can be thought of as stage-based role-
play. This is true of many of the existing educational role-plays. A stage-based
environment can be thought of as a sensor-rich pervasive computing environment
including large display systems in which virtual actors and graphical worlds can
play a more prominent role than is feasible when only hand-held devices are used.
An early example of the stage-based approach is the Mission Rehearsal Exercise
[9] in which a single human participant interacts with virtual characters in a
stressful and dramatic situation (peacekeeping) using structured speech. This
work has been extended into a more augmented reality environment using ‘flats’
- large display screens within a real world space, but has limited interaction
modalities. ORIENT also takes this approach for a role-play that aims to edu-
cate students in inter-cultural empathy employing a set of innovative interaction
devices.

3 The Game: ORIENT

3.1 The Story

ORIENT is being developed for the 13-14 age group of boys and girls in the UK
and Germany and is designed to be played by a group of 3 teenage users. Each
one of them takes the role of a member of a spaceship crew. Their mission takes
them to a small planet called ORIENT, which is inhabited by an alien race - the
nature loving Sprytes. Portraying a fictional instead of an existing culture makes
our application more flexible and suitable for users from diverse backgrounds.
Furthermore, it allows us to exaggerate cultural differences for dramatic and
educational purposes.

The Sprytes are not aware of the danger that their planet is in: a meteorite is
on destruction course and unless someone stops it, it would mean the end of life
on ORIENT. It is the users’ task to prevent a catastrophe. To do that the users
first have to befriend the Sprytes and ultimately cooperate with them to save
their planet. Through interaction with the Sprytes, ORIENT promotes cultural-
awareness in the users, who have to put themselves into the shoes of guests
to a strange and unknown culture. At the same time ORIENT acts as a team
building exercise where users play as a single entity rather than as individuals.
All users have the same goal in the game although their roles and capabilities
differ.
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Fig. 1. ORIENT system components

3.2 The ORIENT Prototype

A prototype of ORIENT has been implemented consisting of the main com-
ponents shown in Figure 1. Each component will be described separately in
the next section. In this prototype a group of 3 users explores 4 different loca-
tions of the Sprytes’ world . All users share a single first person perspective of
the same 3D virtual world. Each user is equipped with a different interaction
device (Section 4.3), all 3 of which are necessary to interact with the virtual
Spryte characters. A Spryte character is implemented as an autonomous agent
based on the FAtiMA [10] agent mind architecture (Section 4.1). Dialogues are
treated by the agent mind as symbolic speech acts. When a Spryte speaks, a
language engine transforms the speech act into natural language subtitles while
a speech engine simultaneously generates the respective audio in an artifcial in-
comprehensible gibberish language. While the application is running, both the
ORACLE (Section 4.2) and the Story Facilitator modules are constantly mon-
itoring all events in the game world. The ORACLE uses this information to
provide context-sensitive help and advice to the users. The Story Facilitator on
the other hand, monitors the events in order to ensure an interesting story de-
velops. This is achieved by directly influencing the game world, for example by
introducing a new character in certain situations.
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3.3 Culture in ORIENT

According to Kluckhohn [11], culture is that part of behaviour which is learned by
people as the result of belonging to some particular group. “It is the main factor
which permits us to live together in a society, giving us ready made solutions
to our problems, helping us to predict the behavior of others, and permitting
others to know what to expect of us” (p. 25).

Classifications of cultures and a taxonomy on dimensions of cultural variability
have been provided by authors including Hall [12] and Hofstede [13]. Hofstede de-
fines the following dimensions of cultural variability: individualism-collectivism;
uncertainty avoidance; power distance; and masculinity-femininity. These have
been used to define the culture of the Sprytes. This is a tribal culture with a
hierarchy (high power distance), depending highly on respect and age. This is
reinforced by the fact that Sprytes are militarily active and believe in using force
and power to influence others and to protect their habitat. They are a collec-
tivistic culture (individualism-collectivism), which makes them compassionate

Fig. 2. (a) Educating a child Spryte for picking seedpod from the tree which is against
the Spryte’s culture; (b) A Spryte explaining their life cycle; (c) Angry gesture to the
user for stepping on a little tree; (d) users interacting with ORIENT
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with each other, and live in groups where the majority holds power. They are
highly traditional in their ways and view uncertainty as a threat (uncertainty
avoidance) but exceptions do exist in younger Sprytes. Gender (masculinity-
femininity) is absent from the Sprytes and the graphical representation of the
Sprytes is intended to be ambiguous from this point of view as can be observed
in Figure 2(a-c).

4 System Components

4.1 Virtual Actors

The use of virtual actors is one of the most important ways of shaping the
narrative experience in RP games. In order to produce competent and responsive
virtual actors, ORIENT draws upon previous work in AI in the fields of affective-
cognitive models, intelligent synthetic characters and embodied conversational
agents (ECAs), and interactive narrative. Affective models are seen here as a key
component of virtual actors given the need to affectively engage participants and
spectators in the dramatic environment. These were absent from early work in
virtual actors, as in IMPROV [14] and the Virtual Theater project [15] in which
virtual actors operated purely within graphics environments and were at most
semi-autonomous.

The ORIENT software is being built upon FAtiMA [10], an agent architecture
with an emotional continuous planner. We have extended FAtiMA with concepts
from the PSI [16, 17] model, which bases all actions on the fulfilment of basic
physiological needs. Here, we take the body-mind [18] view of emotion where
emotions do not rely purely on reasons but there exists an interaction between
physiological processes and the cognitive processes in a human action regulation
system.

Employing FAtiMA, the agent’s decision making processes are influenced by
the OCC [19] cognitive appraisal. OCC is a widely used taxonomy for cate-
gorising and explaining emotional occurrences. The advantage of using the OCC
model for ORIENT characters is that empathy can be modelled easily because
it directly relates to the appraisal of events as they impact on others. It is
- as far as we know - the only model that provides a formal description of
non-parallel affective empathic outcomes. Additionally, the OCC model includes
emotions that concern behavioural standards and social relationships based on
like/dislike, praiseworthiness and desirability for others, allowing appraisal pro-
cesses that take into consideration cultural and social aspects, important for the
believability of ORIENT characters. Characters are entirely ‘in-role’ in that they
select actions according to their immediate goals and environment, portraying
affective engagement with their own situation and each other. This lays the basis
for affective engagement of the learners with the characters.

The PSI model extends the empathic modelling to more emotional outcomes
than those described by the OCC model. Emotions within the PSI model are
conceptualised as specific modulations of cognitive and motivational processes.
The motivational system serves as a quick adaptation mechanism of the agent
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to a specific situation and may lead to a change of belief about another agent
[20], important for conflict resolution among ORIENT characters. Utilising PSI,
processes in ORIENT characters become self-regulatory and parallel, driven by
needs that emerge from activities in the environment or grow over time. Each
character will continuously perceive the environment and create intentions that
may satisfy its needs at a particular instance of time. One of these intentions is
then selected for execution based on the degree it satisfies the character’s needs
and its probability of success. Through trial and error by executing different
goals, ORIENT characters learn. The character’s experiences are stored in an
autobiographic memory [21] for future reference, thus, permitting adaptive and
flexible behaviour in the dynamic RP environment so that the RP is open-ended
rather than pre-scripted. For more information on the ORIENT architecture,
please refer to [22].

4.2 The ORACLE

The ORACLE (Onboard Resource Agent for Cultural and Liaison Engagements)
is an embodied computer character that aims at enhancing user’s learning in the
game. The ORACLE as shown in Figure 1 runs on a Nokia N95 phone. It plays
the role of a human facilitator in fostering users’ motivation and keeping them
engaged, stimulating group collaboration, keeping the users’ focus on the task
and providing help during the mission. Its advice focuses mainly on facilitat-
ing and stimulating the intercultural learning processes but also includes more
pragmatic help with the technology.

The ORACLE stimulates users’ reflection on events and outcomes of ORI-
ENT by asking appropriate questions and commenting on users’ actions. Help
is provided as hints to the team when it notices that the team is not making
any progress. Users can also ask questions by selecting buttons on the graphical
user interface. The ORACLE mind mainly consists of a production system con-
taining two types of rules: “reactive” ones, that fire when the user asks for help,
and “proactive” ones, that fire according to the occurrence of specific events in
ORIENT.

4.3 Interaction Modalities

Approaches such as tangible user interfaces, mobile user interfaces and aug-
mented reality all attempt to combine the physical world of users and the virtual
world of applications to make interactions easier, quicker, more fun and more
engaging for both single and multi-user interactions. Including the real world in
the interaction process offers new possibilities in performing computer supported
tasks. Research identifies that increasing the integration of the user’s physical
environment will render interaction more intuitive and engaging (eg. [23, 24]).
Innovative interaction devices that provide more intuitive interfaces to express
affect has been shown to enhance empathic engagement [25]. Additionally, em-
pirical evidence is found that a more positive impact on collaboration can be
achieved in learners when using a computer with multiple input devices and cur-
sors than when using one without these interaction facilities (eg. [26, 27, 28]).
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It was observed that by assigning each user a specific role tied to an interaction
device with a dedicated function, more organised interaction within a group is
produced, balancing the level of interactivity and avoiding dominant users [28].

Taking these studies as guidelines, ORIENT’s user interface was designed to
be physical and tangible reducing the discrepancy between action and percep-
tion. Interaction is supported through large and micro screens, physical interfaces
and multi-modal interaction devices. Full body interaction and movement in the
physical space, particularly important in social behaviour and culturally specific
interaction are supported (see Figure 2(d)). Each user is assigned a role which
relates to a specific interaction device - a mobile phone, a Dance Mat or a Wi-
iMote - that has unique functions, necessary to achieve the overall goal of the
game.

The Nokia NFC 6131 mobile phone supports RFID-based input and speech
recognition. The user who is assigned to use the phone selects objects by touching
RFID tags-embedded objects that also have existence in the virtual world. To
grab a virtual character’s attention, he calls out a “magic word” (the character’s
name).

A second user uses a Dance Mat to navigate the virtual world. This interface
has two advantages: first it bears a resemblance to real-world navigation in the
sense that the user has to take actual steps and second since it only occupies the
user’s feet, it allows this user to operate the ORACLE at the same time.

The WiiMote is used for three-dimensional gesture recognition based on mo-
tion data derived from accelerometer sensors. We use the Wiigle library for this
purpose [29]. The third user performs different gestures using the WiiMote as a
communication channel with the Sprytes. The use of gestures for communication
eliminates the need for natural language processing.

5 Interaction Scenario

During the mission, the users will witness the Sprytes eating habits - eating only
seedpods that have dropped onto the ground (Figure 2(a)), life cycles - recycling
the dead (Figure 2(b)), educational styles, family formation and value system -
trees are sacred (Figure 2(c)). An example scenario that is related to the Sprytes’
eating habit is described below:

The interaction starts with the users greeting the Sprytes (performing the
greeting gesture using the WiiMote). Then, the users witness a Spryte pick-
ing a seedpod from the ground and eating it. On the other hand, there will be a
child Spryte who picks a seedpod from the tree. Once the child picked a seedpod
from the tree, an adult Spryte will start the education process (because picking
or eating seedpods from trees is forbidden in the Spryte culture) from which the
users can learn about the Sprytes’ culture. If the users approach a tree (stepping
forward on the Dance Mat in the direction of a tree), they will be warned by
one of the Sprytes about their inappropriate behaviour. If the warning is ignored
and the users pick a seedpod from the tree (perform the pick gesture using the
WiiMote and scan a RFID-embedded seedpod), the Sprytes will be angry with the
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users. A friendly Spryte might put in a good word for the users with his angry
mate in this case. At this point, the Story Facilitator might interrupt by creating
an external event, for example, a meteor hitting one of the Sprytes. The users
can then act with the help of the ORACLE to cure the dying Spryte and by doing
so, achieve redemption. If the users pick a seedpod from the ground, they will be
invited for a meal together with the Sprytes. The users can choose to accept or
reject the invitation (performing accept or reject gesture using the WiiMote) and
their response affects future relationship with the Sprytes.

In the above scenario, the users have possibilities of making “right” or “wrong”
choices thus highlighting the conflict management aspects of multi-cultural inte-
gration. Through direct feedback from the interaction, the users can analyse the
appropriateness or suitability of their action. This coupled with post-role-play re-
flection or debriefing will help the users to transfer their experiences to real-world
settings, hence, learn to adapt and accept differences among cultural groups.

6 Evaluation and Discussion

The ORIENT prototype has been evaluated in a lab-based, small-scale study in
the UK and Germany with a total of 12 adolescents respectively. Each evaluation
session took approximately 2 hours (including device training, actual ORIENT
interaction and filling out the questionnaires). The key aim is to test the suit-
ability of ORIENT as a tool for:- (a) fostering cooperation/collaboration; and
(b) fostering reflection on intercultural problems. The evaluation framework is
placed within the RP scenario itself, making the evaluation part of the interac-
tion rather than a separate experience. The users operated as members of “Space
Command” throughout the evaluation. To support this in-role approach, ques-
tionnaires and training videos were designed in a “Space Command” style and
our evaluation team members were acting according to predefined roles. The two
hypotheses were evaluated using post-interaction questionnaires (Cultural Intel-
ligence Scale (CIS, [30]); Intergroup Anxiety Scale [31]; General Evaluation Scale
[32]) and by interaction observation (Team cooperation, Solution-orientation,
Empathy, Egocentrism, Small-Talk, Integration, Interaction, and Group mood).

The initial results indicate that the prototype and the use of the different
interaction devices have rudimentarily the potential to foster cooperation among
the user group. The groups reported quite positive feedback regarding their
interaction. One group expressed that they had the feeling they had played very
well together as a team. The participants were capable to point out similarities
and differences between their own and the culture of the Sprytes and expressed
rather positive feeling towards the Sprytes.

The technical evaluation focused on the experience of interacting with ORIENT
(ORIENT Evaluation Questionnaire), the usability of the ORACLE (ORACLE
Evaluation Form), and on the usability of the interaction devices (Device Ques-
tionnaire). The participants found it interesting to handle the different devices,
and that all devices were needed to accomplish the interaction with the Sprytes
despite the fact that it took them quite a while to be able to control the devices.
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Some issues were discovered during the evaluation including the Sprytes’ per-
sonality, interaction devices and the story content. It was found that believability
as well as the emotional impact of the drama on the users could be fostered by
giving the individual Sprytes more distinctive personalities as they currently ap-
pear as cultural stereotypes. In order to enable the users to explore, understand,
and flexibly react to the cultural encounter with and the specific problems of
the Spryte culture, the interaction with the virtual world should be even more
intuitive and seamless: sometimes the users found it hard to perform certain
WiiMote gestures or pronounce characters’ names correctly. Furthermore, the
software needs to be enhanced content-wise in order to make the encounter with
the Spryte culture a pedagogically meaningful experience, for example, adding
content that may lead to some kind of conflict with the Sprytes, either a vicari-
ously experienced conflict located within the Spryte culture, or a “real” conflict
between the culture of the Sprytes and the user group.

7 Conclusion

The ORIENT software provides a role-play and story-framework for virtual so-
cial actors to interact with users in a number of different ways so as to create
inter-cultural empathy. It employs tangible interaction modalities to increase
users’ motivation to learn about the Sprytes’ culture and their engagement in
the interaction, at the same time to enhance collaboration among themselves.
It exhibits the potential of technology-enhanced role-play to support social and
emotional learning in complex social situations without the risks that the learner
faces in a real social situation due to the secure settings for experimentation with
new behavioural strategies.

Acknowledgements

This work was partially supported by European Commission (EC) and was funded
by the eCIRCUS project IST-4-027656-STPwith university partnersHeriot-Watt,
Hertfordshire, Sunderland,Warwick,Bamberg,Augsburg,Würzburgplus INESC-
ID and Interagens. The authors are solely responsible for the content of this publi-
cation. It does not represent the opinion of the EC, and the EC is not responsible
for any use that might be made of data appearing therein.

References

[1] Crawford, C.: The Art of Computer Game Design, Chapter 2: Why Do People
Play Games? Washington State University (1997),
http://www.vancouver.wsu.edu/fac/peabody/game-book/Chapter2.html

[2] Benford, S., Crabtree, A., Flintham, M., Drozd, A., Anastasi, R., Paxton, M.,
Tandavanitj, N., Adams, M., Row-Farr, J.: Can you see me now? ACM Trans.
Comput.-Hum. Interact. 13(1), 100–133 (2006)

http://www.vancouver.wsu.edu/fac/peabody/game-book/Chapter2.html


Technology-Enhanced Role-Play for Intercultural Learning Contexts 83
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Abstract. This paper presents a system called MusicCommentator that
suggests possible comments on appropriate temporal positions in a musi-
cal audio clip. In an online video sharing service, many users can provide
free-form text comments for temporal events occurring in clips not for
entire clips. To emulate the commenting behavior of users, we propose
a joint probabilistic model of audio signals and comments. The system
trains the model by using existing clips and users’ comments given to
those clips. Given a new clip and some of its comments, the model is used
to estimate what temporal positions could be commented on and what
comments could be added to those positions. It then concatenates possi-
ble words by taking language constraints into account. Our experimental
results showed that using existing comments in a new clip resulted in
improved accuracy for generating suitable comments to it.

Keywords: Audio and language processing, user communication mod-
eling, probabilistic music-comment association, comment generation.

1 Introduction

Commenting plays important roles in the entertainment culture of the consumer
generated media (CGM). We can access many online content-sharing services
such as YouTube (video), MySpace (music), and Flickr (photo) that enable users
not only to present their original works but also to comment on works created
by others. Users who view the same work can communicate with each other by
commenting. For example, users provide tags [1], describe positive or negative
reviews [2], and show their agreement or disagreement with specific comments.
This kind of user communication has recently been facilitated.

Commenting can be viewed as collaborative creation [3] in an advanced form of
user communication: pseudo-synchronized communication. We can see evidence
of this in a video sharing service named Nico Nico Douga (whose name means
“video making people smile” in Japanese),1 where users can provide comments
1 Nico Nico Douga reserves over 17 hundred million comments by ten million users.

http://www.nicovideo.jp/, http://en.wikipedia.org/wiki/Nico Nico Douga.

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 85–97, 2009.
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Playback position Temporal 
position

Comment ASCII art (text art) by skilled users

Numerous simultaneous comments 
covering most of the original video

Overlaid comments are 
flowing from right to left

Synchronized

Fig. 1. Screenshots captured from a video sharing service named Nico Nico Douga

at arbitrary temporal positions in the video. A unique feature of this service is
that recent comments of many users are overlaid directly onto the video and
synchronized to a specific playback time as shown in Fig. 1. This gives users a
sense of sharing the viewing experiences. That is, users feel as if they enjoyed
the same video together in real time although their comments were provided at
different dates and times in the real world. Some kinds of comments therefore
can add remarkable and interesting effects to the original video. For instance, we
often see barrages, where so many identical or similar comments collaboratively
made by many users are piled up to a degree that the original video is almost
completely hidden, and skilled users create cool drawings2 by combining many
comments (characters) provided at temporally and spatially different positions.
Because commenting is much easier than creating new video clips from scratch
or reediting existing ones. it can be an important popularized way of creation.

Novice users, however, sometimes feel anxiety when commenting, wondering
Is my comment suitable to the occasion? Implicit rules seem to be shared among
users who collaborate to provide comments, so novice users had better experience
what kinds of comments are given by other users and what kinds of temporal
events are annotated. Another issue is that video creators can hardly predict
what comments will be given to their works, and the fear of being insulted often
makes them hesitant about presenting their work to the public, especially the
first time they try. Besides these practical issues, from an academic viewpoint, we
are interested in the relationships between music and comments and investigate
whether it is really possible to generate comments in a human-like fashion.

We therefore developed a system, called MusicCommentator, that can gener-
ate comments that are most likely to be provided at specific temporal positions
in a music video clip. It can help novice users by suggesting comments suitable
to the occasion and can help encourage video creators to present their work by
letting them virtually experience having comments made about their work. In
this study we deal with music, one of the audio parts within video clips, as the
first step toward handling all the information in the clips.

2 ASCII art or text art: http://en.wikipedia.org/wiki/ASCII art.
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The rest of this paper is organized as follows. First, Section 2 introduces
related work. Then, Section 3 specifies the commenting problem and Section 4
explains how to build our system. Section 5 reports on our experiments. Finally,
Section 6 summarizes the key findings of this paper.

2 Related Work

Several studies have been conducted to predict suitable words to a given mu-
sical piece by using the audio signal as input. These studies typically estimate
how strongly each word is associated with a given piece. For example, Whitman
and Rifkin [4] used a kernel method to predict words that will appear in music
reviews. Turnbull et al. [5] attempted to associate audio content with semanti-
cally meaningful words by using a Gaussian mixture model (GMM) of acoustic
features for each word. The output is obtained as sentences by filling slots with
predicted words in sentence templates manually prepared beforehand. Bertin-
Mahieux et al. [6] used an ensemble learning method called AdaBoost to predict
social tags, which are free-form text labels at a song or artist level.

Our study differs from the previous studies in two ways. First, we deal with
comments that are not given to an entire piece but provided at arbitrary tem-
poral positions in it. It is thus necessary to determine what temporal positions
can be annotated in a given piece. Second, we try to generate comments as
natural-languages sentences. These goals make our attempt very challenging.

3 Problem Specification

The input data for the MusicCommentator task contains N audio clips (audio
tracks of video clips) and their comments provided by users. Note that we focus
on audio tracks in this paper even if we deal with video clips. Let n (1 ≤ n ≤ N)
be the index of an audio clip. This data is used to train a computational model
of commenting. When the system is given a new audio clip (and some existing
comments on it), the objective is to add reasonable comments at appropriate
temporal positions by using the model. Audio clips are represented as acoustic
features and comments are represented as textual features.

1. Acoustic Features: We use mel-frequency cepstrum coefficients (MFCCs)
and their delta components because these features have been effectively used
for characterization of detection of musical genres and moods [7]. Calculating
MFCCs at each frame,3 we can obtain a temporal sequence of feature vectors.
Let a

(n)
t be a feature vector of frame t in clip n.

2. Textual Features: We define three kinds of textual features of comments.

(a) Bag-of-Words Features: These features represent the content of pro-
vided comments. We split all Japanese free-form comments into words4

3 A “frame” here is a short duration (256 ms) to be analyzed in an audio clip.
4 Some words have single morphemes while others have two or more morphemes within

them. The inflectional word “loved,” for example, consists of the base morpheme
“love” and the inflectional morpheme “ed” (past tense).
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with a Japanese morphological analyzer called Mecab [8]. Because differ-
ent words including the same base morpheme are semantically identical,
we do not distinguish them. Removing auxiliary words and extracting
significant words whose numbers of occurrences are higher than a thresh-
old, we get a vocabulary consisting of V words. Then, we count how
many times each word occurs. For example, if a frame contains three
comments, “I love it,” “It is loved,” and “Love song,” the average num-
ber of occurrences of the verb “love” is 0.66. Let w

(n)
t = {w(n)

t,1 , · · · , w(n)
t,V }

be a bag-of-words vector, where w
(n)
t,v (1 ≤ v ≤ V ) represents the number

of occurrences of word v per comment at frame t in clip n.
(b) Comment Density: This indicates the number of comments in each

frame. Note that feature values in each clip are normalized with respect
to its length and the number of comments. This feature is used to learn
what temporal positions should be annotated in a target clip. Let d

(n)
t

be a feature value of frame t in clip n.
(c) Average Length of Comments: This indicates the average number of

words in a single comment and is used to learn how long comments could
be generated. In the above example with “love”, the value of this feature
is 2.66 ((3 + 3 + 2) / 3). Let l

(n)
t be an average length of comments of

frame t in clip n.

A set of these features is given by o
(n)
t = {a(n)

t , w
(n)
t , d

(n)
t , l

(n)
t }. When clip n

contains Tn frames, the observable features O(n) and O are given by O(n) =
{o(n)

1 , · · · , o(n)
Tn

} and O = {O(1), · · · , O(N)}.

4 MusicCommentator

MusicCommentator takes a constructive approach that tries to clarify the cog-
nitive mechanism of humans by building and examining a computational model
emulating it. As shown in Fig. 2, the system comprises a learning phase in which
the system tries to acquire a sense of commenting (i.e., build a computational
model of what comments are suitable to specific acoustic features) by experienc-
ing many comments provided by users, and a commenting phase in which the
model is used to generate comments suitable to the occasion. We will discuss
how to design the model and then explain the two phases.

4.1 Model Formulation

Considering the characteristics of target data, we think that a reasonable model
should meet the following three requirements:

1. Joint Modeling of Acoustic and Textual Features: When users want
to produce new comments, they seem to simultaneously take into account
the content of musical audio signals and the content of comments provided
by other users. This suggests that well-balanced integration of them will
enable the model to yield reasonable comments.
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Musical audio signal

Users’ comments given to temporal positions
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Fig. 2. Overview of MusicCommentator

2. Temporal Modeling of Acoustic and Textual Features: Because mu-
sic is one of temporal medium, its temporal characteristics such as mood
transitions should be captured by using a temporal model. Similarly, we
focus on topic transitions in comments that are synchronized with music.

3. Cross-modal Feature Binding through Temporal Contexts: We can
assume that a single latent state, which can be conceptually interpreted as a
mood or topic, is shared behind the observable features of audio signals and
comments at each frame.

To meet these requirements, we propose a joint probabilistic model of multi-
modal features by extending a standard hidden Markov model (HMM), as shown
in Fig. 3. Let K be the number of latent states and let z

(n)
t = {z(n)

t,1 , · · · , z(n)
t,K} be

a state representation at frame t in clip n, where z
(n)
t,k′ = 1 and {z(n)

t,k = 0|k �= k′}
if the model stays at state k′ (1 ≤ k′ ≤ K). We define latent state sequences
Z(n) and Z as Z(n) = {z(n)

1 , · · · , z(n)
Tn

} and Z = {Z(1), · · · , Z(N)}.
Our HMM can, like standard HMMs, be characterized by a set θ of three

kinds of parameters {π, A, φ}. π is a set of initial probabilities {π1, · · · , πK},
where πk ≡ p(z(·)

1,k = 1). A is a transition matrix {Ajk|1 ≤ j, k ≤ K}, where

Ajk ≡ p(z(·)
t,k = 1|z(·)

t−1,j = 1). φ is a set of parameters of output distributions
that calculate the likelihoods of observable features.

Acoustic and textual features at a frame are associated with the same state.
Let bk be a joint output distribution of state k. This calculates the likelihood
of o

(n)
t , which is given by bk(o(n)

t ). This indicates how likely the four kinds
of features {a(n)

t , w
(n)
t , d

(n)
t , l

(n)
t } jointly occur from state k. We assume that

bk(o(n)
t ) can be decomposed into the following four likelihoods:

bk(o(n)
t ) = ba,k(a(n)

t ) bw,k(w(n)
t ) bd,k(d

(n)
t ) bl,k(l(n)

t ), (1)
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Fig. 3. Overview of our ergodic hidden Markov model

where ba,k, bw,k, kd,k, and bl,k are designed as follows:

1. Output Distributions of Acoustic Features: ba,k is a Gaussian mixture
model (GMM) of state k as in typical HMMs for speech recognition. Let M
be the number of mixtures and let ga,k,m, μa,k,m, and Σa,k,m be the weight,
mean, and covariance of the m-th Gaussian in the GMM of state k.

2. Output Distributions of Textual Features: bw,k is a multinomial distri-
bution for bag-of-words features. Its parameters are given by pk = {pk,1, · · · ,
pk,V }. bd,k is a standard Gaussian representing the distribution of comment
densities. Let μd,k and Σd,k be the mean and variance of the Gaussian as-
sociated with state k. Similarly, bl,k is also a Gaussian for comment lengths,
and its mean and variance are given by μl,k and Σl,k.

Let φk be the set of parameters of output distributions of state k, given by
φk = {{ga,k,m, μa,k,m, Σa,k,m|1 ≤ m ≤ M}, pk, μd,k, Σd,k, μl,k, Σl,k}. In total, a
set of all parameters of output distributions φ is given by φ = {φ1, · · · , φK}.

Our model is an ergodic HMM, which allows any state transition at any time,
because we cannot identify correct sequences of states in training data. In speech
recognition, manual transcriptions of speech signals (i.e., phoneme sequences)
can be directly transformed into state sequences because each phoneme is defined
as a combination of several states. Left-to-Right HMMs, where state transitions
are limited to match the transcriptions, are therefore commonly used in speech
recognition. In contrast, we use the HMM in an unsupervised fashion.

4.2 Learning Phase

This section explains how to estimate the unknown parameters θ = {π, A, φ}.
Let p(O|θ) be the likelihood of observable variables O. Instead of directly maxi-
mizing the incomplete likelihood p(O|θ), we try to maximize the expected com-
plete likelihood of observable variables O and latent variables Z by using the
Expectation-Maximization (EM) algorithm [9]. The complete likelihood is

p(O, Z|θ) =
N∏

n=1

p(z(n)
1 |π)

[
Tn∏
t=2

p(z(n)
t |z(n)

t−1)

]
Tn∏
t=1

p(o(n)
t |z(n)

t ), (2)
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where p(z(n)
1 |π) is given by

∏K
k=1 π

z
(n)
1,k

k , which is an initial probability that clip
n starts at a state specified by z

(n)
1 . We then define the Q function as follows:

Q(θ|θold) =
∑
Z

p(Z|O, θold) log p(O, Z|θ), (3)

where θold is a set of the current parameters and p(Z|O, θold) is a posterior
probability of latent variables Z. Q(θ|θold) indicates the expected complete log-
likelihood of all variables O and Z when we regard θ as a variable of the function.
Thus, the optimized parameters are obtained by maximizing Q(θ|θold) and are
then set to θold next time. This is iterated until Q(θ|θold) converges.

In the E-step of the EM algorithm, the objective is to calculate the posterior
distribution p(Z|O, θold). For convenience, we define some new symbols as:

γ(z(n)
t ) ≡ p(z(n)

t |O, θold), ξ(z(n)
t−1, z

(n)
t ) ≡ p(z(n)

t−1, z
(n)
t |O, θold), (4)

γ(y(n)
t,k ) ≡ p(y(n)

t,k |O, θold) = p(y(n)
t,k |z(n)

t )γ(z(n)
t ), (5)

where γ(z(n)
t ) is a posterior distribution of latent variable z

(n)
t . ξ(z(n)

t−1, z
(n)
t )

is a joint posterior distribution of adjacent latent variables z
(n)
t−1 and z

(n)
t . For

each t, γ(z(n)
t ) consists of K probabilities that sum up to unity. ξ(z(n)

t−1, z
(n)
t )

is expressed as a K × K probability matrix whose elements sum up to unity.
Let γ(z(n)

t,k ) be the conditional probability of z
(n)
t,k = 1 and let ξ(z(n)

t−1,j , z
(n)
t,k )

be that of z
(n)
t−1,j = z

(n)
t,k = 1, given O and θold. These probabilities can be

efficiently calculated by using the forward-backward algorithm [11]. y
(n)
t,k is a

vectorial variable, {y(n)
t,k,1, · · · , y(n)

t,k,M}. This shows which Gaussian is responsible

for generating a
(n)
t among M Gaussians in GMM ba,k, where y

(n)
t,k,m′ = 1 and

{y(n)
t,k,m = 0|m �= m′} when the m′-th Gaussian is responsible. p(y(n)

t,k |z(n)
t ) is

expressed as a K × M probability matrix that reserves the responsibilities of
KM Gaussians of GMMs {ba,1, · · · , ba,K} for observation a

(n)
t .

In the M-step, we try to maximize the Q function Q(θ|θold). Substituting
Eqn. (2) for Eqn. (3), we get

Q(θ|θold) =
N∑

n=1

K∑
k=1

γ(z(n)
1,k ) log πk +

N∑
n=1

Tn∑
t=2

K∑
j=1

K∑
k=1

ξ(z(n)
t−1,j , z

(n)
t,k ) log Ajk

+
N∑

n=1

Tn∑
t=1

K∑
k=1

γ(z(n)
t,k ) log p(o(n)

t |φk), (6)

where the last term can be decomposed into four terms as log p(o(n)
t |φk) =

log ba,k(a(n)
t )+log bw,k(w(n)

t )+log bd,k(d(n)
t )+log bl,k(l(n)

t ) We can thus indepen-
dently update the parameters of four kinds of distributions (GMM ba,k, multi-
nomial distribution bw,k, and two Gaussians bd,k and bl,k) by using the Lagrange
multiplier method. We get the updating formula as follows:
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πk =

∑N
n=1 γ(z(n)

1,k )∑N
n=1

∑K
k=1 γ(z(n)

1,k )
, Ajk =

∑N
n=1

∑Tn

t=2 ξ(z(n)
t−1,j , z

(n)
t,k )∑N

n=1
∑K

l=1
∑Tn

t=2 ξ(z(n)
t−1,j , z

(n)
t,l )

,

ga,k,m =

∑N
n=1

∑Tn

t=1 γ(y(n)
t,k,m)∑N

n=1
∑Tn

t=1
∑M

m=1 γ(y(n)
t,k,m)

, μa,k,m =

∑N
n=1

∑Tn

t=1 γ(y(n)
t,k,m)a(n)

t∑N
n=1

∑Tn

t=1 γ(y(n)
t,k,m)

,

Σa,k,m =

∑N
n=1

∑Tn

t=1 γ(y(n)
t,k,m)(a(n)

t − μa,k,m)2∑N
n=1

∑Tn

t=1 γ(y(n)
t,k,m)

, pk =

∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )w(n)

t∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )

,

μd,k =

∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )d(n)

t∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )

, Σd,k =

∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )(d(n)

t − μd,k)2∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )

,

μl,k =

∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )l(n)

t∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )

, Σl,k =

∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )(l(n)

t − μl,k)2∑N
n=1

∑Tn

t=1 γ(z(n)
t,k )

. (7)

4.3 Commenting Phase

This section explains how to provide comments suitable to a target audio clip.
Like the training data, the audio signal and provided comments are characterized
by a sequence of acoustic features, a′ = {a′

1, · · · , a′
T ′}, three sequences of textual

features, w′ = {w′
1, · · · , w′

T ′}, d′ = {d′1, · · · , d′T ′}, and l′ = {l′1, · · · , l′T ′}, where
T ′ is the number of frames. This phase consists of an outlining stage and an
assembling stage. The latter estimates how many comments and what content
should be provided at each frame. The former concatenates a suitable number
of words in an appropriate order by taking language constraints into account.

Outlining Stage. We first determine a most likely sequence of latent states
in the target, z′ = {z′

1, · · · , z′
T ′}, with the Viterbi algorithm [10]. When z′t,k is

1 at frame t (1 ≤ t ≤ T ′), the most likely density there, d̂t, is given by the
mode (most likely observation) of the Gaussian bd,k, i.e., mean μd,k. From the
density distribution over the entire clip, we can determine how many comments
should be provided in each frame. Similarly, when z′t,k is 1, we can get most
likely bag-of-words features (occurrence probabilities of significant words) ŵt to
be pk.

We here cannot generate sentences that are appropriate as natural language,
i.e., reasonable sequences of words, because bag-of-words features only outlines
the content of comments. Therefore, we should solve the following problems:

1. We do not have occurrence probabilities of non-significant words such as con-
junctions and auxiliary verbs, which are indispensable for natural language.

2. We do not have individual occurrence probabilities of inflectional words that
have the same base morpheme within them (see 2a in Section 3).
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3. We cannot determine an appropriate order of words because the current
model does not take into account sequential relations between words.

For example, suppose that two words “it” and “love” are highly likely to occur
and the comment length is likely to be three. We cannot synthesize a comment
like “It is loved” or “I love it” because the probabilities of “is” and “loved” are
not given and we therefore do not know which sentence is more appropriate.

Assembling Stage. To solve the three problems described above, we propose
a comment generation method based on adaptation of general language models
(uni-, bi-, and tri-grams) that are learned from numerous comments of all clips
in the training data. Unlike what we do in the learning phase, we distinguish
between different words that have the same base morpheme (e.g., we distinguish
“took” from “taken”’). The uni-gram can be used for solving the first and second
problems, and the bi- and tri- grams contribute to solving the third one.

Fig. 4 shows a sketch of how the probabilities ŵt of significant words at frame
t are incorporated into the general uni-gram, which includes all the words ap-
pearing in the training data. We duplicate the probability of each significant
word to those of its inflectional words that have different surface expressions.
For example, the probabilities of words “took” and “taken” are set to be the
same as that of word “take.” Then, because the sum the probabilities of signif-
icant words and their inflectional ones is greater than 1, the probabilities are
scaled so that their sum is α, which is a control parameter given in advance. On
the other hand, the probabilities of other words containing non-significant words
and their inflectional ones are scaled so that their sum is 1 − α. As a result, we
now get the adapted uni-gram (a set of occurrence probabilities of all words).

When z′t,k is 1 at frame t, we assume that a most likely comment (word
sequence) ĉt and a most likely comment length (number of words) l̂t should be
determined according to the following generative model:

{ĉt, l̂t} = argmax
c,l

p(c, l; θk) = argmax
c,l

p(c|l; θk)p(l; θk), (8)
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where p(l; θk) is a likelihood that a comment generated from state k consists
of l words. Its value is calculated according to Gaussian bl,k and p(c|l; θk) is a
conditional probability that comment c is generated when its length is given by
l. Note that for readability we hereafter omit the estimated parameter θk. To
get ĉ, we have only to calculate argmaxc p(c|l) for each length.

To estimate argmaxc p(c|l), we propose a method that can find a most likely
path of words on a trellis including all words by using the Viterbi algorithm [10].
As shown in Fig. 5, each node corresponds to a specific word and the observa-
tion probabilities of words in each column are given by the adapted uni-gram.
Transition probabilities between nodes are determined as bi- and tri-grams. We
let SilB and SilE be special symbols (silent words) that indicate the beginning
and ending of comments. The likelihood of comment c is given by

p(c|l) = p(w1|SilB)

(
l∏

i=2

p(wi|wi−2, wi−1)

)
p(SilE|wl−1, wl), (9)

where wi is the i-th word in comment c and w0 is SilB. p(wi|wi−2, wi−1) is
an adapted trigram probability, which is calculated with linear interpolation of
the general tri- and bi- grams pt, pb and the adapted uni-grams p′u as follows:
p(wi|wi−2, wi−1) ← βtpt(wi|wi−2, wi−1) + βbpb(wi|wi−1) + βup′u(wi), where βt,
βb, and βu are weighting factors of the tri-, bi-, and uni-grams.

5 Evaluation

We experimentally evaluated how accurately the system predicted comments
that are freely provided on arbitrary temporal positions by users.

5.1 Conditions

The audio clips (tracks) we used were included in the video clips taken from the
music category of the video sharing service Nico Nico Douga. Specifically, we fo-
cus on music performances whose titles included “Ensoushitemita” (“We/I played
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Fig. 6. Results of experimental comment generation

something, not limited to musical instruments, e.g., music box and wooden gong”),
or “Hiitemita” (“We/I played piano or stringed instruments, e.g., violin and gui-
tar”). Some of them were performed by multiple people, e.g., sessions, bands, or
ensembles. There are many popular clips that follow these conventional naming
rules in the title. We collected the most popular 100 “Ensoushitemita”-category
clips that are shorter than 10 minutes according the the number of comments that
roughly reflects its popularity. Then, the first 1100 comments, which were available
as many as possible in all the clips, were extracted. Note that the first 1100 com-
ments do not mean the 1100 comments taken from the beginning within each clip,
but mean the 1100 comments taken from the beginning of its submission to the
video sharing service. As for the “Hiitemita” category having more comments, we
were able to extract 2400 comments from each of 100 clips. The control parameters
were set as V = 2082, 2278, K = 200, M = 8, α = 0.9, and βt = βb = βu = 1.0
by trial and error.

The experiments were conducted in the way of 4-fold cross fold validation.
First, all audio clips with provided comments were randomly divided into four
groups. Three groups were used as a training set in the learning phase and the
other group was used as a test set in the commenting phase. Switching the choice
of test set, we conducted four trials. 4-fold cross fold validation was furthermore
performed in each trial by dividing the provided comments of each test clip into
four groups. To estimate a most likely sequence of states in a given clip, the
system used either no comments (i.e., only acoustic features) or one, two, or
three groups (i.e., 0%, 25%, 50%, or 75%) of comments on the clip. That is, we
tested four settings. The remaining comments was used as ground truth.

To evaluate the results, we calculated the word-based F-value, which is given
by F = 2PR

P+R , where P and R are the precision and recall rates. We focused on
each word of the system-generated comments. A word in a system’s comment
was considered reasonable if it appeared in users’ comments annotated in the
neighborhood of the system’s comment. The error tolerance was set to 5 seconds.

P =
#appropriate words

#words of system’s comments
, R =

#appropriate words
#words of users’ comments

, (10)
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5.2 Results

As shown in Fig. 6(a), the F-values could be improved even if only 25% of users’
comments of a target clip was available for adding new comments. Although the
F-values reached at most 10%, we think these results were promisingly reasonable
because it is impossible to completely predict what comments are provided by
users at a word level even for humans. Note that when we evaluated only the
temporal positions and lengths of generated comments (i.e., allowed errors in
word selection), the F-values were around 70%, as shown in Fig. 6(b). One may
say that it is enough to list most likely words as a rough suggestion. However, we
believe that sentences of natural language are much better in terms of readability
although they are often grammatically or semantically strange because n-grams
cannot all inter-word dependencies contained in a sentence.

The F-values were not furthermore improved when we increased the amount
of users’ comments over 25% for adding new comments. This indicates that the
current system cannot deal with widely diverse comments. That is, the model
cannot create various comments that are essentially different from each other in
their meanings once a specific state is determined for given acoustic and textual
features. Comments freely provided by humans without constraints are widely
diverse. A major reason that the F-values for the “Ensoushitemita” category
were lower than those for the “Hiitemita” category could be the wider diversity
of the comments on former clips. The title “Hiitemita” means limited kinds of
instruments such as piano and guitar were used in the video.

We also found that the current system is not always useful because general
comments like “it is very cool” and “great” tend to be generated. The F-values
of frequently used positive words such as “cool” or “great” were around 40%.
This was closely related to the limitation of the statistical approach. If we can
use a huge amount of users’ comments for training the HMM (we actually used
over 100,000 comments), the probabilistic model tries to capture universal char-
acteristics of the data. However, it is not appropriate to spoil the diversity of
humans’ comments for our task. We should tackle this problem in the future.

6 Conclusion

We presented MusicCommentator that generates comments (short sentences of
natural language) and provide them at appropriate temporal positions. The sys-
tem is based on a multi-modal HMM that associates acoustic features with
textual ones through latent sequences of states. These sequences correspond to
temporal transitions of both musical moods and comment topics. To estimate
the parameters of the HMM, we used a likelihood maximization method so that
many examples of how users have provided comments can be well explained with
the model. Given a new audio clip, the system concatenates suitable words in
an appropriate order by using general language models.

The experimental results were promising but revealed that we are still far
from the ultimate goal of building a computer that can express the impressions of
video clips as natural language as humans do. Because commenting is one of the
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most sophisticated cognitive functions of humans, it would be hard to precisely
emulate even if we use the state-of-the-art techniques of machine learning. We
think, however, that our study is an important first challenge. We plan to improve
MusicCommentator by incorporating advanced methods of recognizing musical
content such as rhythm and melody. This kind of multi-aspect modeling could
help the system generate comments that are more appropriate and diverse.
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Abstract. We describe our new mobile media content browser called a
MiniDiver. MiniDiving considers media browsing as a personal experi-
ence that is viewed, personalized, saved, shared and annotated. When
placed on a mobile platform, such as the iPhoneTM, consideration of
the particular interface elements lead to new ways to experience me-
dia content. The MiniDiver interface elements currently supports multi-
camera selection, video hyperlinks, history mechanisms and semantic
and episodic video search. We compare performance of the MiniDiver on
different media streams to illustrate its feasibility.

1 Introduction

Currently, on a mobile platform, video is normally watched with a video browser
that still uses a tape playing metaphor. That is, it has transport controls for
play, rewind, forward, skip forward and backward. However, when video contains
metadata, such as hyperlinks, semantic content (i.e., keywords) and multiple
camera angles, the interface does not allow a simple way to navigate through this
complex video space. Thus, for example, when browsing YouTubeTM it is easy to
get lost in a multitude of video sources. As well, there is no obvious way to record
history or share partial content or provide annotation. Likewise, mechanisms to
hyperlink content or do episodic or semantic based searches are limited. We
have been exploring new interaction paradigms for video browsing, navigation
and annotation as part of our MyView research to provide personalized video
experiences using a novel video browsing MyView client called a Diver.

The concept behind the MyView research program is that in the future, track-
ing technology and pervasive video/audio capture technology will be used to
automatically tag video content making for rich, complex video data space that
can be viewed differently by each person. In this paradigm, the notion of the
video clip becomes less clear since it can be at the granularity of a single person
in a single instant. For example, at an indoor Olympic event, such as ice hockey,
we can create personal views of the game while it is being played as well as
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Fig. 1. Interface of Video Player with Heads Up Display (HUD) and Toolbar

after the game that can be delivered over wireless protocols to cell phones or
other devices. Audio and video data may be captured by multiple sensors and
streamed to a multimedia server continuously. Hockey players may be tracked
using video and/or other mechanisms to detect when they are in view of each
video camera providing tracking and view orientation meta-data. Likewise, ad-
ditional semantic data, such as keywords, may be provided by broadcasters and
other viewers. With this meta-data combined with the multiple video sources, a
valuable, personalized, fun memory of an event can be viewed and shared. The
Diver provides mechanisms to view this rich video space, though, is currently
intended to be embedded in web-browsers and WIMP interfaces.

As part of MyView, we also address the emerging trend that video enter-
tainment on a mobile platform is quickly becoming typical. Thus we also have
constructed a version of the Diver for a mobile environment; specifically, an
iPhoneTM. We call this a MiniDiver and it takes advantage of the specifics
of limited screen real-estate and particular input mechanisms found on mobile
phones. Figure 1 shows an example of the iPhoneTM interface for the MiniDiver.
In this paper, we focus on four main issues that arise when rich video content is
viewed on the cell phone. Specifically, we have investigated interface mechanisms
in the MiniDiver to allows users to: 1) select multiple camera views, 2) navigate
hyperlinked video content, 3) save and retrieve complex MiniDiving history, and
4) use both episodic and semantic mechanisms to access video meta-data.

Each of these four items are emerging as key components of the video experi-
ence. For example, at a sporting event, such as ice hockey, there may be multiple
cameras focused on the action synchronized in time. Likewise, each player’s loca-
tion may be tracked and appropriate hyperlinks to new video or other web con-
tent be integrated with the video experience. As users Dive through the hockey
game, their history becomes complex as they follow hyperlinks and change cam-
era angles. In this situation, going “back” isn’t obvious for what should happen.
Finally, the meta-data associated with the data allows for automatic assembly
of personalized video based on combinations of episodic (i.e, image/video based)
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or semantic (i.e. keywords) mechanisms. These are integrated into the MiniDiver
as we discuss below.

In Section 2 we cover some of the related work that has investigated rich
video content mechanism and means to access it by users. Section 3 provides a
description of the main types of interface paradigms we have created for the video
experience. All our examples use ice hockey as our event that we are MiniDiving.
We have used multiple cameras to capture footage of an ice hockey match and
have created meta-data tags associated with the players from all camera angles
for our test data. We cover some of the performance issues in Section 4 and
conclude with a discussion of the emerging complexity of navigating rich video
data spaces and the interaction design approaches needed to deal with them.

2 Related Work

For many years traditional TV stations utilize multi-camera views to enhance
the user’s experience especially when broadcasting sport events. Relaying on a
broadcast channel viewers are dependent on directors who select camera angles to
provide a “best view” for an entire audience. Taking the “best view” experience
to the next level implies viewers can choose for themselves the “best view”
based on their personal preference. This requires new interface concepts for video
players that enable viewers to switch between available camera views. Lou et al.
[1] developed a video player for their multi-view video system which includes a
slider within the interface to allow viewers to switch seamlessly among views of
the current video presentation. Navigational aids within the video space are not
supported, which makes it especially difficult for longer video sequences including
multiple views.

In computer vision research multi-camera views are widely used, e.g. for ob-
ject tracking [2] or view synthesis[3]. Sport video analysis especially takes ad-
vantage of object tracking algorithms that employ multiple camera sources in
order to extract context sensitive metadata e.g. player location [4]. Such location
data can be used to create object-based video annotations [5], also called hy-
pervideo links[6]. Similar to a hyperlink in a web page viewers can interact with
a hypervideo link to access additional information. Hypervideo links follow the
associated video objects and hence contain spatial and temporal information.
Usually, hypervideo links have a visual representation on top of the video object
to announce their existence to the viewer [7]. Until now research has primarily
focussed purely on single video sources that include hypervideo links.

According to Cockburn et al.[8] revisiting information from the past is a com-
mon activity of users. In the web domain, standard browsers allow users to
set bookmarks, use back and forward buttons or history lists in order to ac-
cess previously visited web pages. Tools such as WebView[9] or Global Tree
Browser [10] are examples that provide special functionality for revisiting Web
pages. For local file access GoogleDesktop [11] and TimeScape [12] keep a his-
tory record allowing users to easily revisit their content. Based on the richness of
context-sensitive video including multi-camera views the demand for a history
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tool enabling easy and fast access to previously selected video sequences has to
be considered. Though, with time-based media, it requires more sophistication
than for static webpages.

3 MiniDiver: Exploring Video Content on the Mobile
Platform

The MiniDiver is designed to provide a user interface that is intuitive and re-
sponsive, yet powerful enough to take advantage of a context-aware video space
on a mobile platform. The interface is based upon the concepts developed for
the desktop MyView client, but with a focus on the iPhoneTM which is a touch-
enabled mobile device. There is also a personalized viewing mode where the
user can browse video according to their unique preferences and interests. The
MiniDiver requires options to display relevant metadata such as player positions,
and names by overlaying them on top of the video content as in our ice hockey
example. The MiniDiver supports the ability of users to control video with the
usual transport control mechanisms (play, stop, backward and forward) but also
provide mechanisms to change viewpoint, save and retrieve MiniDiving history
and search/navigate using both episodic and semantic queries.

In this paper, we have prototyped our MiniDiver so that it uses local content
residing on the iPhoneTM or data over a network from a MyView server. The
MyView server has a Director component that contains rules to feed video con-
tent to the MiniDiver appropriately, however, this is outside the scope of this
paper. For communication with a simple networked client, the MiniDiver uses
the Hive [13] communications protocol in order to stream content to the client
device. Section 3.1 discusses the design of the MiniDiver that address the main
four interaction mechanisms listed in Section 1.

3.1 MiniDiver: MyView Client Design

Our design concept of the mobile client is based on four user interfaces serving
mobile context sensitive video. These interfaces are Content Browser, Video
Player, Multi-Camera Browser and History Browser. In the following we will
discuss and present each interface in more detail.

Content Browsing. Once the application loads the user will want to select
some content to watch in the video player. We present the content selection
interface using the usual iPhoneTM table view hierarchy. In this commonly used
interface style the user drills down into a series of lists that end in a detail view.
In our navigation hierarchy the home screen allows the user to select a content
source, and the next level allows them to select which events they would like to
watch. A single event can be selected by tapping on it, and multiple events can
be selected by tapping the navigation bars select button. This pops up an action
toolbar at the bottom of the screen and transitions the list view into a selection
mode. Events can then be selected by tapping on them and the action toolbar
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Fig. 2. Modal bookmarks view activation animation

can be used to filter the result, or jump right into video playback. If the user
has previously saved a bookmark they can access it from the startup screen by
selecting the bookmarks button in the navigation bar. The bookmarks browser
is presented as a modal view which slides up over the home screen. This was
chosen to mimic the bookmarks functionality in MobileSafari (the iPhoneTM’s
web browser). Tapping on a bookmark will take the user directly into the video
player.

Once we enter the video player the system status bar is hidden to provide
the user with a fully immersive experience. The interface is also re-oriented to
landscape mode with the home button to the right of the screen. At this point
we support only the landscape orientation for the Video Player and its siblings,
the history browser and multi-camera browser.

Video Player. The video player screen, shown in Figure 1, contains much of
the functionality of MiniDiver. From here users can navigate through time by
grabbing the playhead or by using a two finger scrub gesture.

MyView content directly supports multiple video streams, so the user can
also choose which camera angle they wish to view the action from. This is ac-
complished by a swipe gesture on the VideoPlayer screen. For example swiping
left pushes the current video stream offscreen and brings in the stream of the
camera physically located to right as shown in Figure 3. This gesture only allows
for movement between streams in a one dimensional space, however we found
that this was enough to spatially locate the streams in our test content. The
one dimensional interface that we have developed is modelled after the photos
application where users can swipe left and right to browse their photos. We have
had to adjust this behavior slightly so that users can not slide a video stream
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Fig. 3. Video stream switch animation. Interactive objects are highlighted in blue, and
maintain consistency across views.

partially offscreen because we are limited by the mobile device processing power
and the wireless network bandwidth to display two live video streams at once.

Notice that this approach only provides for relative camera view selection.
That is, using the swipe interface you can move to cameras that are left or right
(up or down if vertical swiping is added). Further, left and right camera views
can be selected by the MyView Director service on the MyView server to provide
meaningful interpretation as to viewing content more to the right or left. This can
be done based on a quality-of-view analysis [14] or virtual viewpoints [15,16]. To
have an absolute camera position selection requires meta-data tags that include
a layout of the cameras in an absolute coordinate frame. We have not included
this at this point since it is a variation on the Multi Camera Browser covered in
Section 3.1, except we require mechanisms to show the video feeds from each of
the absolute camera position. As well, like the relative camera position selection,
the MyView Director will select a reasonably small set of either real or virtual
cameras based on lowering cognitive load of the user, quality-of-view constraints
and user preferences.

MyView content can be tagged with various information about objects that
are onscreen and events that occurring at a given time. In our hockey example,
content is tagged with player names and locations using hypervideo links and it
also includes background masks. We use this information to allow users to select
players in the video player view. This can be accomplished via a tap (single
click), which triggers a player/object selection mechanism. Tapping the screen
enters the selection mode which pauses the video and highlights all objects which
are selectable. The user may then select an object by clicking on them; multiple
objects may be selected in this manner. Video is started again by clicking on a
non-selectable region of the screen.

The video player does have a simple translucent heads up display (HUD) and
toolbar that can be activated by a single tap as shown in Figure 1. The HUD
contains a play/pause button and a button to enter the multi-camera browser.
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Fig. 4. Interface of Multi-Camera Browser

The toolbar contains a playhead and scrub bar, as well as a button to enter the
history browser.

Multi-CameraBrowser. Non-linear context sensitivevideopresentations based
on a multi-camera scenarios require a visual disclosure of all available useful video
streams to assist users to find their “best view”. Hence, to allow users to easily
navigate through available video streams we have created a multi-camera browser
interface as shown in Figure 4.

We wanted the multi-camera browser to be a natural extension of the video
player and we also anticipate that it will be used frequently. To best serve these
requirements we made the multi-camera browser activate immediately when re-
quested and only have a short activation animation. To achieve this we start
loading visible video streams asynchronously right after kicking off the acti-
vation animation. Besides keeping initial load times down this also allows the
browser to be fully responsive to touch input as soon as it is activated regardless
of whether images are still being loaded from the network or disk.

Users access the multi-camera browser through a double tap on the HUD
of the video player. When activated the application scales down the currently
playing video to a grid view which also shows all of the other camera angles
that are available. Video frames load asynchronously and fade in when ready,
allowing the view to be interactive as soon as it is activated. The grid of camera
angles can easily be scrolled with a vertical swipe gesture, and tapping on video
frame will switch to that camera and transition back into the video player. If
the user does not wish to select a camera there is a cancel button on the toolbar
which will take them back to the video player.

History Browser. Context sensitive video content that includes multi-camera
video stream requires new forms of navigation aid for its users. The History
View allows users to navigate back to video sequences they had already selected
in the past. To achieve this functionality, our mobile client keeps a record of
every video scene users access combined with its start and end time of the video
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playback. With this data we are able to create an interactive History View Grid
that can be used for navigation purposes. The History View Grid is shown in
Figure 5.

The History View has two view modes: time-based and node-based. In both
modes, the History Tree Structure is displayed with each clip being a rounded
rectangle. Each rectangle is colored to indicate which camera the clip has video
from, and the first frame of the clips video is also displayed to assist with dif-
ferentiating cameras. The default state of the History View interface is the time
mode.

In the time mode, the width of the rectangles are determined by the length
of each clip while in the node mode the clips all have equal width. In both the
heights are all the same, just big enough for a finger to tap. To switch to a
previous clip or sequence, the user taps on the location in the history tree where
they want to go to. The tree will animate to its new structure and keep the
current sequence up to date in the player. So when a user taps the middle of
a clip, that clip is made active and its sequence is loaded into the player. The
playhead is also moved to the point in time corresponding to the location of the
tap in the clip.

There are two axes in the default time view, a sequence axis and a time axis.
The y-axis is the sequence axis and indicates which sequence falls at that level
of the history tree. The time axis displays seconds and is inline with the start
times and lengths of the displayed clips. The time axis can be switched to a
“depth” axis by tapping the toggle button (tapping the toggle button again
switches back to the time mode). In the node mode, all clips are displayed as
having equal lengths, and the x-axis indicates their depth in the tree. This mode
is useful if there are a large number of cuts over a short period of time, making
them difficult to see on a scale proportional to time. As a history tree becomes
larger, some portions will move off screen but can be reached just by dragging
the tree until the desired sections are visible. The axes follow this motion and
adjust their values accordingly, so the user always knows where they are. The

Fig. 5. History Browser Interface: horizontal axis represents the absolute time-scale of
the synchronized videos; vertical axis represents branches showing user interaction
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active clip is indicated by a blue border, and the playhead position by a blue
vertical line on the active clip.

3.2 MiniDiver and MyView Communication Architecture

The MiniDiver uses the same underlying communication architecture as the
MyView system, a flexible and modular framework called Hive[13,17]. All the
components of MyView are based on Hive to facilitate simple communication
and re-use of components on various platforms. Hive provides a communication
protocol and an abstracted transport service for the transfer of data to different
devices. The transport service can be implemented using various technologies
(such as shared memory, ethernet or Bluetooth) to increase the number of devices
that can communicate in the MyView framework. The connection paradigm is
peer-to-peer to increase bandwidth but still allow centralized control.

The complicated processing of data (compression, background subtraction,
player tracking) is performed centrally on a group of machines and the results
are sent to the MiniDiver, using Hive as the transport medium. Each component
is defined as a Hive drone, which is a module capable of performing a task and is
controlled by an application. Applications have ultimate control over the drones
in the system, and can construct pipeines by connecting drones together; the
MiniDiver acts as a Hive application, controlling the drones and their connec-
tions. In future the MiniDiver will connect to a single point to receive data, to
accommodate multiple MiniDiver clients.

3.3 Video Streaming

Getting video onto the MiniDiver is accomplished by streaming footage to the
device using Hive for transportation. Multiple camera footage is stored centrally
on a video server accessible via a drone operating as the interface between the
video database and other Hive modules. Data transfers can operate in various
modes, one of which is called the request mode. In this mode, data is only sent
when requested by the destination drone; using this mode the images streamed to
the device can change the camera footage currently being streamed by changing
the request. This results in a lower latency than using a continuous streaming
mode, and is scaleable to a larger number of camera sources.

Due to memory constraints on the mobile device, previous frames are not
cached, so scrubbing along the time bar or navigating the history results in new
requests for the previous data.

4 Results

This section presents the formats used for video streaming and the results of tests
on latency and achievable frame rates on the mobile platforms of the iPhone and
the iPod Touch.

The table in Figure 6 presents the quality of video used in the tests and the
bandwidth required for each format. Due to the lack of support for developers
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Content Resolution Format Frame Rate Data Rate

High Quality 480 × 270 JPEG Sequence 30Hz 630 KB/s

Low Quality 240 × 135 JPEG Sequence 30Hz 248 KB/s

Low Quality 240 × 135 JPEG Sequence 15Hz 124 KB/s

High Quality 480 × 270 H.264 30Hz 55 KB/s

Low Quality 480 × 270 H.264 15Hz 25 KB/s

Fig. 6. Comparison of data formats and rates - the iPhoneTM supports H.264 which
is much more efficient, but not directly accessible to the developer. Our application
employs JPEG sequences for compressed video streaming.

Content Location Frame Rate

iPhoneTM 3G iPod Touch 2G

High Quality Local 5 FPS 12 FPS

Low Quality Local 17 FPS 30 FPS

High Quality Network × 8 FPS

Low Quality Network × 23 FPS

Fig. 7. Video playback performance using the JPEG sequence format (network testing
performed only on the iPod Touch 2G)

to use the native video formats (H.264) the MiniDiver uses compressed JPEG
image sequences for video. This also allows for frame-level requests from the video
servers, which would be more complicated with H.264 because keyframes are
widely spaced. H.264 formats are presented in the table to provide a comparison
of data rates used.

Based on the tests we performed on the iPhoneTM 3G and the iPod Touch 2G
there are obvious performance differences, shown in Figure 7. The iPod Touch
2G has an upgraded ARM processor from previous revisions, which explains its
increased performance. Generally, using high resolution JPEG sequences results
in low frame rates, with the iPod having the only acceptable rate for local access
to video.

Network-based tests were performed only on the iPod using the request mode
outlined in Section 3.2. There was a substantial drop in performance using the
network, although we believe this could be significantly improved with optimiza-
tion of the Hive implementation on the device. The MiniDiver performs well with
the lower quality content either from local content or over the network. The la-
tency in requesting a different camera angle is also reduced with lower bandwidth
footage.
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5 Conclusion and Future Work

We have created a new context-sensitive video browsing environment for the
iPhoneTM called a MiniDiver. It provides mechanisms to select multiple camera
views, navigate hyperlinked video, save and retrieve complex MiniDiving history,
and some episodic and semantic search mechanisms. These mechanisms are nec-
essary to allow people to experience the enormous amount of video content that
is being generated. We have shown how multiple synchronous camera views can
be accessed using a touch interface. We have included a mechanism to allow users
to select moving objects in the video scene and get hyperlinked data associated
with them. We have included a mechanism to support users traversing their his-
tory in complex, non-linear ways that re-interprets what it means to rewind and
fast-forward in video. Our implementation of the episodic and semantic search
mechanisms remains to be refined as we only provided semantic mechanisms
and basic episodic mechanisms as found in the camera views in the MiniDiver.
Our Hive implementation has provided performance measures to illustrate that
delivering rich, interactive media data on a mobile device is feasible.

All of these mechanisms have yet to be thoroughly user tested as we have just
defined the requirements needed in a video browsing environment to deal with
the complex demands of large-scale, meta-tagged video. We continue to explore
improved searching, enhancements for selecting one-to-many hyperlinked video
data and developing means for the MyView server to supply only relevant data
to the user based on their queries, context and profile.

This paper described our current prototype of a MiniDiver on the iPhoneTM.
We are pursing design guidelines and prototypes for mobile devices for dealing
with the anticipated changes in video content that are emerging due to the pro-
liferation of video capture devices, video processing techniques and personalized
video content. We believe a shift is needed for users to be able to effectively
manage and share the wealth of video experiences the will have in the future.
The MiniDiver provides some of the functionality that addresses this shift.
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Abstract. This study employed the uses and gratifications approach to examine 
children’s choice of gaming genres. The measure of prosocial behavioral ten-
dency was used as an approximation of a child’s offline gratification, and this 
was related to the exposure to three different genres of games (violent, aggres-
sive and prosocial). The influence of education level was also taken into con-
sideration.  Data was compiled and analyzed from a survey conducted on  
Singaporean schoolchildren (N = 2,640). Overall results supported the supple-
mentary model of gratification seeking behavior. Children with higher prosocial 
scores spent significantly less time playing violent and aggressive games, 
whereas children of a higher education level spent more time playing games of 
all genres. The results are presented and discussed. 

Keywords: Uses and Gratifications, Games, Prosocial Orientations. 

1   Introduction 

With the fast increasing popularity of games, scholars are now beginning to take note 
of gaming as a media phenomenon deserving of their attention. Though more focus 
has been paid to the weightier issues such as game addiction and the negative effects 
of games, there is now a widening of the scholarly scope to include other issues such 
as motivations for gameplay and the social, economic and cultural aspects of virtual 
communities.  

Besides improving the marketability of games, research into gameplay motivations 
and choice of games also enables a greater understanding of the appeal of games and 
how gameplay can be seen as an extension or a supplement to the real-life activities of 
gamers. Children are especially perceived to be easy prey for game developers, who 
market addictive virtual play-worlds that are targeted at specific age ranges. However, 
though it would be simple to portray children as largely passive consumers of games, 
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the reality might not be so. There is a need to approach the consumption of games by 
children through a perspective that treats them as active consumers of media, which 
this study seeks to do via the uses and gratifications approach. To begin, the following 
literature review first traces the development of media theory, documenting the shift 
from the notion of a passive audience to that of an active one.  

2   Literature Review 

2.1   Media Effects Models and the Uses and Gratifications Approach 

Early models of media effects emphasized the passivity of audiences, with the devel-
opment of theories such as the hypodermic syringe or magic bullet theory. These 
perspectives viewed media consumption as an activity whereby the media exerted a 
unilateral influence on its viewers. Hence, its effects were conceived as something 
similar to how a syringe injects ideas directly into the consciousness of the masses.  

Later on, developments in media effects theories shifted the prevailing consensus 
to give greater prerogative to individual agency. This newer approach could be traced 
back to the Lazarsfeld studies on media effects, which concluded that the media sel-
dom had strong effects [1]. Following this, other scholars began rethinking the domi-
nant, strong effects paradigm. Katz and Foulkes trace the development of the uses and 
gratifications approach from the 1940s onwards, noting how uses and gratifications 
research really became fruitful once researchers began to understand individual media 
use by turning to the social-psychological attributes of individuals [2]. These perspec-
tives later matured into what is now known as the uses and gratifications paradigm, 
which represents a new way of thinking about the influence of media. Sharing some-
what similar premises with the psychological perspective of rational choice theory, 
the uses and gratifications approach emphasizes how individuals consume the media 
with the intention to obtain certain kinds of fulfillment.  

However, scholars have also drawn attention to the potential drawbacks of the uses 
and gratification approach. For instance, some note that there is not yet a unified under-
standing of the approach, and many central concepts of the theory have not been made 
clear [3]. Others state that by focusing on audience consumption, the approach tends to 
be too individualistic [4]. Despite these limitations, media scholars suggest that these 
models still provide a useful framework from which to study communication, especially 
the issues surrounding the Internet and new media [3, 5, 6].   

2.2   A Uses and Gratifications Approach to Gameplay 

Employing a uses and gratifications approach essentially involves analyzing media 
choice by focusing on the notion of gratifications, or needs, that media use satisfies 
[3]. By identifying the motivations and traits behind individuals’ choice of a particular 
media, the effects of media can then be viewed as a function of its use [7]. The per-
spective has been fruitfully employed in a range of media studies, especially those 
focusing on television usage. Yet, studies that have explicitly applied the approach to 
understanding gaming behavior have been few. Sherry and colleagues traced the stud-
ies on gaming that have used the uses and gratifications approach in the past [7]. Ac-
cording to the authors, Selnow’s study [8] on gaming that adapted a television uses 
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and gratifications scale was probably one of the earliest to investigate gaming prac-
tices. Their factor analysis yielded five key points, that (1) gameplay was preferable 
to human companionship, (2) it taught about people, (3) it provided companionship, 
(4) activity, and (5) escape. Another study by Wigand et al. [9] employed a similar 
approach found that gameplay was desired as it provided the necessary gratifications 
of excitement, satisfaction of doing well, and tension-reduction. More recently,  
studies by three groups of researchers [10- 12] have revealed gratifications such as 
passing time, enjoyment, skill testing, stress reduction, and competition [7].  

Scholars have also used the uses and gratifications approach to link online and off-
line behavior. Scholars describe what is known as a “deficit model” (Steinkuehler, as 
cited in [13]) which refers to how the absence of a gratification in player’s real lives 
drives them to seek it elsewhere. For instance, Burgoon [14] found that talk radio 
callers expressed less interest in communicating face-to-face, perceiving it to be less 
rewarding. It is possible that these individuals turned to talk radio to compensate for 
their lack of interest in face-to-face communication. In another study, individuals who 
perceived interpersonal interaction to be unrewarding turned to interaction based on 
Internet communication, hence perceiving it as a suitable alternative [15].  

On the other hand, past research (e.g., of Lee and colleagues [13]) suggests instead 
that there may exist a supplementary model, where players are driven to seek more 
intense sources of gratification for a similar kind of need. The authors found signifi-
cant positive correlations between gratifications obtained and sought in players’ real 
and online (i.e., gaming) lives, thus supporting their claim. Similarly, Bruning [16] 
related motives for interpersonal and computer-mediated communication, finding that 
people enjoyed both interpersonal as well as computer-mediated-communication. This 
could be interpreted as an indication of how the fulfillment of a need in offline life 
drives individuals to seek other avenues of similar fulfillment, such as those available 
through online communication.   

This strand of research that seeks to link offline and online gratifications seems 
promising, and the present study seeks to contribute to the debate by examining how 
real life gratifications are related to an individual’s choice of game. This study uses 
the psychological measure of prosocial orientation as a measurement of the gratifica-
tions sought in real life. The prosocial orientation measure has been used in previous 
developmental psychology studies, and has been employed in several gaming studies 
as well. In addition to this, this study will also examine the effect of educational level 
on choice of game genre.  

2.3   The Influence of Prosocial Orientation  

Various psychological theories [17, 18] have proposed that basic human needs are 
universal, describing them as playing a central role in human life in which the fulfill-
ment of these needs is critical in the process of growth, development and well-being. 

Basic needs can be likened to a persistent feeling of hunger. For instance, Staub 
[18] conceptualizes basic needs as “the most fundamental motives” (p. 52) and pro-
poses basic human needs as the driving force behind various courses of human ac-
tion.  In addition to the core set of basic needs documented in psychological literature, 
he emphasizes needs for “effectiveness and control” – the feeling of efficiency and 
control of events and situations;  “positive identity” – positive self-conception and 
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self-esteem (through enhancement of esteem from others); “positive connection to 
other individuals” – ownership of relationships which are positively connected to 
other individuals or groups; and “transcendence of the self” – the need to go beyond 
the self, which can all be satisfied by helping others (p. 56). For instance, if the act of 
engaging in helpful behavior has positive connotations in one’s culture and/or assists 
in the improvement of the welfare of others, not only would it be able to satisfy these 
needs of “positive identity,” “positive connection to others” and “effectiveness and 
control,” it would also be regularly affirmed within a community.  This promotes an 
internalization of already developed values, beliefs and principles through social ex-
periences, effectively leading individuals to cherish others’ welfare and view  
themselves as helpful persons. Hence, through the pursuit of basic human needs ful-
fillment, prosocial orientation and values are promoted, fostering the individuals’ 
prosocial behavioral tendencies. 

It should be noted that the bulk of previous studies have viewed these prosocial be-
havioral tendencies as largely a consequence of, and not an antecedent to, exposure to 
gaming. For instance, an individual’s prosocial tendency is construed to be a result of 
his or her exposure to certain genres of games. While that interpretation is widely 
held, it is equally likely that these behavioral tendencies exert some form of effect on 
the choice of gaming genres. This study approaches the issue by taking prosocial 
behavior as chronologically antecedent to choice of game genre, and employs the 
psychological measure for individual prosocial behavioral tendency that is derived 
from Cheung et al’s work [19]. In particular, the helping behavior subscale will be 
used as an approximation of an individual’s gratification seeking behavior offline. 

2.4   Education Level and the Development of Prosocial Orientation 

In considering the effect of prosocial orientation on the choice of game genre, previ-
ous literature draws some attention to the influence of education level on the devel-
opment of prosocial tendencies in children. Advancements in childrens’ ability to 
engage in moral reasoning are concomitant with the ability to see reality through the 
perspective of another, as well as the ability to grasp abstract concepts [20]. The de-
velopment of prosocial behavior has also been documented to occur in tandem with 
advancement in education level and age of children. Eisenberg [20] described how 
elementary school children exhibit moral behavior primarily to seek approval or by 
adhering to stereotypical models of good. Throughout elementary school, direct recip-
rocity reasoning develops, where children exhibit good behavior as a means to  
self-gain (when others reply in kind). Finally, as late elementary school gives way to 
middle school and beyond, children begin to reason using morally abstract notions 
and they develop emotional responses to behavior (such as guilt), and acquire the 
ability to take on the perspective of others.  

These differences in the moral development of the child affect the levels of proso-
cial behavioral tendency, especially in the key transition stage between late elemen-
tary school and early middle school. Development in moral reasoning may affect the 
degree of prosocial orientation, or at the very least alter the reasons underlying the 
prosocial orientation held to by the child. Hence, this study also takes into considera-
tion the influence of level of education on the choice of game genre, through its effect 
on the development of the child’s prosocial orientation. 
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2.5   Research Questions    

The present study examines the issue of gameplay using the uses and gratifications 
approach, by analyzing the links between individual prosocial behavioral tendency 
and the choice of game genres. This study will also examine the influence of the level 
of education on the choice of game. Hence, the following research questions are  
proposed: 

RQ1: How does the degree of prosocial orientation affect the choice of game genre? 
RQ2: How does the level of education of the child affect the choice of game genre?  

3   Method 

3.1   Participants 

Participants were (N = 2,640) students from twelve primary and secondary schools in 
Singapore in which four of these schools were boys-only schools: 1329 primary 
school children (956 males and 372 females) and 1311 secondary school children 
(1004 males and 302 females). The age of primary school children ranged from 8 to 
12 with the median age at 9 years. The ethnic composition of this sample was: 67.7% 
Chinese, 13.2% Malay, 8.6% Indian, 1.4% Eurasian, and 2.9% other. The median age 
for secondary school children was 13 and the ages ranged from 12 to 16. The ethnic 
composition for this sample was: 71.5% Chinese, 13.3% Malay, 6.9% Indian, 0.6% 
Eurasians, and 3.4% other. 

3.2   Procedures 

The questionnaires were administered to children collectively at school during March 
to May 2007. These questionnaires were counterbalanced in various orders. Children 
were measured on their prosocial behaviors and their video gaming habits. 

3.3   Measures 

An eleven-item subscale from Prosocial Orientation Questionnaire (POQ) [19] was 
used to measure children’s helping behavior. Sample questions of helping behavior 
include “I would give up something to help my friends or family” and “I would vol-
unteer to help a charity if they need my help”. Children rated their agreement to these 
items on a scale from 1 (strongly disagree) to 4 (strongly agree). The scores were 
transformed to Percent of Maximum Possible (POMP) that ranged from 0 to 100. The 
primary school children mean sample for helping behavior was 70.86, standard devia-
tion was 16.18 and the alpha was 0.73; while the secondary school children mean 
sample was 65.71, standard deviation was 13.30 and the alpha was 0.73. Children 
who scored above the mean were categorized as highly prosocial oriented, whilst 
children who scored below the mean were classified as low prosocial oriented.  

Children were asked to list three of their favorite games and reported the estimated 
time they spent on each of these games (in hours per week). To measure the prosocial 
content of the game, two questions were included: “How often other players help each 
other in the game” and “How often they help others in the game,” which were rated on 
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a scale from 0 (never) to 3 (almost always). For the violent content of the game, an-
other two questions were included: “How often do they shoot or kill creatures in the 
games” and “How often do they shoot or kill other players in the game” were assessed. 
To measure the aggressive content of the game, “How often do characters try to hurt 
each other’s feelings in the game” was used. The prosocial, violent and aggressive 
content of game scores were computed through multiplying across each game genre’s 
ratings and the amount of time spent playing the game. These scores were then  
averaged across all three aforementioned games [22] and were standardized.  

This study chose to interpret game genre by seeking the respondents’ evaluations 
of the activities they are involved within the game rather than allowing respondents to 
select from a list of pre-classified games. This gives the most accurate assessment of 
the specific activities that individuals are involved in as they play the game, as each 
game may provide a combination of several different types of gratification. 

4   Results  

The two research questions were tested through Multivariate Analysis of Variance 
(MANOVA), followed by a series of univariate F-tests to examine each of the de-
pendent variables: Time Spent on prosocial (M = 1.35, SD = 2.29), violent (M = 0.89, 
SD = 2.02) and aggressive content games (M = 1.25, SD = 2.06). The results are re-
ported in separate sections for each independent variable: Children’s prosocial orien-
tation, children’s education level and interaction between prosocial orientation and 
education level. 

Table 1. Descriptives of Prosocial Orientation and Education Level on Game Genres 

Prosocial Orientation Education Level 

Low High Primary Secondary 

 

M SD M SD M SD M SD 

Violent Game 1.64 2.56 1.06 1.92 0.97 2.00 1.75 1.67 

Aggressive Game 1.17 2.35 0.64 1.42 0.65 1.78 1.18 2.14 

Prosocial Game 1.39 2.20 1.09 2.21 0.89 1.79 1.61 2.21 

4.1   Prosocial Orientation on Choice of Game Genre 

To test whether the degree of prosocial orientation affects the choice of game genre, a 
multivariate test was performed. The combined DVs (prosocial, violent and aggres-
sive game content) were significantly affected by children’s prosocial orientation, 
Wilk’s Lambda, F(3, 2125) = 13.35, p < 0.01, η2 = 0.018. High prosocially orientated 
children reported spending less time playing violent content games, F(1, 2127) = 
19.49, p < 0.01, η2 = 0.009. High prosocially oriented children also reported spending 
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less time playing aggressive content games, F(1, 2127) = 26.16, p < 0.01, η2 = 0.012. 
However, no significant result was found between prosocial orientation and prosocial 
content games. 

4.2   Education Level on Choice of Game Genre 

The MANOVA revealed that the combined DVs (prosocial, violent and aggressive 
game content) were significantly affected by education level, Wilk’s Lambda, F(3, 
2125) =  20.80, p < 0.01, η2 = 0.029.  Secondary school children reported spending 
more time playing all three genres of games as compared to primary school children 
[for violent content, F(1, 2127) = 46.67, p < 0.01, η2 = 0.021; aggressive content, F(1, 
2127) = 24.61, p < 0.01, η2 = 0.011; prosocial content, F(1, 2127) = 59.53, p < 0.01, 
η2 = 0.027]. 

4.3   Interaction between Prosocial Orientation and Education Level on Choice 
of Game Genre 

The combined DVs were significantly affected by the interaction of children’s educa-
tion level and prosocial tendency, F(3, 2125) = 2.95, p < 0.05, η2 = 0.004. There is a 
marginally significant interaction between children’s education level and prosocial 
tendency on aggressive content game, F(1, 2127) = 3.00, p = 0.08, η2 = 0.001. That is, 
though low prosocially oriented primary children (M = 0.82, SD = 2.14) spent more 
time playing aggressive content games than high prosocially oriented primary school 
children (M = 0.53, SD = 1.48), the discrepancy is even greater between low (M = 
1.40, SD = 2.46) and high prosocially oriented (M = 0.81, SD = 1.42) secondary 
school children. No other significant interaction was found.  

5   General Discussion 

Results showed that children with higher prosocial scores tend to spend significantly 
less time playing violent and aggressive games. Relating this finding back to the 
models of gratification seeking behavior described in the review of literature, this 
finding seems to be supportive of the supplementary model. Children seek and receive 
a similar kind of gratification from their activities both in their offline lives as well as 
in the games that they play. Correspondingly, the children with lower prosocial scores 
tend to spend significantly more time playing violent and aggressive games, perhaps 
indicating that they also enjoy behaving less prosocially in-game, just as they do in 
their offline lives.  

Results also revealed that secondary school children spent significantly more time 
playing violent, aggressive and prosocial games. Although in general primary school 
children reported themselves to be more helpful as compared to the secondary school 
children (refer to Measures under Methodology), their lower levels of prosocial gam-
ing habits seem to suggest otherwise. In the present study, it was difficult to distin-
guish if these prosocial content games were single-player or multiplayer online games 
(such as Massively Multiplayer Online Role Playing Games). If we assume prosocial 
games to be largely multiplayer oriented, a predominant feature of such games is 
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social interaction, where players are offered many opportunities to assist others and 
where the game dynamics require cooperation  and coordination between players to 
achieve certain goals. Curiously, primary school children (who were generally more 
helpful) did not spend as much time in these prosocial games as secondary school 
children. A possible explanation lies in the deficiency in gratification that these 
younger children obtain by participating in such games. Previous studies have shown 
how maturity is a vital factor to successful community integration in this genre. Play-
ers often discriminate against younger players because they are perceived to be less 
mature, less willing to contribute to general goals, and less cooperative [23]. This 
fosters an unwelcoming communal climate for younger players and makes the gaming 
experience significantly less socially gratifying, which explains younger players’ 
lower exposure to games in the prosocial genre. 

In addition, some of the developmental theories on prosocial behavior suggest that 
young children are not fully developed in their comprehension of the concept of help. 
According to Cialdini’s Socialization Model (as cited in [24]), children between the 
ages of 10 to 12 (i.e., primary school children) are not fully aware of the importance 
or emphasis of helpfulness in the society, and only help when told to do so. The fact 
that primary school children in this study on average reported themselves to be quite 
helpful (more so than those in secondary school) might be due largely to how the 
importance of certain helping behaviors are frequently impressed upon them by their 
parents and teachers. Since the measurement of prosocial behavior is measured in 
simple and clear-cut scenarios, with no moral ambiguity, these children find it easy to 
pick out the behavior that is required of them. For instance, the prosocial question-
naire had items such as “I always think of helping people who are disabled.” How-
ever, in-game helping behavior often involves complex decisions in scenarios riddled 
with moral grey areas. Hence, it should come as no surprise that younger children are 
unable to fully grasp the nature of helping behavior that unfolds in online interaction. 
Again, this hinders their expression of prosocial behavior and makes their gaming 
experience less socially gratifying, which accounts for lower rates of prosocial game 
exposure. 

Finally, it should be noted that though this study’s use of the prosocial behavioral 
tendency provides a novel way of approximating gratification-seeking behavior, there 
is a potential danger of reading too much into the behavioral tendencies of respon-
dents. In future studies, such psychological measures should be used in combination 
with more traditional and straightforward methods of measuring gratification seeking 
behavior to obtain a comprehensive measure of the concept.  
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Abstract. The scientific and industrial community related to the videogame 
(VG) research and business is ever more concerned about the need for proper 
evaluation and assessment of games. This paper proposes an assessment meth-
odology based on the Personal Construct Theory (PCT). The PCT allows identi-
fying constructs can be processed to define a space where domain-relevant 
items – VGs, in our case - can be positioned. The main praise of PCT is that the 
test-leading researcher does not supply users with a predefined set of constructs, 
which may bias the evaluation process. Moreover, PCT joins qualitative aspects 
with a quantitative evaluation of their relevance, which is particularly useful for 
an operational approach also to game design. In this paper, we study the appli-
cation of the PCT to the particular case of the evaluation of whole typologies of 
VGs. Discussing the results, we draw and highlight that VGs are perceived as 
engaging challenges where personal abilities are continuously put to the test. 
This stresses the reactive nature of VGs and the fact that players like being 
stimulated and developing and testing their reaction capabilities. 

Keywords: Videogames, User Experience, videogame testing and evaluation, 
Repertory Grid Technique, Personal Construct Theory. 

1   Introduction 

Videogaming has acquired a great relevance since years, not only for the youngsters. 
Serious games applications expand the horizons of games to include scientific simula-
tion and visualization, industrial and military training, medical and health training and 
education, as well as public awareness and policy change  [1]. 

In the Transformation Economy people is expected to pay to have experiences that 
are transformational [2], and games and simulations allow significantly extending the 
range of experiences a person can live, with an ever growing level of realism. Produc-
ing a videogame (VG) has become a huge and expensive project, since the market is 
characterized by trends toward hit products and fewer Stock-Keeping Units [3]. In 
this scenario, awareness has risen of the importance of evaluation methodologies able 
to support producers and evaluators in assessing products since early phases of a pro-
ject. However, there are not commonly shared and accepted techniques, yet [4]. 
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In this paper we propose and discuss a VG evaluation methodology based on the 
Personal Construct Theory (PCT) of personality [5], which aims at determining an 
idiosyncratic measure of personality. The theory has been initially applied in psycho-
logical clinic interviews [6] and then in a number of other fields, also including web-
site evaluation [7]. The PCT assumes that individuals perceive and evaluate the world 
through similarity-dissimilarity poles, called “personal constructs”. Such poles can be 
used to define an individual’s personal construct system relevant to the analyzed do-
main - in our case the evaluation of VGs. The main praise of PCT is that the test-
leading researcher does not supply users with a predefined set of constructs, which 
may bias the evaluation process [8]. Rather, constructs are defined a posteriori, based 
on an analysis of the free user comments. This is particularly promising for VG 
evaluation, because it stresses the centrality and relevance of the player experience, 
which is a fundamental value for a game success. Moreover, the theory gives indica-
tions based on the subjects’ free evaluation of their domain (i.e. VG) experiences, 
which may give also ideas for new products, not only the evaluation of existing ones. 
PCT joins qualitative aspects - the elicited personal constructs - with a quantitative 
evaluation of their relevance, which is particularly useful for an operational approach 
also to game design. 

We study the application of the PCT to the particular case of the evaluation of 
whole typologies of VGs (e.g. Sports, Racers, First Person Shooters). In particular, we 
intend to explore what the personal constructs are that define the space of the games - 
according to test player experiences - and observe how current game typologies are 
placed with respect to such dimensions (i.e. the constructs). Finally, we also try to see 
if new, “hybrid” game typologies could be devised based on the combination of im-
portant constructs.  

The paper is organized as it follows. Section 2 presents the main general aspects of 
PCT, section 3 provides a literature review of VG evaluation methodologies. Section 4 
describes the procedure we have defined for the evaluation of player experience. The 
section 5 discusses the results, proposing observations and findings.  

2   The Personal Construct Theory (PCT) 

Personal Construct Psychology (PCP), also referred as Personal Construct Theory 
(PCT), originated with the pioneering work of George Kelly [9]. Kelly’s theory of 
personality was based on the metaphor of the Inquiring Man [5]. A person is seen as a 
scientist who tries to make sense of the world by continually forming hypotheses 
about the world and experimenting and observing. The PCT assumes that the individ-
ual perceives and evaluates the world (e.g. other individuals, situations, etc.) through 
similarity-dissimilarity poles, called Personal Constructs. The meaning of any con-
struct is defined by the complementarities of opposite poles, in Kelly words: “the 
differences expressed by a construct are just as relevant as the likenesses.” [9]. The 
personal construct is the elementary unit that a person uses during her process of 
construction of meaning about the world. Thus, constructs represent the personal view 
of the world the subject has constructed based on her own experience. 
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2.1   The Repertory Grid Technique 

The Repertory Grid Technique (RGT) [10] is a methodological extension of PCT to 
empirically eliciting and evaluating individual’s subjective personal construct system 
relevant to a topic. An RGT is a table in which rows contain constructs and columns 
contain elements (instances of the topic under investigation). To fill the table, the 
person refers to a rating system to quantitatively assign each element to one of the 
poles of each qualitative constructs. A grid is constructed for each subject participat-
ing in a test session. A subject produces his constructs list composed of bipolar  
dimensions that the person sees as important for talking about the elements. The elici-
tation process is based on the use of triads of elements. Each subject is presented with 
triads of such elements and asked to indicate in what respect two of the three are simi-
lar to each other and differ from the third one. These similarity/differentiation factors 
are recorded as bipolar constructs. Different triads may give rise to the similar (or 
even same) bipolar properties. Then, after having identified his individual constructs, 
the subject is asked to rate the degree to which each element is in relation to each 
bipolar construct, according to a Likert-type scale. The personal constructs can be 
then analyses and summed together, and the most frequent ones are assigned a higher 
weight as they represent the most appropriate properties able to characterize the do-
main. All such bipolar constructs (each one with a different weight) are thus elicited 
as the proper dimensions (or classification modes) along which the domain elements 
are evaluated by the user. 

The main feature of RGT is that the researcher does not supply users with a prede-
fined set of constructs, which may bias the evaluation process [10]. Rather, constructs 
are defined by the participants, based on the analysis (triad methods) of his comments.  

3   Literature Review 

The main feature of a successful VG is the enjoinment of the player, but there is no 
commonly accepted model for  player enjoyment  [4]. In literature there are several 
heuristics for designing and evaluating games, and all of them are focused on three 
main aspects: gameplay, mechanics and interface [11]. These heuristics are often 
fragmented and contradictory, because doesn’t exist evidence about the relevance of 
used criteria versus VGs enjoinment [12]. From another point of view, many re-
searchers have proposed models based on psychological theories, including disposi-
tion theory [13], attitude [14], transportation theory [15], para-social interaction [14] 
and flow [16]. The main drawback of these attempts is their predetermined structure 
[17]. Examples include methodology based on exploratory interview, which has the 
problem of imposition of terminology that prevents the participant to make use of 
their proper terminology in the discussions [18]. It is needed to combine these ele-
ments into a set of dimensions not predetermined a priori, but extracted from real 
users. Our approach, based on the RGT is focused on eliciting dimensions that are 
meaningful to the participant and not only to the experimenter. The data that we cap-
ture from end users has not been influenced by the researcher’s theory. Moreover, it 
takes also into account users’ idiosyncratic views in contrast to the other approaches, 
which impose a priori defined dimensions.  
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Although the RGT technique was initially developed in psychological clinical set-
tings in order to determine an idiosyncratic measure of personality, it has been applied 
to a wide variety of cases, including evaluation of user experience [8], also in the user 
experience evaluation research [19] [20]. Based on this analysis and our experience, 
we believe that RGT facilitates an objective approach to capturing subjective aspects 
of VG evaluation by allowing an open, broad and sensitive analysis of the several 
aspects that might have an impact on the user’s experience of a VG.  

Others techniques attempt to model user enjoinment based on intrusive measure-
ments of user's physiology [8]. Example of these are based on facial electromyography  
as a measure of positive and negative emotional states [21], or on the  children’s heart 
rate signals for capturing and modeling individual entertainment preferences  [22].   

4   Applying the Method to the Player Experience Evaluation 

This section describes the methodology, based on RGT, which we have defined and 
followed for VG evaluation, while the next session presents the results. A test session 
consists of three major steps: initial focus (users are asked to think about their con-
crete experience with items in the investigated domain), construct elicitation (users 
have to identify similarities and differences among elements/items in order for re-
searchers to identify bipolar constructs), rating (users have to rate each element along 
each elicited construct). We describe in detail the following steps, but first we de-
scribe the test user selection procedure. 

4.1   Subject Selection  

In order to test our RGT to VGs, we have recruited test subjects by contacting teach-
ers of three different high-schools with scientific and technical background. To each 
school we proposed a one-day workshop about VGs. We tested a total of 64 students 
in an age range from 16 to 19 (mean 17,4; stddev 0,64). There were 13 females and 
51 males. We asked for students with a strong interest for VGs, as we wanted to have 
opinions from experienced users, who have a good familiarity with state of the art 
VGs. This subject selection criterion should allow us to have a realistic analysis of 
the current VG panorama. Of course, a similar analysis could be conducted on a 
more generalist population sample, for example if we were interested in understand-
ing on how to attract new typologies of users (e.g. women). But this is not the spe-
cific purpose of this work. In a pre-test questionnaire phase we had tested the users’ 
level of familiarity with VGs, in order to check the appropriateness of our target 
group. As expected, participants were quite familiar with VGs (mean 2,56; stddev 
1,15) and would usually spend a huge amount of time playing with consoles and PCs 
(1-3 hours per day). 

4.2   Initial Focus  

This preliminary phase invites test users to focus on the investigation domain, in par-
ticular by thinking of the elements. Elements are a selection of objects relevant to the 
topic/domain. In our analysis, we have chosen as elements 8 major game genres: 
Adventures, Racers, First-Person Shooters (FPS), Real-Time Strategy games (RTS), 
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Sports, Arcades, Virtual Worlds (VW), and Role-Playing Game (RPG). The PCT 
highlights that a person makes sense of the world by experimenting and observing. It 
is very important that each participant focus on the genres using her personal experi-
ence. For this reason, participants are asked to select a well known VG for each ele-
ment (genre) and to focus on it in the subsequent step.  

4.3   Construct Elicitation and Ratings 

We apply the triad method. Every participant ias interviewed by a researcher. Users are 
asked to identify one VG for each genre defined in the previous step. During the inter-
view, the participant is invited to think about the 8 VG genre samples in groups of three 
– this is the triading, in RGT’s jargon. For every meaningful triad, the participant has to 
identify a property or a quality important enough to explain how two of the elements are 
similar, but different from the third one. The user has to put a label on that property. For 
instance, in the group of Quake (FPS), Warcraft (RTS), and Colin McRae Rally (Rac-
ers), one of the participants picked out Colin McRae, and described the property as “the 
Colin McRae situations, 3D world, settings and simulation are very realistic and credi-
ble, while Quake and Warcraft are fantasy”, that we abstracted and added to the “likeli-
hood” construct. This abstraction and cataloguing phase – namely, elicitation of the 
constructs - is described in detail in the 5.1 subsection. 

For each one of the elicited constructs, the participant rates each one of the 8  
elements (also those that not appear in the specific triad from which a particular con-
struct was elicited) according to a five-graded scale, where 0 represents a low rele-
vance of the property for the games in the triad, while 4 represents a high relevance.  

5   Evaluation of  Videogame Player Experience 

This section presents the results obtained by the above presented RGT method. The 
data collected in the experiment consist of the personal constructs elicited by the par-
ticipants and the rating of the investigated elements (VG genres) along such elicited 
constructs. The first data provide a qualitative insight about the characterization – 
according to the user experience – of the investigated domain. The second data pro-
vide a quantitative measure of the degree of relevance of each elicited construct. This 
section describes the methodology for processing such data. 

5.1   Elicited Dimensions 

\RGT typically produces a large number of individual tables (we have collected a total 
of 570 constructs). Sample bipolar constructs include: “a good experience is neces-
sary to play – it can be played without training”, “the game requires cognitive effort – 
it can be played also by a monkey”. Differently than in clinical studies, we are not 
interested in the identification of idiosyncrasies. Instead, our research aims at finding 
out the basic and commonly shared criteria that players use in evaluating VGs. In our 
study each table contains a fixed number (8) of elements, a fixed number of constructs 
(we ask participants to consider ten triads) and a shared rating system (a bipolar five-
grade scale). From these shared features, it is possible to apply statistical methods 
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(semantically blind methods) and/or semantic similarity (statistically blind methods) 
to analyze data interpersonally. In particular, we can search for patterns to compare 
constructs from all participants and assemble constructs showing some degree of 
similitude into groups.   

We have analyzed the collected data and grouped the users’ personal constructs into 
clusters. To this end, each pole of each construct was carefully semantically interpreted 
(using a discourse analysis technique) to capture the character of construct and to pro-
pose some shared labels – called dimensions -  able to characterize all similar construct 
as a whole. The number of test users’ personal constructs that have been grouped under 
a dimension is an indicator of the relevance of that dimension among the subjects (we 
call this the dimension weight W). The higher is the number of grouped constructs, the  
 

Table 1. Description of dimensions 

Dimensions Descriptions W 
Ability demand The game requires user’s ability in terms of capabilities, skills and cogni-

tive efforts. 
94 

Dynamism 
Style 

The activities in the game space are varied, unexpected and with frequent 
and quick changes.  
The game has a distinctive appearance (modern, old) on the basis also of its 
genre (a F1 race game should recreate a Grand Prix’ atmosphere) 

58 
48 

Engagement The game is exciting, challenging, charming, compelling. The player is 
drawn never to stop the game. 

38 

Emotional affect The game affects the player’s emotional state. It induces anxiety, excite-
ment, and suspense.  

35 

Likelihood The game situations, 3D reconstructions are very realistic and credible. 33 

Sociality The game mechanic allows the player to form social groups. 28 

Enjoyability The game provides amusement, satisfaction, pleasure and gratification. 28 

Complexity The gameplay is composed by a huge amount of entangled experiences; the 
virtual word to be explored is wide and with a great variety of landscapes. 

24 

Playability span The game has the ability to involve players for long periods of time (e.g. 
several months). 

23 

Technological 
Quality 

The game is very accurate from the technological point of view: good 
graphics, sound, multimedia contents, GUI design. 

23 

Plot The game is fascinating because the plot is very intriguing. 21 

Physical effort The game is very demanding in terms of physical activities (stress, muscu-
lar tension, movements of muscles). 

20 

Replayability The game experience is varied enough (in terms of plot or mechanic) for the 
player to repeat it several times without exhausting all possibilities. 

18 

Controllability Players are given large freedom in selecting actions, interacting with the 
ambient and configuring options. The player’s avatar is highly customiza-
ble, also concerning its personality. 

15 

Identification The player controls a character with a specific role in the game plot and 
she/he feels a sense of identification with the character. 

13 

Open-end The game plot is almost endless. The player is involved in long stories that 
continue indefinitely. 

12 

Active involve-
ment 

The player is an active subject in the game and she/he plays also a creative 
role. For example, she can build her own 3D models in the virtual world, or 
modify the character’s aspect with personal contents. 

10 

Competition/ 
cooperation 

The game gives high relevance to the score. It offers possibilities to cooper-
ate or compete with other players towards a common goal. 

10 



126 F. Bellotti et al. 

more relevant is the cluster and higher is its weight, as more test users have highlight it. 
To reduce the risk of possible biases or misunderstandings in the definition of dimen-
sions we have selected labels among existing personal constructs rather than inventing 
new ones. As an example of this labeling work, the dimension “Ability” takes into ac-
count 94 personal constructs. We have selected the term “ability” because it is the most 
frequent used in the participants descriptions of the related constructs. The 23 dimen-
sions that resulted can be regarded as the most pertinent features of the participants’ 
understandings of the VGs genres considered in the study and a list with the most im-
portant dimensions is provided in the table 1. 

Analyzing the quantitative data on dimensions, we can gain significant insights 
into factors that players consider key in characterizing their gaming experience. 

First, we see that VGs are perceived as engaging challenges where personal abili-
ties are continuously put to the test, in particular with emotional involvement and 
frequent and quick changes in context and situation. This highlights the reactive na-
ture of VGs and stresses the fact that players like being stimulated and test-
ing/showing/training their reaction capabilities, also in a mechanical – almost non 
conscious – way, as it emerged from some informal comments we recorded during the  
(e.g. “I play to distract myself”, “When I play I don’t want to think”). It has to be 
noted that, despite users declare they like variety and change, they do not explicitly 
report the repetitive nature of several of the most popular games (e.g. shoot’em up 
and some sport games), which is apparent to the researchers. We may argue that play-
ers like intrinsic repetitive patterns (e.g. shooting, firing, jumping, running, etc.) but 
they want them to be applied to several different contexts and situations, and at differ-
ent levels of difficulty. We may assimilate this to a basic, easy to learn alphabet that 
has to be used in a variety of contexts to tell a variety of tales. 

Plot and sociality are not so important. This highlights that users are not particu-
larly interested in these aspects and that the currently most successful VGs do not 
strongly support these dimensions.  

Distinctive style and multimedia quality are relevant evaluation parameters, which 
highlights the importance of design and technological excellence.  

The dimensions that we have elicited from the user tests tend to include the heuristics 
normally used by professionals and players when writing game reviews in specialized 
magazines and web sites (e.g. [23]), that are quite focused on the game interface and 
mechanics [24]. Other heuristics are pointed out in academic works, such as the well 
established GameFlow approach [25] [26], and underline the importance for a game to 
involve the player through immersion and concentration-keeping challenges. The di-
mension list from our tests tends to include the heuristics of both the above mentioned 
typologies and has two important features: it gives a weight to the relevance of the vari-
ous dimensions and is based on the experience of real users rather than on psychological 
theories or on the practice and knowledge of a professional user or reviewer.  

5.2   Assessing Videogame Genres along the Elicited Dimensions 

The subsequent step of test consists in the users rating in a 0-4 scale of each VG genre 
along each one of the elicited dimensions. The data collected from each single test 
participant is then summarized in a table – namely, the Repertory Grid - that reports 
the average value of the personal tables. Table 2 shows the RG for our case.  
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Table 2. Repertory Grid for the evaluation of VG genres along the elicited dimensions 

 Adv Racer FPS RTS Sport Arcade VW RPG 

Sociality 2,50 2,89 2,93 3,38 4,00 2,26 2,83 2,56 
Open-end 1,00 3,56 2,75 3,00 3,20 2,67 1,75 3,50 
Likelihood 2,31 3,06 3,29 2,89 3,14 3,00 4,00 2,72 
Dynamism 3,79 3,51 3,64 2,64 3,36 3,62 3,48 3,12 
Ability Demand 3,14 2,88 3,43 3,54 3,20 2,80 2,74 3,51 
Emotional Affect 3,06 3,04 3,55 2,71 2,46 2,81 2,33 3,79 
Active Involvement 3,14 2,20 4,00 3,00 2,57 2,43 3,67 4,50 
Competition Cooperation 1,00 2,14 3,44 3,13 3,75 2,38 3,00 3,00 
Identification 3,44 3,00 2,50 1,80 3,08 3,43 4,75 3,33 
Plot 3,31 2,62 3,27 3,67 2,67 1,82 3,00 3,43 
Re-playability 2,33 3,13 3,38 3,71 3,33 2,88 3,67 4,08 
Playability Span 3,60 3,24 3,33 3,45 3,86 2,93 4,00 3,45 
Controllability 2,50 3,00 2,88 3,33 3,43 2,33 3,67 3,33 
Complexity 2,45 3,20 2,94 3,17 3,25 2,55 3,60 4,15 
Style 2,75 3,59 2,77 3,04 3,16 2,45 2,88 3,45 
Tecnological  Quality 
Physical Effort 

2,62 
3,17 

3,44 
3,43 

3,82 
3,10 

3,29 
3,83 

3,62 
3,12 

2,33 
2,80 

4,55 
3,22 

3,30 
 3,14 

Engagement 3,67 3,48 3,53 3,81 3,08 3,16 3,43 3,71 
Enjoyability 3,67 3,91 3,21 3,50 3,43 4,14 3,44 3,60 

5.3   Results at a Glance 

While, the RG table provides the detail of the quantitative analysis, an alternative 
presentation method may be used, especially in order to provide a more immediate 
visualization of the results. This method exploits a radar graph. The graph is consists 
of a two-dimensional chart with several equi-angular axes - called radii - one for each 
dimension. An element (VG genre) is represented by its values shown on each radium 
of the graph. For each element, a line is drawn connecting the values, obtaining a star-
like graph. If the number of elements is large, the graph tends to become cluttered, 
especially if printed in black and white. Figure 1 reports the radar graph for just 4 
elements of our analysis (FPS, RPG Adventures and VW). However, the color graph 
representing all the 8 investigated elements is interesting in order to have a complete 
outlook of the domain, and is available online1. 

As anticipated, the graphical representation is particularly useful to grasp an im-
mediate idea of the analysis, suggesting immediate answers on issues that are relevant 
to game designers and evaluators, such as: what dimensions are prevalent for a given 
genre? What genres rely on a particular user construct? Which genres are simi-
lar/different among each other, and why? Are there some outliers? We will discuss 
these questions in the next subsection. 

5.4   Interpretation of the RG Results 

Observing the radar plot it is possible to get information about the single elements or 
identify clusters of game genres with similar features. For instance, looking at the star 
plot of the Virtual World genre we can see that is characterized by a star plot with 
                                                           
1 www.elios.dibe.unige.it\radar.jpg  
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peaks in single dimensions. It is the most technological demanding genre, is rated 
below the average concerning the physical effort and scores high in playability span, 
identification and likelihood. Other genres, instead, have a more balanced star graph. 
We expect that genres with a balanced graph tend to provide the player with a more 
“complete” experience. In effect, FPSs, that are the most common and popular games 
at present – in the sense that they are played by almost every videogamer, even if they 
are not necessarily the most appreciated type - have a graph without particular peaks. 
On the other hand, genres with a sparked star plot (e.g. VWs, RPGs) are likely to be 
particularly appealing to more specialized types of player. 
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Fig. 1. The radar plot of games genres against genres 

In an adventure VG, the player apparently likes plunging her/himself in the adven-
ture defined by the author. In fact, the plot dimension has a significant value. Corre-
spondingly, the adventure genre has the lowest score in the “open-end” dimension. 
We can argue that, for an adventure, an intricate and meaningful story is the most 
important feature and it is difficult for a game to combine such a type of plot with an 
open-end. Likelihood, on the other hand, is not a decisive factor for an adventure - in 
fact we have a number of successful adventures that involve fantasy settings. While 
likelihood is important for VWs, probably because the users like having clear, famil-
iar references in a VW where a pre-defined, authored plot is not present and players 
have to build meaning and get enjoyment from their interaction among each other and 
with the environment. We argue that results may suggest that the lack of plot has to be 
compensated also by high technological quality (multimedia and GUI) as well.  

Observing the single dimensions, we can observe, that the most important one – 
according to the dimension analysis in tab. 1 – namely “ability demand”, is character-
ized by a very little variance among the elements. This means that all types of VGs 
have to be strong in such dimension in order to appeal to the audience. This is true 
also for all the other important dimensions, such as dynamism, style, engagement. 
This spurs us to argue a generalization. That is that all the VGs, independent of their 
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genre, have to provide some main ingredients to be successful. VG design has few 
niches, suggested by peaks in the graph.  

Player perception of RPGs stresses the importance of complexity and active in-
volvement. In fact, state of the art RPGs are characterized by a huge number of rules, 
cards and objects. The player has a lot of things to understand, learn and remember. 

For VWs, the identification dimension is quite significant. This is reasonable since 
VW players have to differentiate among each other to be distinct in the VW. This is also 
already supported by some state of the art features, such as the customization of the 
avatar through the choice of glasses, hat, cloths, character aspects, etc. We have already 
seen some important distinctive factors for VWs (likelihood, technological quality, long 
span playability, identification). Generalizing, we can see that VWs (and RPGs, to a 
lesser extent) tend to require some more specialized features for game design. 

Combining information from the dimension analysis (table 1) and  the radar graph 
is interesting to think of new “hybrid” game genres. In particular, we try to combine 
game genres that have peaks in the most important dimensions – given for granted 
that, as we have seen, the most popular dimensions (e.g. “ability demand”) are genre-
independent and thus have to be targeted in any type of game design. Dynamism (the 
second highest weight in table 1) is important in particular for adventures, while style 
(the third weight) for racers and RPG. Combining adventures and RPGs could be of 
interest even if it is very challenging from an authorial point of view, since the game 
should combine a strong, compelling and meaningful plot (typical of adventures) with 
the possibility for every player of freely and actively interpreting her/his own role.  

6   Conclusions  

The scientific and industrial community related to the VG research and business is 
ever more concerned about the need for proper evaluation and assessment of games 
[4]. Devising suited methodologies is difficult, because the gaming experience is quite 
subjective and involves a number of different and possibly also conflicting aspects. 
This is apparent, for instance, as different game genres are now popular, that target 
different types of audience. 

In this paper we have proposed an assessment methodology based on the PCT psy-
chological theory and evaluated its validity in a test aimed at defining the features of a 
space that defines how state of the art commercial games are perceived by players. Re-
sults highlight that VGs are perceived as engaging challenges where personal abilities 
are continuously put to the test. This stresses the reactive nature of VGs and the fact that 
players like being stimulated and developing and testing their reaction capabilities. The 
space defined from the our tests’ dimension tends to include the heuristics of the two 
major typologies of game review/evaluation methodologies: the approach typically used 
by professionals and players, who are quite focused on the game interface and mechan-
ics, and the academic work that stresses the importance of an immersive experience and 
of concentration-keeping challenges. PCT results add two important features. First, it 
provides a quantitative evaluation, by giving a weight to the relevance of each dimen-
sion. Second, it is based on the experience of real users rather than on psychological 
theories or on the practice and knowledge of experts. 
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We have then analyzed how current game typologies/genres are positioned with re-
spect to such dimensions. This led to a number of interesting characterizations. Gen-
eralizing, we observed that some typologies cover a number of dimensions (e.g. FPS), 
while other typologies have peaks in single dimensions (e.g. Virtual Worlds along 
technological quality, identification and likelihood). We argue that the former games 
tend to provide the player with a “complete” experience, thus should be more interest-
ing in a medium-long term and for a larger audience. The latter typologies, on the 
other hand, should be particularly appealing to specialized and keen players. Under-
standing game typology characterization should have a significant relevance for the 
design of new games. In particular, we expect that successful games should have a 
similar characterization as their typology. This means that they should address in 
particular those player experience dimensions that are perceived as relevant for that 
specific typology. However, this is a speculation that has to be investigated with fur-
ther testing. Finally, we have also tried to see if new, “hybrid” game typologies could 
be devised based on the combination of important constructs.  
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Abstract. Plot composition is examined here at a logic design level, an inter-
mediate stage that comes next to the conceptual level wherein the intended nar-
rative genre is specified. An abstract data structure is proposed to represent 
plots, together with an algebra for manipulating the data structure. Our purpose 
is to adapt for narratives the strategy applied to databases by Codd's relational 
model. The basic operators of our Plot-Manipulation Algebra (PMA) are intro-
duced in view of the four fundamental relations between events that we identi-
fied in a previous work. A logic programming prototype was implemented in 
order to run examples using the algebra.  

Keywords: storytelling, narratology, plots, logic design, algebraic formalisms. 

1   Introduction 

Narratology studies distinguish three levels in literary composition: fabula, story and 
text [4]. Here, we stay at the fabula level, where the acting characters are introduced, 
as well as the narrative plot, consisting of a partially-ordered set of events.  

At least four concerns are involved in plot composition:  

 the plot must be formed by a coherent sequence of events; 
 for each position in the sequence, several alternative choices may apply;  
 non-trivial interesting sequences must permit unexpected shifts along the way; 
 one may need to go down to details to better visualize the events.  

These concerns led us to identify, drawing on linguistic and semiotic work [22, 7, 9], 
four relations between events, namely syntagmatic, paradigmatic, antithetic, and 
meronymic relations [11]. It turns out that such relations hold as a consequence of the 
conventions regulating the chosen narrative genre. Therefore, a necessary preliminary 
step to plot composition is to provide a conceptual specification of the genre.  

In our conceptual modelling approach, we focus on events that correspond to the 
execution of predefined operations, deliberately performed by the characters. Each 
operation is defined in terms of its pre-conditions and post-conditions, and their inter-
play is what induces the partial order requirements for the plots, and constitutes the 
basis for characterizing the presence of the four kinds of relations between events.  
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However, a conceptual specification is still too far removed from a concrete com-
puterized system to support plot composition. An analogous problem was successfully 
faced by database researchers, and, as we shall indicate, their three-stage solution can 
be conveniently adapted for our purposes. The key idea is to provide a logic design 
stage, mediating between conceptual design and physical implementation. This was 
very effectively achieved by the Relational Model proposal, which introduced a  
relational algebra [12] to model table manipulation at the logic level. 

Codd's relational model is widely recognized today as providing effective guidance 
for database design at the logical level. The abstract data type on which it is based is 
the n-ary relation, also known as (relational) table, defined as a subset of the Carte-
sian product of n data domains: R ⊆ D1 × D2 × ... × Dn. To handle database struc-
tures, Codd proposed [12] a relational algebra sublanguage, whose operator set can 
be reduced, as can be easily demonstrated [25], to five primitives: product, projection, 
union, selection and difference. All operators have tables as operands and yield tables 
as their result. Product, union and difference are called binary operations (since they 
involve two operands), whereas projection and selection are unary operations (one 
operand). Codd's operators (with two additions to accommodate the meronymic di-
mension) will serve our purposes if we substitute our plot abstract data type for tuples 
and, consequently, sets of plots (to be called libraries) for the relational tables. 

Accordingly, we propose here a logic design stage for plot composition, involving 
an abstract structure for plots and a Plot-Manipulation Algebra (PMA) to handle the 
structure, taking into due account the relations between narrative events implied by 
the conceptual level specification of the genre. To illustrate the discussion, as well as 
the design and use of a logic programming prototype tool, we employ an example 
involving a small number of events, which, in different combinations, have been 
treated repeatedly in literary works. 

A very simple PMA prototype was implemented to experiment with the notions 
discussed here. It serves to compose plots by applying the repertoire of algebraic 
operations, optionally resorting to pre-defined plots and plot libraries to supply useful 
clues. The entire system was written in SWI-Prolog. The examples illustrated 
throughout the paper were all executed in the PMA prototype. 

The paper is organized as follows. Section 2 covers the background for our work. 
Section 3 presents the basic algebraic operators, illustrated by examples, a few  
extensions being added in section 4. Section 5 contains concluding remarks. 

2   Basic Notions 

2.1   Relations between Events 

To illustrate the event relations, we shall employ a simple example to be referenced 
along the paper. Consider four types of events, all having one woman and two men as 
protagonists: abduction, elopement, rescue, and capture. As demonstrated in folktale 
studies [20], many plots mainly consist of an act of villainy, i.e. of a violent action 
that breaks the initially stable and peaceful state of affairs, followed ultimately by an  
action of retaliation, which may or may not lead to a happy outcome. 
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Syntagmatic Relations. To declare that it is legitimate to continue a plot containing 
abduction by placing rescue next to it, we say that these two events are connected by a 
syntagmatic relation. More precisely, the occurrence of the first leaves the world in a 
state wherein the occurrence of the second is coherent. Similarly, a plot involving 
elopement followed by capture looks natural, and hence these two events are likewise 
related. The syntagmatic relation between events induces a weak form of causality or 
enablement, which justifies their sequential ordering inside the plot. 

Paradigmatic Relations. The events of abduction and elopement can be seen as al-
ternative ways to accomplish a similar kind of villainy, and therefore there is a para-
digmatic relation between them. Both achieve approximately the same effect: one 
man takes away a woman from where she is and starts to live in her company at some 
other place. There are differences, of course, since the woman's behaviour is normally 
said to be coerced in the case of abduction, but quite voluntary in the case of elope-
ment. The same type of relation is perceived to hold between the events of rescue and 
capture, which are alternative forms of retaliation. 

As the present example suggests, the so-called syntagmatic and the paradigmatic 
axes [22] are really not orthogonal in that the two relations cannot be considered in-
dependently when composing a plot. Thus, in principle, the two pairs abduction-
rescue and elopement-capture are the only normal ones, as illustrated in several  
literary works (for specific examples, cf. [18]). Yet the next type of relation shows 
that such limitations can, and even should, be waived occasionally. 

Antithetic Relations. While normal plots can be composed exclusively on the basis 
of the two preceding relations, the possibility to introduce unexpected turns is often 
desirable in order to make the plots more attractive (cf. the notions of recognition and 
reversal in [2]) – and this requires the construct that we chose to call antithetic rela-
tion. A context where a woman suffers abduction by a ravisher whom she does not 
love would seem incompatible with a capture event. So, in this sense, abduction and 
capture are in antithetic relation. However, if the woman has a change of heart and 
falls in love with the villain (perhaps as a case of Stockholm syndrome), she will  
refuse to be rescued, and will only return to her previous lover if captured.  

Generally speaking, if some binary opposition (e.g. “to love or not to love” di-
lemma) is allowed to be manipulated via some agency external to the predefined 
events, then one can have plots that no longer look conventional. A sort of discontinu-
ity is produced by such radical shifts in the context. Intervening between abduction 
and capture, or between elopement and rescue, a sudden change of feelings can give 
rise to these surprising sequences. Also, a change of beliefs may cause a reversal in 
the course of actions, usually in a totally opposite direction.  

Figure 1 shows the relations thus far discussed. 

 

Fig. 1. Syntagmatic, paradigmatic, and antithetic relations 
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Meronymic Relations. Meronymy is a word of Greek origin, used in linguistics to 
refer to the decomposition of a whole into its constituent parts. Forming an adjective 
from this noun, we call meronymic relations those that hold between an event and a 
lower-level set of events, with whose help it is possible to provide a more detailed 
account of the action on hand. 

Thus, we could describe the abduction of a woman called Sita by a man called Ra-
vana (characters taken from the Ramayana [26]) as: “Ravana rides from Lanka to 
forest. Ravana seizes Sita. Ravana carries Sita to Lanka.” And her rescue by Rama 
could take the form: “Rama rides from palace to Lanka. Rama defeats Ravana. Rama 
entreats Sita. Rama carries Sita to palace.” (Figure 2). 

Fig. 2. Meronymic relations: (a) the forceful actions and (b) the gentle actions 

Detailing is most useful to pass from a somewhat abstract view of the plot to one, 
at a more concrete physical level [23], that is amenable (possibly after further decom-
position stages) to the production of a computer graphics animation [10]. Mixed plots, 
combining events of different levels, also make sense, satisfying the option to  
represent some events more compactly while showing others in detail. 

2.2   Conceptual Specification of Genres 

In order to model a chosen genre, to which the plots to be composed should belong, 
one must specify at least: (a) what can exist at some state of the underlying mini-
world; (b) how states can be changed; and (c) the factors driving the characters to act. 

Accordingly, we start with a conceptual design method involving three schemas – 
static, dynamic and behavioural – which has been developed for modelling literary 
genres encompassing narratives with a high degree of regularity, such as fairy tales, 
and application domains of business information systems, such as banking, which are 
constrained by a basically inflexible set of operations and, generally, by following 
strict and explicitly formulated rules [17]. Indeed, in our model, we equate the notion 
of event with the state change resulting from the execution of a predefined operation. 

The static schema specifies, in terms of the Entity-Relationship model [5], the en-
tity and relationship classes and their attributes (cf. the notion of story databases in 
[19]). In our simple example, character and place are entities. The attributes of charac-
ters are name, which serves as identifier, and gender. Places have only one identifying 
attribute, pname. Characters are pair-wise related by relationships loves, held_by and 
consents_with. The last two can only hold between a female and a male character; 
thus held_by(Sita,Ravana) is a fact meaning that Sita is forcefully constrained by 
Ravana, whereas consents_with(Sita,Ravana) would indicate that Sita has volun-
tarily accepted Ravana's proposals. Two relationships associate characters with 
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places: home and current_place. A state of the world consists of all facts about the 
existing entity instances and their properties holding at some instant. 

The dynamic schema defines a fixed repertoire of operations for consistently per-
forming state changes. The STRIPS [16] model is used. Each operation is defined in 
terms of pre-conditions, which consist of conjunctions of positive and negative liter-
als, and any number of post-conditions, consisting of facts to be asserted or retracted 
as the effect of executing the operation. Instances of facts such as home and gender, 
are fixed, not being affected by any operation. Of special interest are the user-
controlled facts which, though immune to operations, could be, as suggested in [11], 
manipulated through arbitrary directives. In our example, loves is user controlled. 

For the present example, we have provided operations at only two levels. The four 
main events are performed by level-1 operations: abduct, elope, rescue and cap-
ture. Operations at level-2 are actions of smaller granularity, in terms of which the 
level-1 operations can be detailed: ride, entreat, seize, defeat, and carry. 

Our provisional version of the behavioural schema consists of goal-inference 
(a.k.a. situation-objective) rules, belief rules, and emotional condition rules. For the 
example, three goal-inference rules are supplied. The first one refers to the ravisher: 
when the princess is not at her home and the hero is not in her company – and hence 
she is unprotected – the ravisher will want to do whatever is adequate to bring her to 
his home. The other goal-inference rules refer to the hero when the ravisher has the 
woman in his home: either the hero believes that she does not love the other man, or 
he believes that she does. In both situations, he will want to bring her back, freely in 
the first case (rescued) and constrained in the second (captured). 

Informally, beliefs correspond to the partial view, not necessarily correct, that a 
character currently forms about the factual context (for a formal characterization, cf. 
the BDI model [13, 21]). The belief rules that we formulated for our example look 
rational, but notice that they are treated as defaults, which could be overruled by a 
directive. A man (the hero or the ravisher) believes that the woman does not love his 
rival if the latter has her confined, but if she has ever been observed in his company 
and in no occasion (state) was physically constrained, the conclusion will be that she 
is consenting (an attitude seemingly too subjective to be ascertained directly in a real 
context). The emotional condition rules refer to the three characters. A man (or 
woman) is happy if currently in the beloved's company, and bored otherwise. 

2.3   The Plot Abstract Data Type 

A plot P is a pair [S,D], where: S, the event-set, is a set of tagged events, and D, the 
dependency-set, is a set of order dependencies, expressed as tag-pairs. Tags are terms 
of the form fi, where i is a positive integer. By convention, the tags in an event-set S 
are numbered consecutively, starting with f1, and the tagged events in S are required 
to be placed in some sequence compatible with the partial order requirements ex-
pressed in D. The order dependencies are determined exclusively on the basis of the 
satisfaction of post-conditions by pre-conditions, and any dependencies deducible  
by transitivity are omitted. Such conventions lead in general to simpler and more 
efficient algorithms to handle the data structure. As an example, consider: 

P = [[f1:  ride(Ravana, Lanka, forest), f2: entreat(Ravana, Sita),  
      f3: seize(Ravana, Sita))], [f1-f2,f1-f3]] 
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We say that plots Pi and Pj are similar if, even with events with different parameter 
values and placed in a different sequence in the event-set, they have the same: 

 number and type of events 
 order dependencies 
 co-designation/ non-co-designation schemes 

Co-designation (or, respectively, non-co-designation) allows (forbids) the occurrence 
of the same value at different parameter positions. Note, for instance, that in the ex-
ample above Sita occurs in the second position of entreat and of seize; a plot with 
Guinevere in both places would meet the same co-designation requirement. To check 
if the order dependencies are the same, one looks for a renaming of the tags of one of 
the plots that renders the sets of order dependencies in both plots identical. Similar 
plots are equal if the values at the corresponding parameter positions are identical. 

As any abstract data type, plots are equipped with operators to handle plots along 
the dimensions induced by the event relations: 1. syntagmatic: product and projection; 
2. paradigmatic: union and selection; 3. antithetic: difference; 4. meronymic: factoring 
and combination. Unary operators have higher precedence, and binary operators obey 
the set-theory norm. Operands are plots or libraries represented explicitly or, if prede-
fined, by their names. As a shorthand, single-event plots admit event syntax, e.g. 
[[f1:ride(Ravana,Lanka,forest)],[]] denoted by ride(Ravana,Lanka,forest). 

3   Basic Algebraic Operators 

Product. Given two plots P1 = [S1,D1] and P2 = [S2,D2], their product P := P1 * P2 
is a plot P = [S,D], where S contains the S1 and S2 events, and D has the dependency-
pairs duly recomputed between the S events, regardless of their origin from S1 or S2. 
If one or both operands are (non-empty) libraries rather than plots, the result is a li-
brary containing the product of each plot taken from the first operand with each plot 
from the second, according to the standard Cartesian product definition. If one of the 
operands is the empty plot, denoted by [], the result of the product operation is the 
other operand, and thus [] behaves as the neutral element for product. The case of an 
empty library, rather than an empty plot, demanded an implementation decision; by 
analogy with the zero element in the algebra of numbers, it would be justifiable to 
determine that a failure should result whenever an empty library occurred as one or 
both operands. However we decided to return the other operand as result, i.e. to re-
gard this case as a frustrated attempt to extend plots instead of an error. This option is 
consistent with our decision to denote both the empty plot and the empty list by []. 

Example 1. The product P1*P2 in plot format and template-driven natural language.  

:- P1:= carry('Ravana','Sita','Lanka') * ride('Rama', palace,'Lanka') * 
    defeat('Rama', 'Ravana'), 
   P2:= ride('Ravana', 'Lanka', forest) * seize('Rama','Sita') *  
    carry('Rama','Sita',palace), 
   P := P1 * P2. 
P = [[f1:ride(Ravana, Lanka, forest), f2:carry(Ravana, Sita, Lanka),  
      f3:ride(Rama, palace, Lanka), f4:defeat(Rama, Ravana),  
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      f5:seize(Rama, Sita), f6:carry(Rama, Sita, palace)],  
      [f1-f2, f2-f3, f3-f4, f4-f5, f5-f6]] 

Ravana rides from Lanka to forest. Ravana carries Sita to Lanka. Rama rides from palace to 
Lanka. Rama defeats Ravana. Rama seizes Sita. Rama carries Sita to palace. 

Projection. Given a plot P' = [S',D'], its projection P := proj [T] @ P' is a plot P = 
[S,D], where S only contains the events of S' specified in the projection-template T, 
ordered according to the position of the terms in T, and D only contains dependency 
pairs involving events placed in S. The projection-template T is a sequence of terms 
F:O, where F is a tag and O an event. F and O can be variables; if O is not a variable, 
some or all of its parameters can be variables. The S events receive new consecutive 
tags, starting from f1. The main use of projection is to extract passages.  

If the operand is a library, the result is a library containing the projection of the 
plots of the operand library. Note however that, since libraries are sets, they cannot 
contain duplicates, which may arise as the consequence of a projection that suppresses 
events distinguishing two or more plots – and such duplicates are accordingly elimi-
nated from the result. If the projection fails for some reason, e.g. because the projec-
tion-template T referred to a tag or event that did not figure in S', the result will be the 
empty plot (or empty list) [] rather than an error. 

Example 2. Projection can be simply used to re-order the events in a plot, in which 
case care must be taken to ensure that the new sequence be also viable. Given a prede-
fined fake abduction plot, a new plot P can be obtained, preserving the original events 
but inverting the position of the third and fourth events. Instead of the predefined fake 
abduction plot, we now have a situation in which the villain initially acts as a seducer 
but, after bringing the princess to his home, decides to confine her.  

fake_abduct(V,W,F) :- F := [[f1:ride(V,P1,P2),f2:entreat(V,W), 
   f3:seize(V,W),f4:carry(V,W,P1)],[f1-f2,f1-f3,f2-f4]]. 
:- P := proj [f1:_,f2:_,f4:_,f3:_] @ 
fake_abduct('Ravana','Sita'). 
P = [[f1:ride(Ravana, Lanka, forest), f2:entreat(Ravana, Sita),  
      f3:carry(Ravana, Sita, Lanka), f4:seize(Ravana, Sita)],  
     [f1-f2, f2-f3, f3-f4]] 

Ravana rides from Lanka to forest. Ravana entreats Sita. Ravana carries Sita to Lanka. Ra-
vana seizes Sita. 

Union. Given two operands U1 and U2, each of them either a plot or a library, their 
union U := U1 + U2 will always be a library containing all plots in U1 and U2, no two 
equal plots being retained. One or both operands can be the empty library, ambigu-
ously denoted as said before by [], naturally functioning as the neutral element  
for union. If one of the operands is a plot and the other is [], their union is a library 
consisting of this single plot. 

Selection. Given a plot P' = [S',D'], its selection P := sel [T]/E @ P' is the plot P' itself 
if the matching of the selection-template T against P' succeeds, as well as the subse-
quent evaluation of the logical expression E (whose presence is optional, except if T 
is empty), also involving information taken from P'. If the test fails, the result to be 
assigned to P is the empty library []. Usually the operand of selection will be a library, 
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resulting in a library containing all plots that satisfy the test, or the empty library [] if 
none does. In order to select one plot at a time from a library L, even if L just contains 
a single plot, the form P := sel [T]/E @ one(L) should be employed. 

Example 3. Consider a plot P that starts with abduction, and ought to continue with 
an adequate form of retaliation. Choosing this second event can be done by perform-
ing a (conditional) union of the two possible alternatives, making the effective pres-
ence of each of them depend on the recurring dilemma: the hero can only rescue the 
woman if she loves him, otherwise he must capture her. Notice that this scheme 
works as an exclusive-or or as an if-then-else. Assume that Sita currently loves Rama. 

:- P := abduct(V,W) *  
    ((sel []/loves(W,H) @ rescue(H,W)) +  
     (sel []/(not loves(W,H)) @ capture(H,W))). 
P = [[[f1:abduct(Ravana, Sita), f2:rescue(Rama, Sita)], [f1-f2]]] 

Ravana abducts Sita. Rama rescues Sita. 

Difference. Given two operands U1 and U2, each of them either a plot or a library, 
their difference U := U1 – U2 will always be a library containing all plots in U1 that 
are not equal to any plot in U2. As happens with standard set difference, the result of 
the operation is not affected by plots in U2 that have no equals in U1. On the other 
hand if all plots in U1 have their equals in U2, the empty list [] is assigned to U. 

Example 4. The evaluation of plot P below illustrates the interplay of the syntag-
matic, paradigmatic and antithetic event relations. The union operation yields a pair of 
libraries, consisting of the alternatives, respectively, for villainy and for retaliation. 
All villainy-retaliation sequences are then formed by the product of the two libraries. 
Finally, by difference, the transgressive sequence elope-rescue is excluded. 

:- P := (abduct(V,W) + elope(V,W)) * (rescue(H,W) + capture(H,W)) -  
        elope(V,W) * rescue(H,W). 
P = [[[f1:abduct(Ravana, Sita), f2:rescue(Rama, Sita)], [f1-f2]],  
     [[f1:abduct(Ravana, Sita), f2:capture(Rama, Sita)], [f1-f2]],  
     [[f1:elope(Ravana, Sita), f2:capture(Rama, Sita)], [f1-f2]]] 

Ravana abducts Sita. Rama rescues Sita.  
Ravana abducts Sita. Rama captures Sita.  
Ravana elopes with Sita. Rama captures Sita. 

Factoring. Given a plot P' = [S',D'], its factoring P := fac P' is a plot P = [S,D], where 
each level-1 event ei' present in S' is replaced by a sequence ei1, ei2,..., ein of level-2 
events. Each resulting sequence is obtained from a predefined map declaration 
map(Ei',[Ei1,Ei2,...,Ein]), such that Ei' matches ei'. In map declarations, all terms in 
both arguments are events, and may contain variables at the parameter positions. The 
first argument must be a level-1 event and the second a sequence of level-2 events. 

When specifying a map declaration for an event Ei', care should be taken that the 
indicated sequence of level-2 operations should work as a plan successfully applicable 
at world situations satisfying the pre-conditions of Ei', and producing at the end the 
effects expressed by the post-conditions of Ei'. And if the sequence may have other 
(secondary) effects, these must not contradict those expected from executing Ei'. 
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As a map declaration for Ei' is found to match an event ei' in the course of factor-
ing, all variables in Ei' will be instantiated with the values contained in the respective 
parameter positions of ei', with the consequence that several parameters of the level-2 
events will also be instantiated by consistent variable substitution. In most cases, 
however, several level-2 events will not become fully ground terms. In order to fur-
ther instantiate the level-2 event parameters, we decided to apply a heuristic process 
based on the pre-condition declarations of these events. As said before, some database 
facts of the mini-world may be invariant, in the specific sense that none of the events 
provided may change them, an example being the gender of the acting characters. So, 
if e.g. there is only one female character, and the pre-condition of an event requires a 
female at a certain parameter position, it seems natural to assign that character's name 
to the corresponding variable. If the operand is a library, the result is a library with the 
factoring of all the operand's plots. 

Combination. Given a plot P' = [S',D'], its combination P := comb P' is a plot P = 
[S,D], where each sequence ei1', ei2',...,ein' of level-2 events present in S' is replaced 
by a level-1 event obtained by the inverse application of the pre-defined map declara-
tion whose second argument happens to match the sequence. If the operand is a li-
brary, the result is a library containing all plots in the operand library with the even-
tual modifications performed by applying the combination operation. 

Example 5. Using selection over the detailed description of the two level-1 villainy 
events, obtained through the factoring operation, we may determine which one in-
volves the violent seize level-2 event. The desired level-1 event is reconstituted from 
the selected level-2 description by applying the combination operator at the end. 

:- P := comb sel [_:seize(_,_)] @ (fac (abduct(V,W) + elope(V,W))). 
P = [[[f1:abduct(Ravana, Sita)], []]] 

Ravana abducts Sita. 

4   Extensions 

Two features extend the product operator, to achieve repeated plot sequences. 
Given a plot P' = [S',D'], the nth power of P', expressed by P := P' ** N, for a non-

negative integer N, is evaluated according to the recursive formula: 

 if N = 0, P = [] 
 else P = P' * (P' ** (N - 1)) 

Given a plot P' = [S',D'], the iteration of P', expressed by P := E@P', where E is a 
logical expression sharing any number of variables with P', is evaluated as follows: 

 first, the iterator-template T is obtained, as the set of all possible instantiations 
of E at the initial state, and then: 

 if T is {}, P = [] 
 else, if T = {t1, t2, ..., tn}, P = P't1 * P'{t2, ..., tn} 

where P'ti denotes P' with its variables instantiated consistently with those in ti, and 

the subscrit in P'{ti+1, ..., tn} refers to the remaining instantiations of T to be used at the 

next stages. As with product, both features apply to single plots and plot libraries. 



 A Plot-Manipulation Algebra to Support Digital Storytelling 141 

Example 6. Sequences of actions with the same objective are often repeatedly played 
by different characters, especially in folktales [20]. Here, iteration is applied to make 
the two men successively attempt to persuade Sita, taking her feelings with respect to 
them into consideration when deciding how to act. To a man loved by Sita it is 
enough to entreat her once, whereas an unloved man might try that twice, finally 
resorting to seizing the reluctant princess.  

:- P := iter (gender(M,male),home(M,H),gender(W,female)) @ 
     ( (sel []/(loves(W,M))@  
        (ride(M,H,forest) * entreat(M,W))) + 
       (sel []/(not loves(W,M)) @  
        (ride(M,H,forest) * (entreat(M,W)**2 * seize(M,W)))) ). 

Suppose Sita loves the hero, Rama, but not the villain, Ravana. Then the logical ex-
pression controlling the iteration operator will evaluate to the iterator-template T as 
shown below. Note that T is represented as a list with two items indicating, as re-
quired, different instantiations for the variables. 

T = [ (M=Rama, H=palace, W=Sita),  
      (M=Ravana, H=Lanka, W=Sita) ] 
P = [[f1:ride(Rama, palace, forest), f2:entreat(Rama, Sita),  
      f3:ride(Ravana, Lanka, forest), f4:entreat(Ravana, Sita),  
      f5:entreat(Ravana, Sita), f6:seize(Ravana,Sita)],  
     [f1-f2, f3-f4, f3-f5, f4-f6, f5-f6]] 

Rama rides from palace to forest. Rama entreats Sita. Ravana rides from Lanka to forest. 
Ravana entreats Sita. Ravana entreats Sita. Ravana seizes Sita. 

The fact that the current version of PMA is embedded in logic programming facili-
tated the introduction of plot patterns, allowing selection from libraries whose plots 
have events pertaining to the genre on hand, but are defined over different parameter 
values (e.g. names of persons, places, etc.). This is a first step towards the reuse of 
repositories of typical narratives collected from diverse sources (for folktale narra-
tives, see for instance [1]), so as to exploit imitation as a composition resource. 

Given a plot P = [S,D], the pattern P of P, expressed by P := patt P, is obtained 
from P by substituting variables for the parameters and tags in both S and D. As al-
ways, patterning applies to both single plots and to entire libraries. To take advantage 
of this feature, we provided an additional version of the selection operator, in which a 
plot can be used as selection-template. Let P' = [S',D'] be a plot at an early phase of 
composition, still with very few events, and let L be a library with the characteristics 
above. If one wishes to extend P' to a set of fuller alternative plots containing all 
events in S' and preserving the order requirements imposed by D', it is possible to 
adapt the typical narratives in L by way of a pattern-matching technique. This is ac-
complished by evaluating the expression P := sel P'@ (patt L), wherein plot P' guides 
a selection against the result of converting all plots in L into patterns. 

Example 7. Library lib_2, displayed below, is used to extend an initial plot Pi. 

lib_2([ [[f1:ride('Meleagant','Gore',forest), 
          f2:seize('Meleagant','Guinevere'), 
          f3:carry('Meleagant','Guinevere','Gore'), 
          f4:ride('Lancelot','Camelot','Gore'), 
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          f5:defeat('Lancelot','Meleagant'), 
          f6:entreat('Lancelot','Guinevere'), 
          f7:carry('Lancelot','Guinevere','Camelot')], 
          [f1-f2,f2-f3,f3-f4,f4-f5,f5-f6,f6-f7]], 
        [[f1:ride('Tristan',forest,garden), 
          f2:entreat('Tristan','Isolde'), 
          f3:carry('Tristan','Isolde',forest), 
          f4:ride('Mark','Cornwall',forest), 
          f5:defeat('Mark','Tristan'), 
          f6:seize('Mark','Isolde'), 
          f7:carry('Mark','Isolde','Cornwall')], 
        [f1-f2,f2-f3,f3-f4,f4-f5,f5-f6,f6-f7]] ]). 

If Pi is formulated as shown next, the Meleagant plot will serve as model to obtain the 
extended plot Pe. Notice the later application of combination to Pe for recognizing the 
kind of narrative obtained, which turns out to be of the abduct-rescue variety. 

:- Pi = [f1:carry('Ravana','Sita','Lanka'),f2:entreat('Rama','Sita'), 
          f3:carry('Rama','Sita',palace)], 
         [f1-f2,f2-f3]], 

Ravana carries Sita to Lanka. Rama entreats Sita. Rama carries Sita to palace. 

:- Pe := sel Pi @ (patt lib_2), 
:- Pc := comb Pe. 
Pe = [[[f1:ride(Ravana, Lanka, forest), f2:seize(Ravana, Sita),  
        f3:carry(Ravana, Sita, Lanka), f4:ride(Rama, palace, Lanka),  
        f5:defeat(Rama, Ravana), f6:entreat(Rama, Sita),  
        f7:carry(Rama, Sita, palace)],  
       [f1-f2, f2-f3, f3-f4, f4-f5, f5-f6, f6-f7]]] 

Ravana rides from Lanka to forest. Ravana seizes Sita. Ravana carries  Sita to Lanka. Rama rides 
from palace to Lanka. Rama defeats Ravana. Rama entreats Sita. Rama carries Sita to palace.  
Pc = [[[f1:abduct(Ravana, Sita), f2:rescue(Rama, Sita)], [f1-f2]]] 

Ravana abducts Sita. Rama rescues Sita. 

A different result would be obtained by applying, to the same library, a different ini-
tial plot Pi diverging from the previous formulation with respect to the second event 
(seize, instead of entreat). With this the Tristan plot would be taken as model,  
resulting in a plot of the elope-capture variety. 

5   Concluding Remarks 

The contribution expected from a logic model is to provide reliable guidelines to 
develop systems that may be regarded as "complete" according to some criterion. We 
claim that PMA is complete in the specific sense that it covers plot manipulation 
along the dimensions induced by the syntagmatic, paradigmatic, antithetic and mero-
nymic event relations. These relations encompass some fundamental aspects of plot 
composition, and are respectively associated, as argued in [11], with the four major 
tropes (metonymy, metaphor, irony, and synecdoche) of semiotic research [7, 9]. 

Of primary significance is the syntagmatic axis, along which plots are created by 
the product operator, whereby events or event-sequences are chained together to form 
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progressively longer sequences. Inversely, a passage of interest can be extracted from 
a plot by the projection operator, possibly re-ordering the events while preserving the 
partial order. Notice in particular that the familiar cut-and-paste tactic corresponds to 
projections followed by product. Along the paradigmatic axis, the union operator 
offers different alternatives for certain positions in a sequence. Libraries, as sets of 
optional versions of narratives, are collected and expanded by applying union. Choos-
ing among alternatives is the objective of the selection operator. It allows to check if a 
given plot has (or which plots in a library have) the desired characteristics.  

The antithetic constraints, originating from binary oppositions in the mini-world 
context [9], require the difference operator, whose basic purpose is to exclude un-
wanted plots from a library collection. Curiously, what is negated once may, on sec-
ond thought, suggest exciting directions for continuing the narrative, as posited in 
literary studies on the irony trope [6] and on the notion of deconstruction [14]. Such 
unexpected turns usually require that current facts and beliefs be changed, so that the 
the next events may seem to blend [15] naturally with the sequence so far composed. 
Finally, the concern with the meronymic dimension led to the inclusion of the factor-
ing and combination operators, allowing, respectively, to detail or summarize the 
events. The ability to tune the level of granularity of events is vital, on the other hand, 
to prepare for the transition to the subsequent stages of story and text [4]. 

Theoretic work is needed to systematically investigate the formal properties of the 
algebra. Practical work, drawing from our early experiments with the PlotBoard 
prototype [11] and from differently oriented implementations [3,8,24], will include 
the design of systems based on PMA, taking maximum advantage of the previously 
developed plan-generation facilities, but also allowing effective user interaction along 
a step-wise plot composition and adaptation process through a friendly interface. Any 
such system should have access to an online representation of the conceptual sche-
mas, using this meta-level information to keep checking the semantic correction of 
the plots being generated. Moreover, access to the behavioural schema in particular 
should serve to verify what might be called pragmatic plausibility, i.e. whether the 
events caused by each character reflect their expected way of reacting, especially in 
view of the declared situation-goal rules. 
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Abstract. We propose the massive action control system (MACS) for interac-
tive narrative entertainment. MACS determines the action priorities for charac-
ters based in part on their own internal states, such as the motivation behind the 
action, feeling, and personality. MACS selects a behavior control module, 
called an episode tree, of about 1000 events, which is divided into action types 
based on these internal states and external situations. We demonstrate the effec-
tiveness of the system with the Spilant World interactive animation contents at 
the National Museum of Emerging Science and Innovation in Japan, and 
NAMCO amusement park. 

Keywords: narrative entertainment, massive action, episode tree, lifelike. 

1   Introduction 

In recent years, many entertainment systems have relied on the progress of interaction 
technology to create characters that act autonomously. To show these lifelike charac-
ters, it is important for them to perform various actions, such as daily actions, reflex 
actions that require reacting to input from a user, perceiving actions where the charac-
ter perceives an object and reacts to it, and actions based on personalities or feelings. 
This results in the problem of complex action planning. A character has to carry out 
the actions listed, keep schedules and maintain a personality, and react flexibly to user 
interaction, while still maintaining story flow.  

In this paper, we propose the massive action control system (MACS), which can 
execute various actions in multiple characters (Fig. 1). This system continuously se-
lects an appropriate fragmentary behavior control module, called an episode tree, 
based on the character’s inner states, such as motives, feelings, and personality, and 
the state of the external world, such as other characters and objects surrounding the 
character. Thus, the character can also respond to freely timed user interference. It has 
three main features: 

 Structuring Actions: Conditional branching becomes very complex when the 
control system treats individual actions that are elements of units, such as stand-
ing, sitting, or waving. Thus, we define each action as one structure (episode 
tree), where multiple elements and the start or end conditions are combined  
hierarchically. 
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Fig. 1. MACS system configuration 

 

Fig. 2. Spilant World narrative entertainment system at NAMCO amusement park. Operating 
everyday from September 2008. 

 Prioritizing Actions: A character’s intentions are important in entertainment 
systems. Therefore, our system prioritizes actions based on internal states, such 
as the character’s personality, significant motivations behind the actions, and the 
character’s feelings at that time. 

 Interpolating Actions: If a character’s action sequence changes without notice, 
the action will not seem natural. Therefore, it is necessary to create transitional 
actions to link a sequence of actions smoothly together. Pre-processing before 
each episode tree node assists in transitioning between actions and returning to 
an action performed in the past. Post-processing cleans out previous actions  
at the end of an episode and when current actions are interrupted. MACS  
interpolates the actions by inserting special processes automatically. 
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We created an interactive entertainment system called Spilant World (Fig. 2) to dem-
onstrate the action control system. Multiple characters have motivations behind their 
actions, feelings, and personalities, and live daily in this application.  

2   Related Work 

One of the problems in story-based interactive entertainment is action planning. Char-
acters have schedules such as work, meals, and physiological phenomena, as well as 
unique parameters such as memories and feelings, like humans in the real world. The 
SIMS 2, produced by Electronic Arts (EA), and Kenran Buto Sai, produced by Sony 
Computer Entertainment Inc. (SCEI), are typical examples of such games. Tale-Spin 
[13] generates a story from facts in the virtual world and rules governing the behavior 
of the characters. Improv [17] can produce an actor that initiates reactions in the user 
or other actors by a script in real time. The Oz-Project [11] proposes an interactive 
drama in which speech develops from interaction between the user and a globular 
character that has eyes, nose, and a mouth, and displays feelings. Other approaches 
include controlling characters’ actions using the Cognitive Modeling Language 
(CML), which can intuitively impart knowledge to the character about an action and 
the preconditions influencing it [7], story generation with dynamic planning of affili-
ate of individual action in Dual Dijkstra’s search for planning [14], and controlling 
characters’ actions by describing a story arc that uses Hierarchical Task Networks 
(HTN), i.e., a task tree arranged hierarchically [4]. Façade is proposed as an interac-
tive drama in which the game progresses by natural-language conversation as a more 
reformative work [12].  

Furthermore, investigations of systems where the user can interact with animal charac-
ters have also been advanced. Live World [20] is a system where the user can make an 
object and give life to it, with the altered object behaving like an animal. Dobie T. Coyote 
[1] and Alpha Wolf [19] are applications that use reactions to interaction with the user. 
As for the former, the user can feel the vitality by seeing the dog character that learns in 
the user’s training by the remote control training actually used. The latter is an applica-
tion that reproduces social actions of a wolf; the user can see lifelike animation through 
reproduction of the wolf’s reaction based on the actions of the wolfpack. The user can 
interfere in the wolf’s activities by barking into the microphone. 

3   Massive Action Control System 

3.1   MACS Mechanisms 

To construct lifelike animated characters, it is important to have them perform various 
actions, such as daily tasks, reflexes, acts based on their perceptions, and actions 
based on personalities or feelings. The MACS performs these various actions in com-
plex narrative situations. Each character uses the system (Fig. 1). The inputs to 
MACS are sensory information from the external narrative world, the character’s 
current actions, and its internal status. MACS outputs various actions based on the 
input information and the stored episode group. Episodes in which multiple characters 
interact are shared by the characters. 
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Fig. 3. Event selection mechanism 

This system consists of four mechanisms of event selection, event execution,  
updating event time, and end judgments for episodes/events (Fig. 1). 

 Event Selection Mechanism: This mechanism extracts events satisfying 
AND/OR conditions of a higher rank class from the episode tree under execution 
and selects an event having the highest priority in the episode. As illustrated in 
Fig. 3, the event selection process is as follows. 

1 Extracting candidates for the next event considering a recently finished  
event (a). 

2 Adding candidates to task lists if conditions in an event are satisfied (b). 
3 Sorting tasks in order of the priority (c). 
4 Selecting the event having the highest priority as the next event (c). 

 Event Execution Mechanism: This mechanism performs all actions included in 
the selected event. An event has a local timeline, which begins when the event 
starts. The characters perform the appropriate action corresponding to a moment 
in local time. 

 Event Local Time Update Mechanism: This mechanism updates local time in 
events. 

 End Judgment Mechanism for Episodes and Events: This mechanism judges 
the end of episode trees and events. 

By repeating and processing these mechanisms, each character selects and executes 
events. However, when multiple characters share the same talk like the narrative as an 
exception, these characters share the same event and perform it synchronously. 

3.3   Action Structures and Prioritizing Actions 

As described in Figure 4, an episode tree has AND/OR nodes in its higher rank class. 
The AND node becomes true after all the events of the child nodes are performed and 
finished. The OR node becomes true after at least one of the child nodes is performed 
and finished. The flow of an episode is made easy to see by expressing its abstract 
contents by the nodes in the higher rank class of its tree. The events are arranged in 
the lowermost part of the tree. An event is a structure with a trigger and an action, and 
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Fig. 4. Episode tree and Event contents 

when the conditions used as a trigger are fulfilled, it performs the specified action. A 
rightward story line expresses the story’s direction of movement, which advances by 
changing the events chosen as candidates, judging the AND/OR conditions specified 
as the node of the tree. 

To create lifelike characters, the character’s actions must be prioritized based on its 
personality. MACS assigns priority to actions based on Murray’s 20 social action 
motives [15]. Each episode tree is a set of actions, and so it refers to one of these 
motives. For each character, MACS also ranks the motives to which that character 
should give priority, and compares the ranking of motives when executing an action. 
Even when the episode tree fulfills conditions based on situations in the existing ex-
ternal world. MACS selects an episode tree close to the action motive of a character 
using these priorities, and thus gives individuality to a character. 

In the proposed system, reflex actions and daily actions are treated exceptionally in 
order to make a character lifelike. Reflex actions are performed without thinking, and 
their priority is always the highest. In this system, they are actions that occur when a 
character is touched or grasped. Daily actions show daily life. Even when the charac-
ter perceives nothing, it is not lifelike unless it carries out its regular actions. We then 
prepare an episode tree of daily actions that have the lowest priority in the episode 
tree group, and even when not fulfilling any particular conditions, the character  
follows its routine. 

3.4   Action Interpolation 

This section describes an action interpolation function. The pre-processing and post-
processing tasks corresponding to each event can be arranged as nodes of an episode 
tree. When moving from the current event to the next event, the action is appropriately 
interpolated by inserting the following processing. 

1. Confirm whether the post-processing node has been placed at the node of the 
higher rank class of the event that has been selected now. 
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2. If so, add it to the task list as a top-priority task in post-processing. 
3. Confirm whether the pre-processing node has been placed to a higher rank class 

of the selected event. 
4. If so, add it to the task list as a top-priority task if the post-processing is not 

inserted as the task of executing it as follows if it has been inserted.  
5. Execute tasks in the following order: the post-processing task, the pre-processing 

task added to the task list, and the event that is selected and executed next. 

The following two cases can occur during the interpolation processing. 

A) The event selected next changes when the post-processing task is executed. 
B) The event selected next changes when the pre-processing task is executed. 
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(C) Character’s action by the script: reflex action. 

 



 Distributed Episode Control System for Interactive Narrative Entertainment 151 

The processing when these two cases arise is as follows. In Case A, all pre-
processing tasks stacked to the task list are deleted, but the post-processing task is 
certainly executed because it is a resolution of the preceding event. Alternatively, if 
the pre-processing tasks exists in a higher rank class of the event that will be newly 
selected and executed next, they are added to the task list. In Case B, if the post-
processing tasks exist in a higher rank class than the pre-processing task that will be 
executed next, they are added, and the action to schedule for execution in the interim 
is determined. In addition, if the pre-processing tasks exist in a higher rank class of 
the event that will be newly executed, they are added to the task list. 

4   Spilant World Narrative Entertainment System 

This section describes an interactive application called Spilant World in which a user 
can drag an icon in the narrative world and also appreciate the various character’s 
reactions by touching or grasping the object in the virtual world. An early version of 
the application is presented in [16]. In this paper, we extend the Spilant World system 
using MACS, and demonstrate the effectiveness of the system at the National Museum 
of Emerging Science and Innovation in Japan, and NAMCO amusement park. 

4.1   System Overview 

This system consists of a 37’ LCD equipped with an optical touch panel, speaker, and 
PC. A virtual world is displayed, and the user can participate in the world by placing a 
finger on the touch panel. The screen display is as follows. The virtual world has a 
vivid display with the icons for object addition located along the right-hand side. The 
user can perform four operations: touching an object or character with a finger; creat-
ing a new object by holding an icon and dragging and dropping it in the virtual world; 
grasping a character or object by touching for an extended time; and drawing a line by 
touching the screen and moving the hand quickly. When performing a direct interac-
tion on a character via touching/grasping, the user can see the character’s reaction. 
Moreover, the character’s reaction can be seen when the user interacts indirectly by 
adding an object and drawing an event line. (See Fig. 6.) 

4.2   Number of Episodes and Aliveness 

We experimented following two cases and compared it. Case 1 is when the number of 
episode trees is 321 and Case 2 is when it is 946. However, in practice, since it is 
removed from the candidate for search by the motive of a character, the former is 100, 
and the latter is 390. Comparison of action of the character about those two cases is 
shown in Fig. 9. In (A), the user added a bloom object. In (B), the user grasped and 
moved a character. And in (C), the user touched a light. The horizontal axis is  
progress of time.  

(A) In Case 1, a character reacted to a broom, said “It’s a broom! I’ll take it.”, and 
approached it. Then, she took it and only walked. And, another character didn’t 
react to her with a broom. It compares, in Case 2, the occurrence until she speaks 
is the same as a Case 1, but, she flew using the broom. Then, another character 
was surprised at the sight. 
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Fig. 6. A screen capture from Spilant World system with internal episode status. Active episode 
trees are highlighted. Red modules are currently executed by the characters. 

(B) In Case 1, when the grasped character was moved, there was some characters were 
surprised it and there was also some characters were not surprised it. It compares, 
in Case 2, almost all the characters that are present in the neighborhood show the 
reaction. 

(C) In Case 1 and in Case 2, the light had be lighting similarly first. Then, the blue 
character both indicated the reaction “It shines!” However, after that, in Case 1, 
only he showed interest and other characters had not looked at all. It compares, in 
Case 2, they said “Beautiful!” and “Oh!” Each character reacts to the light. 

4.3   Demonstration 

Fig. 7 illustrates the situation at the National Museum of Emerging Science and Inno-
vation in Japan. Many children have experienced our system. Then, we recorded the 
user’s operation and the state of event and episode selected by the character/object. 
The number of episode trees is 128 and the number of events is 434. The items for 
every object are as in Table 2. 

4.3.1   Evaluation by Record 
Record of the event/episode for every character/object is described. As an example, 
top 15 pieces are shown in Table 3 about the number of times of an event appearance 
of a character called “Lily”. The event which consecutive numbers attach in the table 
is an event in the same episode, and shows the appearance order. As shown also in 
this table, schedule action of WalkAround (event which takes a walk) etc. has ap-
peared mostly, and it is because the character was always acting along with the 
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Fig. 7. Many children have experience our Spilant World system at the National Museum of 
Emerging Science and Innovation in Japan 

Table 2. The number of episode trees and 
events 

Character
The number of

episode trees

The number of

events

Lily 25 107

Toto 21 77

John 21 67

Sala 24 80

Scot 7 22

Tom 4 13

Dog 13 29

Others 13 39

Total 128 434
 

Table 3. The number of times and the 
frequency of appearance of events 

Order Event The number of times The frequency

0WalkAround1 548 14.96

1WalkAround2 329 8.98

2grasp_event1 234 6.39

3grasp_event2 230 6.28

4WalkAround3 119 3.25

5WalkAround4 99 2.7

6 fall_fountain_event3 97 2.65

7on_the_roof1 93 2.54

8 fall_fountain_event2 80 2.18

9on_the_roof2 74 2.02

10on_the_roof3 67 1.83

11 find_broom_pre 54 1.47

12 find_butterfly1 54 1.47

13 find_butterfly_post 52 1.42

14on_the_grass１ 50 1.37  

schedule if the user weren’t interference to the character. grasp_event (event held) and 
fall_fountain_event (event dropped on a fountain) have appeared a lot next. These are 
events which happen when the user interferences to a character, i.e., reflex actions are 
had appeared a lot. Many find_ (event which finds something) have appeared con-
tinuously, and these are perceiving actions of a character. About active action, be-
cause many events were not able to be created, it didn’t appear a lot. This result was 
the same in general about other characters. 

In addition, we think, on reaction chaining, the character acted continuously and 
the system display more lifelike character. When record was investigated, about Lily, 
about 17% was the chin to the reaction from reaction. And, a lot of chains compara-
tively are the chains related to grasp. 

4.3.2   Evaluation by Questionnaire 
The questionnaire was also able to be taken from 20 persons who experienced the 
application. (See Fig. 8.) Most persons think that the operation is easy and many per-
sons think that the operation itself is fun. Therefore it is thought that there was no 
problem about operation.  When seeing it without interaction, the number of the  
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Fig. 8. Questionnaire result 

 

Fig. 9. Comparison of the number of episode trees, and the reactions of the characters 
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persons who were able to feel the character lifelike was half. If the character finishes 
reacting to some extent, new reaction will not be generated any more. Therefore, a 
possibility that the character is only taking a walk is high. The user was seeing it and 
replies that a character would not be lifelike. When operating, it is increasing because 
the character certainly react to the user interference. 

5   Conclusion 

In this paper, we proposed MACS, which can show characters autonomously carrying 
out various reactions to interference from the user in an interactive entertainment 
application. MACS expresses and accumulates various actions of a character with 
similar structures (episode trees). Thus, MACS can perform massive actions by con-
trolling them systematically. Our experiment and exhibition demonstrated the results.  

There is two directivity of scalability. The first is to make the episode tree dy-
namic, because a dynamic episode tree can create new storylines. The other purpose is 
to prepare tools to edit the episode trees visually. Because the trees are scripted by 
XML, we can edit them easily. However, we believe that editing will be easier if we 
prepare a technical graphical user interfaces. 

References 

1. Blumberg, M.B.: Exploring Artificial Intelligence in the new Millennium. In: Lakemeyer, 
G., Nobel, B. (eds.) D Learning: What Dog Learning tells us about Building Characters 
that can Learn. Morgan Kaufmann Publishers, San Francisco (2002) 

2. Buss, A.H.: Aggression pays. In: Singer, I.J.L. (ed.) The control of aggression and vio-
lence. Academic Press, London (1971) 

3. Cassell, J., Vilhjálmsson, H., Bickmore, T.: BEAT: the Behavior Expression Animation 
Toolkit. In: Proceedings of SIGGRAPH 2001, pp. 477–486 (2001) 

4. Cavazza, M., Charles, F., Mead, S.J.: AI-based Animation for Interactive Storytelling. In: 
Proceedings of Computer Animation, pp. 113–120. IEEE Computer Society Press, Seoul 
(2001) 

5. Ekman, P., Friesen, W.V.: Unmasking the Face. Prentice-Hall, Englewood Cliffs (1975) 
6. Emmons, R.A.: The personal striving approach to personality. In: Pervin, L.A. (ed.) Goal 

concept in personality and social psychology, pp. 87–126. Lawrence Erlbaum, Mahwah 
(1989) 

7. Funge, J., Tu, X., Terzopoulos, D.: Cognitive modeling: knowledge, reasoning and plan-
ning for intelligent characters. In: Proceedings of SIGGRAPH 1999, pp. 29–38 (1999) 

8. Kopp, S., Wachsmuth, I.: Synthesizing Multimodal Utterances for Conversational Agents. 
The Journal Computer Animation and Virtual Worlds 15(1), 39–52 (2004) 

9. Maes, P., Darrell, T., Blumberg, B., Pentland, A.: The ALIVE system: full-body interac-
tion with autonomous agents. Computer Animation, 11–18 (1995) 

10. Masuko, S., Hoshino, J.: Head-eye animation corresponding to a conversation for CG 
characters. Computer Graphics Forum: Journal of the European Association for Computer 
Graphics 26(3), 303–311 (2007) 

11. Mateas, M.: An Oz-centric review of interactive drama and believable agents. Technical 
Report CMU-CS-97-156, School of Computer Science. Carnegie Mellon University, Pitts-
burgh (1997) 



156 J. Hoshino et al. 

12. Mateas, M., Stern, A.: Façade: An Experiment in Building a Fully-Realized Interactive 
Drama. In: Game Developer’s Conference: Game Design Track, San Jose, California 
(2003) 

13. Meehan, J.: The metanovel: Writing stories by computer. Ph.D. Dissertation. Yale Univer-
sity (1976) 

14. Mori, H., Hoshino, J.: Key Action Technique for Digital Storytelling. In: IFIP 4th Interna-
tional Conference on Entertainment Computing, pp. 36–47 (2005) 

15. Murray, E.J.: Motivation and emotion. Prentice Hall, Englewood Cliffs (1964) 
16. Nakano, A., Koumura, J., Miura, E., Hoshino, J.: Spilant World: Interactive Emergent 

Story Game using Episode Tree. The Journal of the Society for Art and Sciece 6(3), 145–
153 (2007) 

17. Perlin, K., Goldberg, A.: Improv: A System for Scripting Interactive Actors in Virtual 
Worlds. In: Proceedings of SIGGRAPH 1996, pp. 205–216 (1996) 

18. Stone, M., Decarlo, D., Oh, I., Rodriguez, C., Stere, A., Lees, A., Bregler, C.: Speaking 
with hands: creating animated conversational characters from recordings of human per-
formance. ACM Transactions on Graphics 23(3), 506–513 (2004) 

19. Tomlinson, B., Downie, M., Berlin, M., Gray, J., Lyons, D., Cochran, J., Blumberg, B.: 
Leashing the AlphaWolves: mixing user direction with autonomous emotion in a pack of 
semi-autonomous virtual character. In: Proceedings of SIGGRAPH 2002, pp. 7–14 (2002) 

20. Travers, M.: Recursive Interfaces for Reactive Objects. In: Proceedings of the SIGCHI 
conference on Human factors in computing systems, pp. 379–385 (1994) 



Virtual Noctiluca: Interaction between Light
and Water Using Real-Time Fluid Simulation

and 3D Motion Measurement

Kyouhei Aida and Noriko Nagata

Kwansei Gakuin University, School of Science and Technology 2-1 Gakuen, Sanda,
669-1337 Japan

{aida,nagata}@kwansei.ac.jp
http://ist.ksc.kwansei.ac.jp/~nagata/

Abstract. In recent years, with the rapid improvement of the perfor-
mance of computers, new possibilities for real-time simulation technolo-
gies are emerging. In this study, we simulated the behavior of water
in real time and combined this simulation with a measurement of the
user’s 3D motion to simulate the interaction between water and light,
as observed in Noctiluca. Noctiluca is oceanic plankton that produces
light when physically stimulated. Stirring the surface of water contain-
ing Noctiluca in a completely dark place causes the surface to glow, and
an observer can gain the mystical and fantastic experience of watching
the glow becoming dim with the flow of the water.

Keywords: Interactive art, GPU, stereo vision, Smoothed Particle
Hydrodynamics, animation, illumination.

1 Introduction

Simulations based on physical interactions have been widely used in computer
graphics to produce animations. In particular, many methods have been devel-
oped to visualize fluids realistically simulations; however, the computational cost
of these methods have always been high [1][2]. With the recent developments of
techniques for obtaining faster simulations using high performance-computers, it
has now become possible to calculate fluid simulations in real time. Therefore,
there is a possibility that interactive applications using real-time fluid simulations
will be developed soon.

In this study, we simulated the behavior of water in real time and combined
this simulation with a measurement of a user’s 3D motion; in this manner, we
simulated the interaction between water and light, as observed in Noctiluca.
Noctiluca is oceanic plankton that produces light when physically stimulated.
Stirring the surface of water containing Noctiluca in a completely dark place
causes the surface to glow, and an observer can gain a fantastic and almost
mystical experience of watching the glow becoming dim with the flow of the
water. We use Smoothed Particle Hydrodynamics (SPH), which is a method of
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particle-based fluid simulation, to simulate realistic water flow. Furthermore, we
increased the simulation speed using graphics processing units (GPUs) so that
we can receive the response quickly. We also used a stereo camera to measure
the 3D motions of inputs such as a user’s hand. By using 3D motions as the
input data, we can experience ”virtual” Noctiluca.

2 Related Work

Fluid simulation can be categorized into grid methods and particle methods.
In grid methods, many grids are needed for exact computations, so it is not
suited for real-time applications. In particle methods, Moving Particle Semi-
implicit (MPS) [7] and Smoothed Particle Hydrodynamics (SPH) [8] are typical
methods. SPH methods are suitable for real-time simulations because of their
low computational cost [6].

For real-time simulations, the growth in computational power of GPUs has
materially contributed to their efficiency. GPUs were originally designed for 3D
graphics tasks and have also been to speed non-graphic tasks such as cellular
automata simulation, particle simulation, solving of linear equations, and so on.
Regarding fluid simulation, several studies have been done on increasing speed
[9, 10], and Harada et al. recently proposed a method for SPH on GPUs [11].

On the other hand, several studies have been conducted on the use of phys-
ically based simulations in interactive applications. Cassinelli et al. developed
an application in which a user can send portions of a projected image forward
or backward in time by actually touching and deforming the projection screen,
using a CCD camera [12]. Ariga et al. presented a system to show wind flow,
computed by fluid simulation, projected on the screen, and then obstructed by
the shadows of observers. Matsuo developed an application that controls a group
of brilliant butterflies by operating a glowing ball [13]. No previous studies, how-
ever, have examined the same interactions between water and light as we propose
here. In this study, integration of real-time fluid simulation and stereo vision has
been realized.

3 Simulation of Water in Smoothed Particle
Hydrodynamics (SPH)

3.1 Governing Equations

The velocity of a fluid is influenced by the forces associated with it, such as pres-
sure, viscosity, and external forces. In incompressible fluids, the density remains
constant even with the application of pressure. Viscosity is a force that makes
the velocity constant. And the only external force is gravitational force. This
indicates that the changes in the velocity of incompressible fluids is dependent
on the sum of the forces associated with the fluid . The governing equations for
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incompressible flow are expressed by the mass conservation equation and the
momentum conservation equation as follows

Dρ

Dt
= 0 (1)

ρ
Dv

Dt
= −� p + μ �2 v + f (2)

where ρ, v, p, μ, and f are density, velocity, pressure, dynamic viscosity coefficient
of the fluid, and external force, respectively. The left hand side of Lagrange’s
differential equation, indicates the changes in the physical values of the flow. It
is expressed by the following equation

Dφ

Dt
=

∂φ

∂t
+ v � φ (3)

The second term on the right hand side of Eq.(2) indicates advection phase.
When the fixed grid method is used, we must calculate the parameters asso-
ciated with the advection phase. This method requires computations by linear
interpolation because the grid points have physical values. This leads to serious
problems in that the velocity of the fluid decreases to zero and the mass on the
surface of the fluid decreases. Simulation with small time steps minimizes the
problems, but this is not sufficient these simulations would fail with real-time
applications. Lagrange’s differential equation indicates the differential calculus
on the moving particles. A particle method such as SPH, that problem does
not occur because we can calculate the advection phase only by movement of
particles.

3.2 Discretization

SPH is a particle method in which the fluid is regarded as a group of particle.
In SPH, a physical value at a position x is calculated as a weighted sum of the
physical values φj of neighboring particles j as follows:

φ(x) =
∑

j

mj
φj

ρj
(x − xj) (4)

where mj , ρj , and xj represent the mass, density, and position of particle j,
respectively, and W is a weight function. The density of the fluid is calculated
using Eq.(4) as

ρ(x) =
∑

j

mj � Wden(x − xj) (5)

Since W is distant from the position x, the value of W becomes approximately
0. Therefore, W is the sum of the physical values of neighboring particles. In
this section, we explain a method to discretize Eq.(2) with Eq.(4). In order to
calculate acceleration, we separately compute pressure, viscosity, and external
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forces. The acceleration is then calculated as a sum of these forces. The pressure
on the fluid is calculated using the constitutive equation

p = p0 + k(ρ − ρ0) (6)

where, p0 and ρ0 are the pressure at rest and density, respectively. To compute
the momentum conservation equation, gradient and laplacian operators, which
are used to solve for the pressure and viscosity forces on particles, have to be
modeled. The pressure force fpress and the viscosity force fvis are computed as
follows:

fpress
i = −

∑
j

mj
pi + pj

2ρj
� Wpress(xi − xj) (7)

fvis
i = μ

∑
j

mj
vi + vj

2ρj
� Wvis(xi − xj) (8)

where xi and xj are the positions of particles i and j, respectively. The weight
functions used by MNuller et al. are also used in this study [6]. The weight
functions for the pressure, viscosity, and other terms are designed as follows.

∇Wpress(r) = − 45
πr6

e

(re − |r|)2 r

|r| (9)

∇Wpress(r) =
45
πr6

e

(re − |r|) (10)

∇Wpress(r) =
315

64πr9
e

(r2
e − |r|2)3 (11)

In these functions, the value is 0 outside the effective radius re.

3.3 Neighbor Search

In SPH, each particle must be used to search for neighboring particles in order to
calculate the interaction among the particles. The computational cost of search-
ing for neighboring particles is high when a large number of particles are used.
To reduce this computational cost, a 3D grid covering the computational region,
called a bucket, is introduced, as described by Mishra et al. [14]. Each voxel
encoded as a pixel in the texture is assigned a 3D computational space. Then,
for each particle, we compute a voxel to which the particle belongs and store
the particle index in the voxel. If this bucket can be obtained, we do not have
to search for the neighboring particles of a particle i because the neighboring
particles are present in the voxels surrounding the voxel to which the particle i
belongs.

3.4 SPH on Graphics Processing Units (GPUs)

To compute SPH on GPUs, physical values are stored as textures in video mem-
ories. The textures of position, velocity, density, and bucket are prepared. A
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Fig. 1. Neighbor search using a bucket

texel of a texture corresponds to a particle, and the physical values of a particle
are stored in the texel, as shown in Fig. 2 (a). Although a bucket is a 2D array,
the current GPUs cannot write to a 3D buffer directly. Therefore, we employed
a flat 3D texture in which a 3D array is divided into set of 2D arrays. We di-
vided the 3D textures into 2D arrays, as shown in Fig. 2 (b). The indices of the
neighboring particles of a particle i can be found using the generated bucket
texture. Using the index of the particle, the position can be obtained from the
position texture. The density of a particle i is then calculated by the weighted
sum of mass of the neighboring particles, which is then written into the density
texture. The pressure can be calculated from the density and position textures.
Further, the viscosity force can be calculated from the position, velocity, and
density textures. These forces are computed using Eq.(7) and (8). Assuming
that the external force is only gravitation, we can update the velocity, and by
using this updated velocity texture, the position is calculated using an explicit
Euler integration as follows:

vt+�t
i = vt

i

	t

ρi
(fpress

i + fvis
i + fg

i ) (12)

xt+�t
i = xt

i + vt+�t
i 	t (13)

Fig. 2. (a) All the particles positions are stored at each texel of the position texture.
(b) The 3D array is divided into a set of 2D arrays.
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Fig. 3. Neighbor search using bucket texture. (a)disposition of particles in the region.
(b) position texture (c) bucket texture comprising stored particles.

where xt
i and vt

i are the previous position and velocity of particle i, respectively.
Although there are higher order schemes, they were not introduced because we
did not encounter any stability problems.

4 Manipulation of a Stream of Water

We used a stereo camera (Bumblebee2, Point Grey Research Inc.) to measure
the 3D motion of the user’s hands and the parts moved by the user in real time;
the 3D coordinates of the point sequence of the object surface are entered into
the system. Table 1 shows the specifications of the stereo camera. The stereo
camera measures the 3D points by employing the principle of stereo vision. The
stereo camera cannot adjust the angle of view because the position of the two
lens is fixed. However, the stereo camera can measure without calibration since
it has defined parameters of the camera.

4.1 Collision Detection

In this section, we explain our method for detecting collisions between water
particles, which are simulated by using SPH, and the 3D coordinates of the
point sequence on the object surface. The computational cost of calculating the
collision detection among particles is high, and hence, we compute it on GPUs as
well as SPH. As described in chapter 3, four types of textures are prepared in SPH

Table 1. Specifications of the stereo camera

Sony 1/3h progressive scan CCD
Imaging Sensor ICX204 (1032 × 776 max pixels)

4.65m square pixels
Baseline 12 cm
A/D Converter 12-bit analog-to-digital converter
Frame Rates 20 FPS
Camera Specification IlDC 1394-based Digital Camera Specification v1.31
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Fig. 4. Collision detection on GPUs. (a) 3D coordinates of the point sequence on the
object surface. (b) Object texture. (c) Bucket texture.

on GPUs. Further, the texture of the object’s position, called object texture, is
prepared to compute the collision detection. The positions of the points measured
by using the stereo camera are stored in each texel, and the empty texels have a
value of 0. By using the object texture, we calculate the positions of the object’s
points and mapped them into a bucket texture. The collision detection between
particles is generally computed in cases where the distance between the particles
is 0 or below an optional constant value. Our method of collision detection
is decided from each voxel without computing distance. We regard the water
particles that are stored in the texel of the mapping object’s particles as collided
particles. In such a manner, we reduce the computational cost, and the method
retains precision because each voxel is sufficiently small.

4.2 Taking into Consideration User’s Motion

We also need to consider interference from users on the behavior of water; hence
the average of all object positions is calculated for each frame. This is expressed
by the following equation

	 vt =
1
N

∑
i

xt
i −

1
M

∑
j

xt−1
j , (i = 0, · · ·, N ; j = 0, · · ·, M) (14)

where vt is velocity of the water particle, N and M are the number of points
measured by stereo camera, and x is the position of the points. The rate of
change in the value is considered to be the speed of the collided water particles.

5 Result

The system was implemented using a system equipped with a Core(TM)2 CPU
and a GeForce 7950GTX. The programs were written in C++ and DirectX, and
the shader programs were written in HLSL. The system comprise a PC, which
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Fig. 5. Overview of the system

Fig. 6. The motions of a user’s hand and the change in the illuminations

Fig. 7. Various examples of illuminations
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simulates the behavior of water and regulates the overall system, and a stereo
camera, which measures the user’s 3D motion. Fig. 5 shows the composition of
the system. Collisions between the surface point sequence and water particles
were detected by the camera, and the water particles that were involved in the
collision were made to produce light. In addition, in order to simplify the reg-
ulation of parameters for light production, various patterns of light production
were developed by using intuitive expressions such as “beautiful”, “mystical”,
and “fantastic”. Fig. 6 illustrates a demonstration. Our system was used rep-
resent a stream of water by fluid simulation. Furthermore, we adopted sound
effects that change according to the number of water particles as well as their
speed, using a music visualization system [15]. This system produced synergistic
effects with visual sensations and engaged users. Even with such a complex pat-
tern of light production, we realized a frame rate of 10 fps. The system allows
users to experience the natural luminescence of Noctiluca.

6 Conclusion

In this study, we have simulated the interactions of Noctiluca with water by
using real-time flow simulations and 3D motion measurement. Although compu-
tational cost of fluid simulation is high, we can receive the response more quickly
using GPUs effectively. Furthermore we can operate our application intuitionally
measuring user’s 3D motion with stereo camera. We developed the interesting
application, which is not only the sense of sight, but also hearing, by adopting
sound effects that change according to the user’s input. Using this application,
mysterious and fantastic sensations that cannot be experienced in daily life can
be felt.
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Abstract. This paper describes AR-Jazz, an augmented reality application de-
signed to visualize sound and movements in live jazz performances. The  
augmented scenario is achieved within the program Max MSP Jitter, with an in-
tegrated inertial sensor and a microphone. As a display, a cinema screen is used. 
The application was first shown at the SedaJazz Festival 2007 in Valencia 
(Spain). In first place, a workshop was made in order the musicians to become 
familiar with the application. Secondly, a live performance was shown. The  
experience is described in this paper. 

Keywords: augmented reality, jam session, sound visualization, inertial sensor. 

1   Introduction 

Augmented Reality (AR) is an emerging technology that has a great potential in sev-
eral fields of knowledge, such as art [1], entertainment [2], education [3], psychology 
[4] and architecture [5]. This technology progresses towards collaborative and highly 
interactive systems, with the integration of hybrid devices that perform the 3D real-
time registration. Multimodal systems are increasing, with the consideration of visual, 
sonic and/or haptic stimuli [6], thus enlarging the concept of AR towards more than 
mere visual systems. 

In this paper the AR-Jazz application is described, an interactive AR system de-
signed for live jazz performances. This paper explores the sound and movement as 
input data to manage the projected representation of a geometrical figure, with a 
group of musicians who jointly control the display of the augmented object. 

This work was performed for a specific event, the Jazz & Arts Meeting inside the 
Panorama Jazz Festival 2007, organized by the Big Band Sedajazz and held in the 
auditorium of Torrent (Valencia). Jazz & Arts Meeting is an event for the interaction 
between Jazz and other arts such as cinema, theatre, painting, sculpture, poetry, elec-
tronics, media arts, etc., through different formative experiences and to develop crea-
tive synergies. The event is organized through a series of lectures and practices,  
promoting the participation of musicians and artists from other disciplines. It aims to 
bridge the gap between artists from different fields, to further the spread of jazz as a 
universal language. For this event, we prepared a workshop that was held in the morn-
ing and afternoon, and make a live performance in the evening with the students  
attending the workshop.  
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2   AR-Jazz in Detail 

The parameters of height, intensity, timbre and spatialization are aspects that deter-
mine the sonic language. Thus, these four factors can serve as a starting point in in-
vestigating sonic augmented reality. AR-Jazz develops some of these parameters 
augmented in a visual projection. Physical contact of musicians with their own in-
struments introduces another parameter, the synaesthesia. This gesture perception in 
the interpretive technique is transmitted to the shape and characteristics of the pro-
jected object, creating an interaction between the musician and the computer through 
the sound, which may affect the interpretation of the first. 

2.1   Physical Components 

The elements that integrate the AR-Jazz augmented environment are (Fig. 1): A stan-
dard personal computer; The Max/MSP (v. 4.5.5) software within Jitter (v. 1.5.1); The 
MT9 inertial sensor of Xsens; A web cam (we used the Live Cam! Voice camera of 
Creative, within a FOV of 85º and a video resolution of 640x480 pixels); A cinema 
screen that acts as a mirror. The Auditori de Torrent screen size is of about 15x11 m; 
A powerful multimedia projector; A microphone; Several musical instruments. 

 

Fig. 1. Spatial arrangement of elements in the AR-Jazz application 

The camera remains fixed during the performance and pointing to the musicians, 
so that the visual display (the cinema screen) follows the metaphor of a magic mirror 
(see section 2.3). The microphone is located between the camera and musicians. The 
spatial distribution of musicians on stage is such that, together with their own pro-
jected image, form a circle in the middle of which is the visual representation of live 
sound (a kind of cylindrical NURBS). The musicians give the back to the public, in 
such a way that they do not loose visual contact with the in real time generated virtual 



 Sound and Movement Visualization in the AR-Jazz Scenario 169 

 

object. The public can see the face of the musicians from the projected image on the 
screen (as it were a mirror). 

2.2   Virtual Elements 

The produced sound is visually represented by a virtual element that consists of a 
modifiable cylindrical NURBS (Non Uniform Rational B-Splines), made from the 
Jitter object js jitaudio2nurbs.js. Its shape, colour, brightness and texturing varies 
according several characteristics of sound. Thus, the virtual element will vary depend-
ing on the timbre of each instrument, the emitted notes (height) and intensity (ampli-
tude). Moreover, other parameters that vary randomly or at a temporary rate are  
introduced, as well as a change in the object orientation according to the registered 
rotations of the inertial sensor. The 3D position and one rotation of the object are 
fixed; only vary two of its rotations, which are recorded from the inertial sensor that 
can be carried by one of the instruments, by a dancer or by another user. 

2.3   Magic Mirror Metaphor 

In AR-Jazz the ‘magic mirror metaphor’ is introduced, as opposed to the ‘magic lens 
metaphor’, widely used in augmented reality systems. Based on the distinction between 
the lens and mirror, we can say that depending on the type of display used and the 
spatial arrangement of the camera, the augmented reality can be viewed through a 
window into a fictional world or as a reflection of that. The magic lens metaphor is 
most evident in the handheld devices, such as PDAs or mobile phones with integrated 
cameras, which is approximated to a lens through which we discover a new reality (the 
augmented environment). In AR-Jazz, the new reality is shown as an altered reflection 
of the real environment, reversing the spatial arrangement of the camera that shows the 
user as a fundamental part of the augmented environment, also increasing the sense of 
presence [7, 8]. 

2.4   Computational Processes 

Jazz-AR was designed within the program Max/MSP Jitter. The human-computer 
interaction takes place at two levels: sonic and haptic. In the first case, the interface is 
a microphone that captures the sounds emitted by the musicians; in the latter case, the 
interface is an inertial sensor that is carried by one person (a musician, a dancer or 
other user). The program is composed of a principal patch and a set of sub-patches; 
these are described in the following lines. 

The main patch is based on jit.gl.nurbs-audiorender.pat, which is free distributed 
within Jitter. The main object is js jitaudio2nurbs.js, which defines the shape of a 
cylindrical NURBS that changes its shape according to the microphone audio input. 
Some random values have been defined in order to change the appearence of the 
NURBS (blending, smooth shading, wired, surface dimensions, etc.). All the elements 
that define the cylinder are sent to the object jit.gl.nurbs. 

In the p sonido sub-patch (Fig. 2), an analysis of the registered sound is analysed 
by the fiddle~ object, obtaining the sound height and amplitude. Because these values 
change very quickly, the mean value of the last 20 records is considered. Then, these 
values are scaled and assigned to the red colour and luminosity parameters of the 
virtual cylinder. The values of green and blue are selected randomly. 
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Fig. 2. Visualization of the p sonido sub-patch 

The p model plano sub-patch loads a plane in obj format where the image captured 
in real time by the camera is mapped. 

The p IMU sub-patch picks up the values registered by the inertial sensor and as-
signs the X and Y rotations to the virtual cylinder. This sub-patch consists of an inter-
face between the MT9 inertial sensor and the Max/MSP Jitter software. It has been 
developed by Laboratorio de Luz [9] and can be freely downloaded at [10]. 

3   User Interaction 

3.1   Workshop 

The workshop was held on the stage of the auditorium for two hours in the morning 
and another couple of hours in the afternoon. It was attended by a total of nine musi-
cians: a drummer, a flute, an electric guitar, a piano, an alto saxophone, two trom-
bones, a tuba and a singer. After mounting the piece on stage, it was explained to the 
musicians. Then they played their instrument one by one, to see the AR-Jazz feedback 
to their individual interpretation. Finally several pieces of music were interpreted 
together in a jam session. In Fig. 3 some images are depicted. 

 

Fig. 3. Images at the workshop 
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3.2   Live Performance 

The live performance took place at 20:00 in the Torrent auditorium with the assis-
tance of public. First, the AR-Jazz application was explained to the audience. To un-
derstand the direct relationship between the emitted sound by the instruments and the 
displayed graphics on the screen, each of the musicians made an improvisation with 
their own instrument. To make the explanation clear, at this stage the NURBS was 
shown on a grey background, and its rotations were fixed. In Fig. 4 some examples 
are depicted. 

 

Fig. 4. Musicians playing one by one in AR-Jazz, where: a) Tuba; b) Saxo alto; c) Flute 

Afterwards, some pieces were interpreted in a Jam session (Fig. 5). The inertial 
sensor was carried by one person of the audience. The represented pieces were two 
items that had been tested in the workshop, the first was an improvisation on the 
Spanish scale, whereas the second was an improvisation based on a blues rhythm. 

 

Fig. 5. Jam session in AR-Jazz environment 

4   Conclusions 

AR can be used in many different fields; in our case we show a successful integration 
of this technology within the artistic discipline of jazz by means of AR-Jazz, an appli-
cation designed to visualize music and movements during live performances. The use 
of the magic mirror metaphor allows a new distribution of musicians on the stage: 
although they give their back to the public, the audience is able to see their faces as a 
projection on a cinema screen. Interaction is achieved by means of a microphone and 
a miniature inertial sensor, thus integrating visual, sonic and haptic stimuli, some real 
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and some virtually generated. Our experience shows that the use of multimodal sys-
tems does greatly enrich AR applications, increasing user and audience engagement.  
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Abstract. Technical museums are goods targets for experimenting with sound 
immersion and soundscape authoring. This paper presents an immersive sound 
system emitting audio content. Experimentations were conducted with a wired, 
proof-of-concept prototype and two wireless devices. Our system takes into 
consideration the position of museum visitors as well as their orientation and 
visual vector. In contrast with other approaches, tracking and rendering are  
executed locally and in real-time by the visitor’s device.   

Keywords: museum, immersion, edutainment, sound spatialization, head-
tracking, soundscape. 

1   Introduction 

The project described here is justified by a simple motivation: the machines on dis-
play in the “Musée des Arts et Métiers” (MAM), one of the largest technical museums 
in France, are dumb. For many practical reasons, it is very difficult to run the ma-
chines for the public. As a consequence, visit in this type of museum turns out to be 
very close to a visit in a sculptures museum. The place granted to the sounds is indeed 
still marginal in museography and very few experiments are listed [2]. However, just 
like images, sounds are fundamental for learning [5]. The listening process is by na-
ture slower compared with vision, but the reward is large since the sound is the vehi-
cle of the human communication. The machines produce rich, complex and intense 
sounds often directly related with the function of the integrated mechanisms. Most 
machines in MAM have disappeared. However, there are strong chances that parts of 
the integrated mechanisms are still in use today (e.g. rods, vapor under pressure, rotat-
ing engines, etc.). The visitor could thus better comprehend the total operation of the 
machine exposed by associating already familiar and well known sounds. If, on the 
other hand, the sounds produced are not familiar, serendipity could be encouraged, 
with the unfamiliar acting as an element of surprise and stimulus for the visitor. Ma-
chines' sounds can be reproduced in a number of ways. In this paper, we concentrate 
on spatialization methods, where an auditory stimulus is positioned in virtual space 
defining its distance, localization (horizontal panoramic and elevation) and virtual 
acoustic simulation (reverberation) [3]. Real-time sound spatialization and audio 
augmentation is an accessible technology today, but its potential for multi-media 
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general public edutainment applications is much less studied in comparison with  
visual augmentation [8].  

After a review of related audio augmented environments, we summarize the useful 
points for our project. We then describe two experimental devices. The first one was 
used in an experimental setting, collecting the orientation of the head of the listener. 
The second is based on a commercial audio guide, in pre-production phase. We then 
outline the future stages of the project. 

2   Related Work 

Today interactive museum guides have reached a high level of functionality including 
visitor tracking, navigation and interaction. Bederson [1] was among the first to de-
velop an electronic museum guide prototype supporting visitor-driven interaction by 
utilizing portable mini-disc players and an infra-red (IR) system to allow museum 
visitors to explore an exhibition at their own pace. The early European HIPS projects 
that run from 1998 to 2000, made also use of the IR technology. The position of the 
visitor was calculated through the combination of infrared and electronic compass 
data, then sent to a central server that pushed the appropriate information on the visi-
tors’ terminal [4]. In the LISTEN project [9] the goal was to explore immersion in 
audio augmented environments by overlaying a virtual soundscape to the real envi-
ronment users are exploring. A tracking transmitter/receiver, based on RF-burst  
signals in some cases and infrared cameras for others, is integrated on a wireless 
headphone. A central unit collects the data of each listener such as the absolute posi-
tion and the orientation, then, appropriate auditory events are selected, spatialized in 
real time and sent to the user headphones as a binaural data. In ec(h)o [6], the visitor's 
location is tracked using RFID technology. Sounds played are related to the objects 
seen by the visitor. Holding an asymmetrically shaped wooden cube, the visitor inter-
acts with the sound objects by movement and object-based gestures, in order to listen 
to related audio information. Finally, Ambient Horn [5] also explored the potential of 
augmented audio in outdoor environments, and more in particular during a visit in 
woodland. The children moved to a location in which a local RF beacon was hidden; 
a sound was triggered and played through nearby wireless speakers while other im-
plemented modules enabled the children to collect and exchange readings. The differ-
ent architectures of ubiquitous virtual sound systems have also been discussed by 
Natkin et al. [7]. 

3   Recurrent Matters and Functional Needs 

Sound information besides spoken commentaries could give to the visitors a better un-
derstanding not only of the exposed machinery but also of the MAM history. According 
to their movement and their behavior, the visitors receive auditory messages which can 
be or not related to real visual objects. There is a strong relationship between the visitor’s 
body, the surrounding space, the time spent in a specific area and the sounds perceived. 
In all the previous works, the listener, the source, and the space are connected through a 
model of the scene, a sound map and a script which defines an interactive scenario. In 
order to define the script, virtual zones need to be mapped on the real space. The goal is 
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to provide the listener with a good feeling of immersion while overlaying virtual ele-
ments inside a real scene. The coherence of an AR environment depends on the relation-
ship between the real and virtual world and the visitor’s actions. Complex auditory  
information is prone to hierarchical relations. This means that the content of the virtual 
auditory scene has to be thought as a real soundscape composition in which the listener 
can distinguish clearly the different components.  

4   Experimentation 

Our research approach is different from previous approaches in a number of ways: 
first in the ability to capture the visitor's head orientation, and calculate his visual 
vector. Then, the system is fully distributed: it provides autonomous device for  
each user, meaning that the management of the system is achieved locally. As a  
consequence, the system can be used by a large number of visitors simultaneously.  

4.1   System Description 

Connected to a motion and orientation sensor embedded in a headphone, the proposed 
system creates a map of sound objects. It constantly analyzes the visual vector of a 
visitor, with the aim of delivering to him the appropriate composed sound according 
to the objects he/she is directed to. The distance separating the visitor with each object 
is also taken into account. The sound intensity emitted by the exposed object and 
delivered to the visitor is inversely proportional to this distance. The system also 
includes a 3D visual interface that reproduces the museum environment, the position 
of the museum visitors and the sound objects around them. This interface allows the 
management of the museum soundscape (e.g. enabling and disabling the emitted 
sounds, or updating their content and nature).  

Initially, our approach consisted of conceiving and carrying out a virtual simulation 
of a sound-guided museum exhibition. This is done by creating a mini museum envi-
ronment in the lab. Each exhibited object is associated with different types of audio 
contents: an audio description of the object, a reproduction of the ambient sound cor-
responding to the object and specific musical representations. Two execution modes 
are proposed by the system. In the “virtual mode” the visitor's position and orientation 
is handled manually using the mouse and the keyboard. This mode can be used for 
visiting virtual museums and galleries on the net. The visitors may virtually displace 
themselves in the virtual environment, approach the objects and hear the audio con-
tent related to them. The “real mode” is used to visit museums in the real world. The 
visitor's position and orientation is handled, using a motion and orientation sensor. 
The visitor wears a stereo headset to which the sensor is attached (figure 2). The re-
trieval mechanism for the sounds object, the intensity and the orientation of each 
sound is based on the visitors’ navigation in space which is continually updated while 
the visitors move through the exhibition. 

Similarly, two separate graphical interfaces were attached to the system: A 3D in-
terface and a 2D interface. The 3D interface shows the real time reproduction of the 
field of view of the visitor using the system. In case the virtual mode is selected, the 
visitor can navigate using a pointing device attached to the system (mouse, keyboard, 
joystick). In the 2D interface, the system displays the map of the sound objects and 
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the position and orientation of the visitor within the museum environment. Objects are 
represented as visual icons while the visitor is depicted as an icon and an arrow. The 
interface allows then, to activate or deactivate the sound emission of a specific object 
by simply clicking on its associated icon. Using a “Combo Box” containing speech, 
ambient sound, and beeps indicators, the type of audio content can be altered. 

 

Fig. 1. System architecture 

4.2   Implementation 

This system is developed using the Processing environment. The FMOD API is used 
for the sound spatialization. It is a multi-platform sound engine, free for non commer-
cial use. For motion and orientation tracking, a Polhemus Patriot (PP) sensor was 
chosen for its reliability and low latency. Using this sensor was the first step for the 
validation of the sound spatialization functionality. However, its wired connection is 
not convenient for use in large spaces. After the initial validation using the wired PP, 
two other wireless tracking sensors were tested: the IMU 6 Degrees of Freedom pro-
duced by Sparkfun-elecronics company and the PERCIPIO headset developed by 
Eshkar &Falard industrie. 

Before benchmarking the system, the audio contents had to be prepared. Though 
the system architecture supports an unlimited number of audio objects, the issue of an 
optimal perception of sounds was fundamental for our system. For this reason, a test 
on the maximum number of distinguishable audio objects placed in the same room 
has been performed. The participants had to stand at a fixed point and were acousti-
cally surrounded by a changing number of audio objects. They only had the ability to 
turn their heads. Most of them have been able to simultaneously perceive up to six 
sounds. Beyond this number, locating audio objects and distinguishing them seemed 
to be difficult. For this reason, the system is provided with the ability of adjusting the 
maximum number of audio objects to be perceived.  

After choosing suitable audio samples for our experimentation, the sounds were 
normalized. The next step was the preparation of the experimentation environment. In 
a room of 4x4 meters, ten photos corresponding to audio objects were laid out on 
walls while the same scene was virtually reproduced in the 3D visual interface. The 
visitor wearing the stereo headset, on which the position and orientation sensor is 
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Fig. 2. (Left): User holding the PP sensor, looking towards the objects of the real scene; his 
field of vision is reproduced on the interface. (Right): Experimenting with the PERCIPIO head-
set at the CNAM museum. 

fixed, is plunged into the immersive environment as soon as the audio objects are 
activated. His position and orientation is analyzed continuously, while the 3D charac-
teristics of each activated sound are updated following the visitor’ movements. When 
the visitor approaches an image, he can clearly distinguish the associated sounds ac-
cording to his position and orientation (left or right). The visual field of the visitor is 
reproduced on the system visualization interface in real time (Figure 2). The latency 
between the change of user position and orientation and the update of audio content is 
estimated to 17 ms (milliseconds). This value is largely lower than the human audi-
tory perception duration estimated to 50 ms (milliseconds). In addition, the visitor's 
head speed motion does not affect at all the auditory performance of the system.  

At a second step another wireless tracking configuration was used: the industrial 
headset PERCIPIO. The head device is connected to a multimedia platform (PDA in 
our case) and can deliver personalized content according to the interests of the visitor. 
It is operational using the IR technology for indoor environments with 10cm precision 
and the GPS for outdoor environments with a 5m precision. For calculating the head 
orientation, PERCIPIO makes use of a magnetic compass for the determination of the 
azimuth angle. Presently, we are evaluating PERCIPIO in terms of feasibility, latency, 
accuracy while we are also working on its integration as an orientation tracker in our 
sound spatialization system. 

5   Conclusions and Future Work 

In this paper, an augmented audio reality system for experimenting sound immersion 
visiting a museum was presented. This system is specifically conceived and devel-
oped for technical museums, in which different types of machinery deprived of their 
sounds are exhibited. Our first experiments proved satisfactory in terms of perform-
ance of the tracking-rendering couple. Future work will focus on the development of a 
binaural individual rendering. In addition, a high acoustic quality of the adaptive 
sound design related to the objects of the museum, will avoid auditory strain and 
bring the visitor in the best perceptive conditions. Hence, the next step is to record 
different sounds of the machines. Then the prototype of an open composition will be 
created. Acquiring more data on the visitors behavior (speed, memory of trajectories, 
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time spent in different locations) may improve this interactive scenario and the feeling 
of personal interactivity and immersion. 
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Abstract. One kind of pleasure that jam sessions bring is deciding a
melody or an accompaniment while mutually predicting what the other
participants are going to play. We propose a jam session system, called
BayesianBand, which provides this kind of musical pleasure through
sessions with computers. With this system, the chord progression in a
session is not fixed in advance but rather is determined in real time
by predicting the user’s melody. The user, while improvising, is also
expected to predict the chord progression generated by the system; ac-
cordingly, a cooperative jam session based on the mutual prediction will
be achieved. To build this system, we constructed a model for melody
prediction and chord inference based on a Bayesian network.

1 Introduction

The entertaining quality of music resides in the fact that music can be partly, but
not fully, predicted. Predictability is indispensable for listeners’ understanding
of a piece of music, but if they can completely predict it, they cannot enjoy it.
Musical pieces composed by professional musicians are therefore organized so
as to achieve a satisfying tradeoff between predictability and unpredictability.
Shimojo formed a hypothesis that predictability (he calls it congruency) in music
psychologically rewards the listener for successful prediction based on his or her
internal model of the music, while unpredictability (he calls it novelty) also brings
psychological rewards, in this case as a result of the listener’s detection of new
information that enables his or her internal model of the music to be modified [1].

In jam sessions, these two kinds of enjoyment play an important role. Dur-
ing a jam session, each participant determines the melody or accompaniment
to be played, while predicting what the other participants will play. When
the musicians’ predictions succeed and their performances sound harmonious,
congruency-based pleasure (psychological reward) is obtained. When the pre-
diction fails, but the performance nevertheless sounds harmonious, participants
may attain the novelty-based psychological reward or enjoyment. The goal of

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 179–184, 2009.
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our study is to provide these two kinds of enjoyment through jam sessions with
computers.

In this paper, we propose a jam session system, called BayesianBand, in which
the user and system mutually predict each other’s performance. The principal
feature of this system is that the chord progression, rather than being decided
in advance, is decided by the system in real time. The user determines and plays
the main melody by predicting what chord the system will generate in the next
measure, while the system determines the next chord by predicting what melody
the user will play next. Through this mutual prediction, which often succeeds
but sometimes does not, the user can obtain the two kinds of musical pleasure
described by Shimojo [1].

2 Technical Requirements and Related Work

BayesianBand is a jam session system that determines a chord progression in
real time by predicting the user’s melodies. The purpose of this system is to pro-
vide the user with both the congruency- and novelty-based enjoyment through
jam sessions. To obtain the congruency-based enjoyment, the input (the user’s
melody and previous/current chords) and the output (the subsequent chord)
should have a causality. For this reason, we do not introduce any randomness
into the determination of the output from the input, even though this is a com-
mon approach to maintaining novelty[2]. In addition, this causality should be ac-
quired by users through jam sessions and thus should be consistent and musically
appropriate. If the causality is completely immobilized, however, users may dis-
cover the input/output relationships completely and quickly become bored with
the jam session. The causality should therefore always evolve. To summarize,
causality between input and output should be (1) deterministic (not involving
any random process), (2)musically appropriate, and (3) always evolving, in order
to attain both congruency and novelty.

To fulfill these three requirements, in BayesianBand, we use a probabilistic
model for melody prediction and chord inference, as follows:

1. The chord having the maximum likelihood, given an input, is always deter-
mined.

2. The probabilistic model is trained with existing pieces of music.
3. The probabilistic model is incrementally updated to adapt to the user’s

melodic tendency.

Various jam session systems, described in previous studies [3,4], have been devel-
oped, but most of these assumed that the chord progression is fixed in advance.
Aono et al. [5] developed a jam session system that did not assume a fixed chord
progression. When the user plays a chord progression (the system judges so if
more than three notes are played simultaneously), the system automatically rec-
ognizes it and considers it to be repeated. This system therefore did not aim to
determine the chord progression by predicting the user’s performance.

Melody predictions have also been widely attempted. Conklin [6] developed
a melody prediction system by regarding melodies as Markov chains. Pachet [2]
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developed a system, called the Continuator, that generates a sequence of notes
that can follow the melody played by the user. This system learns the user’s
melodies as a Markov tree structure and, when the user plays a melody, recur-
sively generates the following note, based on this structure. There have thus been
various studies of Markov-based melody prediction, but they did not model the
horizontal dependency of the chord progressions behind melodies.

Harmonization, which aims to give a chord progression to a melody, is also
an important topic and has been widely studied. Kawakami et al. [7] proposed
a method for harmonization using a hidden Markov model (HMM) in which
the melody and chord progression are modeled as observed and hidden vari-
ables, respectively. These studies, however, assume that the whole input melody
is referable from beginning to end; they do not aim at harmonization for the
future’s melody by predicting it.

3 System Overview and Algorithm

The main functions of BayesianBand are (1) the chord determination by predic-
tion of the user’s melody and (2) incremental updating of the prediction model.
In this section, we describe their algorithms used to generate these functions
after providing the system overview.

3.1 Problem Statement

The input is the user’s melody; the output is a chord progression. For simplic-
ity, the timings of chord changes are limited to occurrence at the beginning of
each measure. The input is a monophonic melody, the key is given, and no key
modulation occurs. The first chord is the tonic chord of the given key. Due to a
small amount of training data, the target chords are limited to the seven diatonic
chords.

3.2 System Overview

The system overview of BayesianBand is shown in Fig. 1. Because the initiative
for tempo control is governed by the system, the accompaniment is automat-
ically performed with a constant tempo. When the user presses a key on the
MIDI keyboard, the system predicts the next note and infers the next chord.
This process is repeated for each keystroke; accordingly, the chord inference re-
sult is updated after each keystroke. Immediately before changing the measure,
the chord having the maximum likelihood is determined as the next chord. In
parallel, the incremental update of the prediction model is performed at each
keystroke.

3.3 Algorithm for Melody Prediction and Chord Determination

Here we deal with the problem of inferring the most likely subsequent chord
ct+1 of a chord progression c = (c1, · · · , ct) by predicting the next note nt+1 of
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Fig. 1. System overview of BayesianBand

ni 12 note names
ci 7 diatonic chords

Fig. 2. Bayesian network used for melody prediction and chord determination

a given melody n = (n1, · · · , nt). In general, a melody and a chord progression
have different sequential causalities, p(nt+1|n) and p(ct+1|c), and simultaneous
elements in the melody and chord progression also have a causality, described as
p(ct|nt). For simplicity, the sequential causalities p(nt+1|n) and p(ct+1|c) are ap-
proximated by trigram models, described as p(nt+1|nt−1, nt) and p(ct+1|ct−1, ct),
respectively.

Using these sequential and simultaneous causalities, the relationship between
a melody and a chord progression can be described as the Bayesian network
shown in Fig. 2. In general, Bayesian networks should be singly connected be-
cause when this is the case, a low-complexity algorithm for probability calcu-
lation can be applied. To make a singly-connected network, the dependencies
unrelated to the nodes nt+1 and ct+1 are omitted, since the values of the other
nodes have already been observed or determined.

The inference process is performed at each keystroke. Once a key is pressed,
the observed note names are set to nt−1 and nt and the determined chord names
to ct−1 and ct. Then the inference is executed: the probability densities for the
nodes nt+1 and ct+1 are calculated using Pearl’s method [8]. After this pro-
cess is repeated at each keystroke, the chord having the maximum likelihood is
determined as the next chord immediately before changing the measure.

3.4 Algorithm for Incremental Model Update

Incremental model update aims not only to retain novelty in chord determination
but also to improve the accuracy of melody prediction by adapting the model
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to the user. The basic method of achieving this is to calculate the conditional
probability p(nt+1|nt−1, nt) as a weighted mean of the probability precalculated
from a corpus and the probability calculated online from the user’s performance.
As the number of notes performed by the user increases, the weights are gradually
changed so that the latter’s weight becomes larger. Specifically, the conditional
probability p(nt+1|nt−1, nt) is calculated using the following equation:

p(nt+1|nt−1, nt) =
p0(nt+1|nt−1, nt) + α {log N(nt−1, nt)} N(nt−1, nt, nt+1)

N(nt−1, nt)
1 + α log N(nt−1, nt)

,

where p0(nt+1|nt−1, nt) is the probability calculated from a corpus, N(nt−1, nt)
is the frequency that the user played nt−1 and nt in this order, N(nt−1, nt, nt+1)
is the frequency that the user played nt−1, nt, and nt+1 in this order, and α is
a constant.

4 Implementation and Trial Use

4.1 Implementation

We implemented a prototype system of BayesianBand using Java. We used Crest-
MuseXML Toolkit1 for implementing the overall framework and Weka2 for learn-
ing and using the Bayesian network. For learning the Bayesian network, we used
415 pieces of standard jazz music (pairs of melodies and chord progressions).

4.2 Results of Trial Use

The first author used the implemented prototype system. After repeating a jam
session several times, he understood rough trends in chord progressions gen-
erated by the system to some extent and reflected his chord prediction in his
improvisation. He felt pleasure when the predicted chord was actually played
by the system. When his chord prediction failed, his melody and the generated
accompaniment often sounded unharmonious, but in some cases they sounded
harmonious. In those instances, he felt novelty. Thus, BayesianBand to some
extent successfully provided a trial user with the two kinds of enjoyment.

Predicting the next chord while playing was enjoyable, like a game in itself.
This type of pleasure cannot be provided by jam sessions in which the chord
progression is fixed in advance or is determined at random.

An excerpt of the melodies played and the prediction results are shown in
Fig. 3. When the three best candidates for each note prediction were consid-
ered, the notes immediately following half of the played notes were successfully
predicted.

1 http://www.crestmuse.jp/cmx/
2 http://www.cs.waikato.ac.nz/ml/weka/
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Fig. 3. Example of performed melodies and its melody-prediction and chord-inference
results obtained using BayesianBand. The values in parentheses are the likelihoods;
the boldfaced characters represents the names of the notes that were actually played.

5 Conclusion

In this paper, we proposed a new jam session system, called BayesianBand, in
which the user and the system mutually predict each other’s performance. The
topic of human-system jam sessions based on the mutual prediction is interesting
as a target domain for research involving man-machine collaboration. In the
future, we plan to investigate through long-term experiments how humans and
systems collaboratively create music.
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Abstract. This paper describes a singing design method based on mor-
phing, the design and development of an intuitive interface to assist
morphing-based singing design. The proposed interface has a function
for real-time morphing, based on simple operation with a mouse, and
an editor to control the singing features in detail. The user is able to
enhance singing voices efficiently by using these two functions. In this
paper, we discuss the requirement for an interface to assist in morphing-
based singing design, and develope an interface to fulfill the requirement.

Keywords: Singing voice synthesis, voice morphing technique, user
interface design.

1 Introduction

Vocal manipulation is one of the most entertaining elements of computer music
processing. Above all, replacing the singing style or voice characteristics of a
singing voice with those of a professional singer has been a highly desirable
function in vocal manipulation applications.

In the field of sound synthesis study, vocal synthesis has been a major research
target, and core technologies have already been proposed [1],[2]. Commercial vo-
cal synthesizers for PCs were released once computer and media technology had
developed sufficiently, by 2005. In 2007, a vocal synthesizer, the conceptual basis
of which is a virtual animation vocalist, Hatsune Miku (Vocaloid2), was released.
As of late 2008, sales of Hatsune Miku had reached 40,000, a record-breaking
number in desktop music software sales. Amateur creators are uploading their
original songs, synthesized using Hatsune Miku, to video-sharing websites, and
some of these videos have ranked in the top 10 most viewed. Users of vocal
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synthesis software edit lyrics and melody, i.e., pitch trajectory, using an edi-
tor that resembles a music sequencer. Some vocal synthesizing software provides
functions for automatic control of delicate pitch trajectories, such as portamento
and vibrato, but users are obliged to elaborate on the pitch control parameters in
order to obtain human-sounding singing voices. This operation is so troublesome
that tools are being proposed for adjusting the parameters of vocal synthesizers
so that the output resembles human singing voices [3].

We have been developing a morphing-based singing design technology capable
of replacing the singing style or voice characteristics of a singing voice with those
of a professional singer. In this paper, we discuss technologies and interfaces that
allow the user to generate a newly synthesized voice by adjusting two morphing
rates: one for pitch changes and one for voice characteristics.

The rest of this paper is organized as follows: Section 2 presents singing
voice morphing and peripheral technology. Section 3 discusses requirements for
morphing-based singing design and the development of v.morish’09 to fulfill these
requirements. Finally, Section 4 concludes this paper.

2 Singing Design

In this section, we discuss a new parameter for use in singing design, singing voice
morphing [4], and a peripheral technology, called STRAIGHT [5]. Generally, to
facilitate understanding when we discuss singing voices, we use an example of a
well-known singer instead of talking about the fundamental frequency (F0) or
spectrum envelope. Although singing voices can be analyzed in terms of their F0
and spectrum envelope, it is difficult for us to explain the allure of the singing
voice by citing these properties. Instead, we talk about the singing style and
voice characteristics of a well-known singer. Therefore, although most vocal syn-
thesizing software has an editor to control F0 and the spectrum envelope as the
main parameters, it is difficult for creators to synthesize a desired singing voice
by controlling these parameters. Synthesizing a natural singing voice might be
simpler if the user could control a singer’s style and voice characteristics instead
of the F0 and spectrum envelope.

We propose a technique for singing voice morphing that controls singing style
and voice characteristics by morphing the user’s singing voices with a singer’s
characteristics. This technique enables the user to blend two features (singing
style and voice characteristics) independently. The morphing of two singers’
voices has also been proposed for Karaoke applications [1], but singing voice
morphing differs from such applications in that there are two control parame-
ters. A high-quality vocoder, STRAIGHT [5], is used for the singing voice anal-
ysis, morphing and synthesis. The user is able to model the singing voices by
controlling the morphing rates of the singing style and voice characteristics. Fur-
thermore, singing voice morphing also enables the user to control emotional color
by blending emotional singing voices into the user’s own singing voices.

The interface for STRAIGHT-based singing voice morphing consists of map-
ping the singing style and the voice characteristics to the horizontal and the
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Fig. 1. GUI for singing voice morphing. The horizontal axis represents the morphing
rate for the singing style. The vertical axis represents the morphing rate for the voice
characteristics.

vertical axes of a two-dimensional plane (Figure 1); the user is able to iden-
tify the morphing rates visually. This interface enables the user to reproduce
singing voices with morphing rates shown by the cursor. However, because
STRAIGHT cannot achieve real-time analysis, morphing and synthesis, the
user cannot change morphing rates during reproduction. In this paper, we use
TANDEM-STRAIGHT[6] that produces the same results that STRAIGHT does,
only much more quickly.

2.1 STRAIGHT and TANDEM-STRAIGHT

STRAIGHT, which is a vocoder system [7], analyzes a voice in terms of its
fundamental frequency (F0), spectrum envelope and aperiodicity spectrogram
(Figure 2). It is able to synthesize a voice that sounds as natural as a human
voice captured by a microphone. In singing voice morphing, F0 is represented
by the term “singing style.” The spectrum envelope and aperiodicity are repre-
sented by “voice characteristics.” General voice morphing [8] uses one control
to morph these three parameters, and singing voice morphing has two param-
eters, corresponding to singing style and voice characteristics. STRAIGHT is
incapable of real-time morphing and synthesis because they would require too
much computational power. Therefore, the interface, shown in Figure 1, can only
reproduce singing voices morphed in advance. The development of a real-time
interface based on STRAIGHT has been difficult.

TANDEM-STRAIGHT [6] produces the same results that STRAIGHT does,
only much more quickly. The problem of real-time synthesis is solved by using
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input voice

STRAIGHT analysis

synthesized voice

Transformation STRAIGHT synthesis

Fig. 2. Overview of STRAIGHT (TANDEM-STRAIGHT works the same way)

TANDEM-STRAIGHT. We have also developed a library in the C program-
ming language, so that a real-time interface might be developed for TANDEM-
STRAIGHT. This library enables us to change morphing rates in real time during
reproduction.

3 Design and Development of the Singing Design
Interface

The interface supports morphing-based singing design and provides a method
for aligning two singing voices. Most vocal synthesizing software is able to show
the results of the user’s input. Singing voice morphing must display the results of
changing morphing rates so that the user will be able to perceive the difference
in the quality caused by changing the morphing rate.

It is essential that the software include an off-line editor for editing singing
voices. Previous software incorporates an off-line editor to control each parameter
in singing design. Therefore, our interface will have an editor for controlling the
morphing rates of singing style and voice characteristics. The user will be able
to create the detailed results with this editor.

3.1 Implementation of v.morish’09

We developed v.morish’09 as an interface to fulfill the requirements described in
section 3. Figure 3 is a screenshot of v.morish’09.

In Figure 3, the left-hand side of the interface provides real-time morphing
control. The horizontal axis represents the singing style, and the vertical axis
represents the voice characteristics (here, “voice color”). With this interface,
the user can control morphing rates in real time during reproduction of the
morphed singing voice, making it possible for the user to hear the changes being
made. The right-hand side of Figure 3 shows an off-line editor for drawing the
morphing rates of the singing style and the voice characteristics. The user is
able to draw the morphing rate trajectory in detail using this off-line editor.
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A

B

Mouse cursor

Fig. 3. Screenshot of the morphing-based singing design interface v.morish’09. This
interface consists of two tools: a real-time GUI for morphing (left) and an editor for
off-line processing (right).

Additionally, v.morish’09 can reproduce the morphed singing voices as modified
by the morphing rate trajectory in the editor. Thus, the user can design singing
voices by using these two functions.

3.2 Two Procedures for the Singing Voice Design

The user designs singing voices using the real-time interface both to draw a
rough trajectory and to revise this trajectory.

Real-Time Control Using the Mouse. The movement of the cursor during
reproduction is reflected in real time by the morphed results. The change of
the morphing rate is also shown in the trajectory represented within the editor.
Therefore, detailed, real-time control is possible with this editor.

Detailed Design Using the Editor. The rough trajectory drawn in real time
can be revised with the editor. The editor also shows phoneme boundaries, pro-
viding control over the morphing rates of each phoneme. Moreover, v.morish’09
is able to reproduce the morphed singing voices according to the morphing rate
trajectory shown in the editor. The real-time interface cannot adjust the mor-
phing rate trajectory in detail and reproduce by the same trajectory. Using the
reproduction function, the user is able to reproduce the morphed singing voices
according to the same trajectory.
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3.3 Discussion

Many singing design methods and singing design interfaces have been proposed
in the past. The proposed interface is different from them in control parameters
that enable users to change singing style and voice characteristic directly. Re-
placing the singing style or voice characteristics of a singing voice with those of a
professional singer will be possible by using v.morish’09. As v.morish’09 has the
real-time control GUI and the editor to draw trajectory, the user may control
these parameters easily. Evaluation of usability is important future work.

4 Concluding Remark

In this paper, we discussed the requirements for morphing-based singing design,
and proposed the interface v.morish’09 as a support tool of for morphing-based
singing design. Our v.morish’09 enables users to control the singing style and voice
characteristic directly. The evaluation of usability of v.morish’09 is important
future work.
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project, conducted by the Japan Science and Technology Agency (JST) and a
grant-in-aid for young scientists (Start-up) 20800062.
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Abstract. As is well-known, cultures are rooted in their unique regions, histories 
and languages. Communication media have been developed to circulate these cul-
tural characteristics. As a part of our research “Cultural Computing”, which means 
the translation of cultures using scientific methods representing essential aspects of 
Japanese culture[1], an interactive Renku poem generation supporting system was 
developed to study the reproduction of a traditional Japanese Renku by computer. 
This system extended the functionality of our previous Hitch-Haiku system to the 
Renku based on same association method and attached more cultural characteristics 
on it: the Renku verse displayed on the Japanese-style color pattern which repre-
sents the same season in Renku Kigo (seasonal reference) and the generated Renku 
verse including the information of sightseeing place. 

Keywords: Haiku, Renku, Renku generation, Interactive art, Association. 

1   Introduction 

Haiku is a Japanese traditional poem style with minimal length of seventeen syllables 
(in Japanese) in three metrical phrases including a seasonal word called “Kigo.” The 
original form of Haiku was called Hokku and in the late 19th century Shiki Masaoka 
revised it and finally established the present form of Haiku [3]. Haiku include various 
imaginative expressions and thus has been applauded by many people. Haiku is a 
story that generates context - the shortest story in the world. Known as the first great 
Haiku poet in the Japanese history, Matsuo Basho is responsible for “Oku No Ho-
somichi”, a prime example of his work [4].  

In 1959, Theo Lutz developed a system of a poem generation for the first time [5]. 
The system only showed words at random on grammatical rule, and could not generate 
a poem with user’s interactions. In 1971, for the first time Masterman developed the 
generation system of a Haiku[6]. By rearranging the words which users chose from the 
pull down menu in the interaction process the system generates a Haiku. However, in 
these interactions, users could input only a few limited words into the system. 
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In the field of Interactive Art or Game, the quality of contents is important, like 
“Passage Sets / One Pulls Pivots at the Tip of the Tongue” by Bill Seaman [7], and 
“An Anecdoted Archive from cold War” by George Legrady[8]. But from technolo-
gies viewpoint, only simple techniques have been used. On the other hands, in the 
field of AI, many researchers and developers have been using various kinds of tech-
niques to find some relations among input words/phrases by users and to compose 
answers in relation to these inputs [9]. These techniques have been often used, be-
cause using one of these techniques they can develop an interactive system that can 
achieve relatively interesting interactions. But the relations they try to find out and 
they try to use in their systems are static, and the quality of their interactions have 
been mostly dependent on the quality of the relations given beforehand. 

Based on his long carrier and an editor and a philosopher, Matsuoka defined four 
several basic forms called “Thoughtforms,” as basic form of relations among things 
[10]. As the “Thoughtforms” can work as the basic method to re-construct interesting 
relations among words and enable to generate better Haiku, Tosa applied the tech-
nique to develop an interactive system, “Hitch Haiku”, which supports a user for 
composing a Haiku [11]. The user only need to input some words into the system, and 
the system can compose phrases consisting of five-seven-five syllables which most fit 
to the user inputs. The system is called Hitch Haiku as it generates a Haiku “hitching” 
the phrases chosen based on the user inputs. 

In order to extend this Hitch Haiku system and apply it to wider field, we adopt the 
success of the previous system, that is, generation of better quality Haiku using asso-
ciation method, and use more cultural features to develop a new interactive Renku 
composition supporting system which is applied for the Kyoto sightseeing navigation 
system. 

2   Concept 

The new Hitch Haiku system is designed to be a Renku composition supporting sub-
system applied in the sightseeing navigation system which is based on our previous 
Hitch Haiku system, an interactive Haiku generation supporting system. Compared 
with the old Hitch Haiku system, there are three unique features in our new Hitch 
Haiku system: 

(1) To generate Renku verse using searching and association method, the latter is the 
major point to get the better quality of Renku verse 

The rules of Renku is much more restricted and complicated than those of 
Haiku, especially the limitation usage of Kireji in Renku creation. Based on the 
experience from previous experiment that the quality of the Haiku generated de-
pends on the sensitivity of the user input words, we give up the steps of attaching 
Kireji to user input words to generate the phrases and try to generate the phrases 
of Renku verse in the way like human done, i.e., create the haiku phrase by the 
meaning of previous generated phrase and new keyword which can correspond to 
the previous generated phrase. 

(2) During the generation of Renku verse, optionally we applied the Haiku thesaurus 
words related to the sightseeing place. Thus, it is possible to include the features 
of the specific sightseeing place into the Renku verse. 
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(3) To show generated Renku verse on the Japanese-style color pattern, and further-
more, the selection of background color pattern is based on the representative 
season which corresponds to the Kigo of the generated Renku verse. Therefore, 
the user can feel the cultural characteristics not only from the phrases of Renku 
verse but also from the background color pattern which is also harmonious to the 
Renku verse. 

By adding above features into our new Hitch Haiku system, we hope that the generated 
Renku verse and display style can show users more cultural characteristics. 

3   Process of Generation 

The Renku generation procedure in our new system is the process shown in follows 
(Fig.1). In details, the system works in the following steps: 

(1) A user input his or her two favorite words (or phrases) in a text box of the Hokku 
(the first Haiku of the Renku) input webpage and select the sightseeing place in 
the Kyoto city from a optional selection box which including the most famous 
110 hot spots of this city using mobile phone. 

(2) The system searches the Haiku phrase databases both with and without Kigo and 
found out the phrases including one of the user input word and randomly select 
one. For Hokku, the system will do a special selection procedure: prior to select 
the phrase with Kireji. For the other Renku verses, because the Kirejis are forbid-
den, the system will select the phrase without any Kireji. 

(3) In the other hand, the system searches the Haiku thesaurus word related to the 
user chosen sightseeing place. This Haiku thesaurus word will be used in the later 
Renku phrase generation. 

(4) Once the first phrase was selected, a syntactic analysis for this phrase is carried out in 
the web server and the basic forms of noun or verb from each phrase are extracted. 

(5) Then the system apply the elemental words of first phrase and the rest one of user in-
put words to generate the second phrase of Renku verse by using association method. 
More in details, the system searches the words associated with the above elemental 
words and user input word, and extract the phrases including the association words 
from six types of databases in the system, which are Haiku thesaurus, Kigo thesaurus, 
idiom thesaurus, case frame of onomatopoeia, thesaurus, and case frame. 

Furthermore, the system scores all phrases by weight: Haiku thesaurus is 3, 
Kigo thesaurus is 3, idiom thesaurus is 3, case frame of onomatopoeia is 3, the-
saurus is 3, case frame is 1, user’s relation is 5. If a phrase includes two or more 
association words, the system sums the weight respectively. The system chooses 
one of the phrases with the highest weight. 

(6) After generation the second phrase of Renku verse, the similar steps to (4) and (5) 
are executed again. The difference is this time, the system use the elemental 
words from the second phrase of Renku verse and the Haiku thesaurus word to do 
the association. 

(7) Finally, the system “hitches” these three phrases to create the Renku verse. Obvi-
ously, the difference between old Hitch Haiku system and the new one is that the 
new system “hitches” phrases internally and natively. 
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Fig. 1. Flowchart of Haiku generation algorithm 

4   Database 

In our new Hitch Haiku system, six types of databases, which are case frame database 
(about 31,000 records), thesaurus database (about 32,000 records), Haiku thesaurus 
database (about 2,500 records), Kigo thesaurus database (about 13,000), idiom thesau-
rus database (about 1,300 records) and the database of Case frame of onomatopoeia 
(about 8,800 records) are remained. But considering the requirements to generate 
Renku verse, for examples, the verse to describe the moon or flower in the specific 
season, we added more such information into these databases. 

Furthermore, we added new Haiku thesaurus database for the sightseeing places in 
Kyoto city to show more local cultural background and local Haiku information which 
can integrate new Hitch Haiku system tightly to the sightseeing navigation system. 

5   Interaction Example 

With illustration figures listed below, we explain the abstract of usage of our system: 

(1) A user log in the Hitch Haiku system with ID number (Fig.2). 
(2) The user can select one of the functionalities provided by Hitch Haiku system by 

press the corresponding button (Fig. 3). 
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(3) The user inputs the two favorite words into text boxes and chooses the hot spot 
from 110 famous sightseeing places in Kyoto city (Fig. 4). 

(4) After the button “Send” was pressed, the system accepts the inputs from user and 
shows the auto-generated Haiku phrases on a typical Japanese-style color pattern 
which represents the same season described in Haiku Kigo. (Fig.5). 

(5) If the user does not like the auto-generated Haiku, the user can choose regenera-
tion with same inputs by pressing “Retry” button or do the modification by him-
self / herself. 

(6) If the user satisfies with the generated Haiku, the user can press “Ok” button, so that 
the system will save the result into user-note database and show the representative 
photo of the sightseeing place chosen by the user with address information (Fig. 6). 

   

Fig. 2. Interface of user login Fig. 3. Selection of function-
ality provided by Hitch Haiku 
System 

Fig. 4. Input the favorite 
two words and choose the 
spot place of sightseeing 
place in Kyoto 

   

Fig. 5. Generated haiku phrases 
on a Japanese-style picture 

Fig. 6. Representative photo 
of user chosen place 

Fig. 7. An example show 
the ruby for some phrase 
difficult to read 



196 X. Wu, N. Tosa, and R. Nakatsu 

 

6   Conclusion 

A new interactive Renku generation support system has been developed to help user 
enjoy the sightseeing in Kyoto city by using mobile phone, which is based on our 
previous interactive Haiku composition support system – Hitch Haiku. The theme of 
both researches is cultural computing. In order to get the better quality of Renku 
verses, we abandon the Kireji attachment step in the old Hitch Haiku system and 
mainly apply the association method to hitch the meaning of adjunct phrase tightly. In 
the other hand, to improve the cultural characteristics representation, the new Hitch 
Haiku system apply the Haiku thesaurus word to generate the Renku phrase so that 
the generated phrase can embed the feature of user chosen sightseeing place. More-
over, the new system adopts the Japanese-style color pattern as the background to 
show the auto-generated Renku verse to enhance the visual effect. In particular, the 
season that the selected color pattern represented is consentient to the Kigo of the 
generated Renku verse. 
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Abstract. In this paper the authors evaluate Chevron’s Energyville, as an ex-
ample of a persuasive technology, which is used to change attitudes and behav-
iours. The authors want to explore thissimulation in terms of it’s potential to be 
transplanted as a persuasive technology into the South African context, given 
the fact that South Africa is experiencing an energy crisis currently and will 
continue to do so in the foreseeable future.  

Keywords: Persuasive Technology, Energy, Energyville, Captology, Persuasion, 
Interactive Technologies, Serious Gaming. 

1   Introduction 

This paper investigates whether a web-based simulation, called Energyville, can be 
used as a persuasive technology to increase peoples’ awareness of the impacts of 
using various sources of energy. Energyville has been designed from a developed 
country context but the authors want to investigate whether and how it can be used as 
a persuasive technology in a developing country context. Given the well documented 
energy crisis currently influencing South Africa, the authors have chosen this country 
as the basis for their research. 

2   Definition of Persuasive Technology 

Persuasive technology is defined as “an interactive technology that changes a person’s 
attitudes or behaviours.” (Fogg, 1998). Attitudes or behaviours concerning education, 
personal relationships, fitness, environmental conservation, occupational productivity, 
personal management & self improvement, personal finance, safety, commerce: buy-
ing & branding, preventative healthcare, disease management and community in-
volvement/activism are some but by no means all of the attitudes and behaviours that 
can besubjected to persuasive technologies. 

The study of interactive technologies as persuasive technology is called Captology 
(Fogg, 1998) and includes the design, research, and analysis of interactive computing 
products created for the purpose of changing people's attitudes or behaviours. Accord-
ing to Oinas-Kukkonen et al. (2008), the majority of persuasive technology research 
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focuses on interactive technologies, such as computer games and mobile devices. The 
focus of the author’s researchis on computer games as a persuasive technology. 

One of the ways in which interactive technologies can function is as a medium 
(Fogg, 2002), where these technologies can use both interactivity and narrative to 
create persuasive experiences that support rehearsing a behaviour, empathizing, or 
exploring causal relationships. An example here is serious games because players can 
explore cause-and-effect relationships, as well as providing them with motivating 
experiences (through reward) and by practising real-world behaviour.  

An example of such a persuasive technology is a virtual on-line simulation game 
called America’s Army, which was designed to persuade American citizens to join  
the Army. It provides the user (person) with an idea of what it would be like to be in 
the Army, including the various roles (eg: medic, soldier) that are required as well as 
the different types of activities that take place (eg: from training to combat). A player 
can progress through the game by undergoing training and completing missions which 
allow him/her to move onto the next level (rank). There are currently over 9 million 
active users of the game which indicates the extent of the potential reach and impact 
that it can have. 

Persuasive technology is based on six key principles, which are defined as follows: 

    The Principle of Cause and Effect: Simulations can persuade people to change 
their attitudes or behaviours by enabling them to observe immediately the link 
between cause and effects (Fogg, 2002). 

    The Principle of Social Learning: People will be more motivated to perform  
a target behaviour if they can use computing technology to observe others  
performing the target behaviour and being rewarded for it (Fogg, 2002). 

   The Principle of Suggestion: A computing technology will have greater persua-
sive power if it offers suggestions at opportune moments (Fogg, 2002). 

    The Principle of Tunnelling: Using computing technology to guide users through 
a process or experience provides opportunities to persuade along the way (Fogg, 
2002). 

   The Principle of Virtual Rewards: Computer simulations that reward target be-
haviours in a virtual world can influence people to perform the target behaviour 
in the real world (Fogg, 2002). 

   The Principle of Tailoring: Information provided by computing technology will 
be more persuasive if it is tailored to the individual’s needs, interests, personality, 
usage context, or other factors relevant to the individual (Fogg, 2002).  

When applying these principles to America’s Army, the finding is that the game can be 
classified as a persuasive technology as its purpose is to persuade based strongly on the 
principles of social learning and virtual rewards. This is because the player is rewarded 
during the course of the game as his/her skill level increases by being allocated to 
special assignments during which they have the opportunity to engage with other play-
ers to perform a specific task, which provides the social learning component. 

3   Synopsis of Engergyville as a Persuasive Technology  

In September 2007, Chevron Corporation and the Economist Group, launched a web-
based interactive simulation game called Energyville. The purpose of Energyville is 
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to raise awareness amongst global energy users of the impact of utilising various 
types of energy, namely: biomass, coal, hydro, natural gas, nuclear, petroleum, solar 
and wind. The impact includes: 

 The Economic Impact 
 The Environmental Impact 
 The Security Impact 

The game is based on an industrialised, developed country context where users are 
challenged to provide power to a city until 2030. When applying the principles of 
persuasive technology to Energyville the authors found the following: 

    The Principle of Cause and Effect: Energyville does conform to this principle as 
it shows users the immediate impact (ie: effect) of using (ie: cause) different 
types of energy. 

    The Principle of Social Learning: Energyville does not conform to this principle 
as users are not able to observe others and the associated rewards. 

    The Principle of Suggestion: Energyville does not conform to this principle as the 
game does not provide any suggestions or hints. 

   The Principle of Tunnelling: Energyville does conform to this principle as users 
are provided with useful information regarding the different sources of energy 
during the course of the game in order to persuade them. 

   The Principle of Virtual Rewards: Energyville does conform to this principle as 
a user is allocated a point score and given a ranking. 

   The Principle of Tailoring: Energyville does not conform to this principle as there 
is no mechanism for customising it to users’ specific circumstances. 

Based on the findings above, the authors are of the opinion that Energyville can be 
classified as a persuasive technology. This is because the technology, in this  
case being a computer game, was specifically designed for the purpose of increasing 
people's awareness of the impact of using various types of energy, and in doing so, 
hopefully persuading them to change their behaviour in terms of energy consumption.  

4   The Energy Crisis in South Africa  

The Energyville game, as stated above, has been tailored to a developed country con-
text, and furthermore one which uses various futuristic technologies (in terms of the 
games content). South Africa, on which the authors would like to focus, as a country 
with a less developed energy infrastructure and technology base, is perhaps even more 
at risk in terms of energy issues.  

The electricity supply in South Africa is managed by the para-statal company 
Eskom Holdings Limited, under the auspices of the Minister of Public Enterprises. 
Eskom uses primarily coal power stations with one nuclear power station situated at 
Koeberg in the Western Cape. 

In the early years of the new millennium, South Africa’s relatively rapid economic 
development, plus various other factors have resulted in a much higher demand for 
energy, especially in the industrial and commercial sectors. Due to this higher demand 
South Africa has been experiencing an energy crisis, impacting especially hard on the 
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mining industry in South Africa, which is one of the largest industries in the country. 
As stated below by the Eskom website, by 2010 the energy crisis will be having a 
drastic impact on the South African economy and life in general: 

“South Africa’s marked economic growth in recent years has propelled electric-
ity peak demand to rise at around 4% a year in a high growth scenario (Eskom 
Integrated Strategic Electricity Plan). Consequently, unless something is done, 
by 2007 peak-period demand will exceed Eskom’s ability to supply electricity 
during these periods, and by 2010 additional base load capacity will be  
required.” (Eskom website). 

Especially with the 2010 Soccer World Cup being held in South Africa the issue of 
electricity demand is a crucial priority for the country. The need to provide adequate 
electricity now and in the future is one of the major challenges facing South Africa in 
the coming years.  

One attempt at alleviating the demand for energy, and thus reducing the impact of 
the energy crisis, is a voluntary conservation campaign. The idea behind this campaign, 
called Power Alert, is to provide warnings as to the consumption levels of electricity 
over local television stations during peak times. The belief is that alerting the popula-
tion to the amount of energy they were using would result in unnecessary power usage, 
e.g. extra lights or appliances left on, being voluntarily curtailed. Further detail is  
provided by the Eskom website: 

“The principle is simple, yet effective. Over three months, a series of four colour-
coded messages were broadcast during the evening peak demand period, keeping 
customers updated on the network status. With the colour-coding came a call to 
action to switch off certain categories of household appliances, depending on the 
state of the network (shown in Figure 1 below).” (Eskom Website). 

  

    

Fig. 1. Colour-Coded Warning Messages (Adapted from Eskom Website) 
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This method of alerting the populace of South Africa has shown marked improvement 
in energy consumption and usage. One example of this is the increased awareness as 
shown below: 

“DSM’s (Demand Side Management) successful marketing efforts saw a 10% 
increase in initial awareness levels among all target markets over 12 consecutive 
months.” (Eksom Website) (Author’s italics). 

Another example is an increase in the savings of used electricity: 

“DSM management again exceeded the 2005 target, realising savings of 171 MW 
implemented, with energy efficiency contributing 116 MW towards the 171 MW 
achieved, significantly reducing greenhouse gas emissions.” (Eskom Website). 

5   The Energy Crisis in South Africa  

The Energyville game, being a web-based flash game, is targeted at a developed con-
text or country, where widespread internet access allows a large proportion of society 
to be potential impacted by the game. South Africa is generally classified as a devel-
oping country, especially in terms of its ICT (Information and Communications 
Technology) infrastructure. One example of this is the vast difference in internet 
penetration as shown by the table below:  

Table 1. Internet Penetration Statistics (Adapted from Internet World Stats website)  

Region Percentage 

South Africa 10.5 % 

North America 73.6 % 

Europe 48.1% 

This disparity in terms of ICT can be the cause of various communications problems 
for the society at large in a developing country. This hinders the ability of the govern-
ment to communicate with its citizens and thus impacts on its ability to affect change: 

“Finally, at the regional and global level, developing countries often have lim-
ited ability to shape trends, processes and practices that affect their economy 
and society.” (McNamara: 2003). 

This means that a persuasive technology such as Energyville, in its current format, 
might be limited in changing the energy habits of the South African citizenry and an 
adapted version is required. 

6   A Persuasive Technology Proposal  

TAs previously stated the Energyville game, in terms of the six principles of Persua-
sive Technologies, is not tailored to a South African context, both in terms of the 
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internet capabilities (as mentioned previously) and the types of energy sources and 
uses in South Africa. 

The authors believe that a persuasive technology, such as the Energyville game, 
but with appropriate changes to context and content, can be used to improve the 
awareness levels in South Africa to the effects of the energy crisis. Some possible 
context related changes could be to include new areas into the city the user has to 
manage that correspond more accurately with the South African context, e.g. informal 
settlements. Also, seeing as the simulation should focus more on energy consumption 
than production, the game could allow the user to adjust certain energy using habits in 
the virtual city and observe their effects. If the general populace were more aware of 
the effect that their energy saving habits could have on the electricity consumption as 
a whole, they will be more likely to adapt or improve their energy consumption hab-
its. Added to this, if the game used similar visual cues, e.g. the “dials” mentioned 
previously, the players of the game will be able to connect the cause and effects 
within the game with cause and effects in real life. 

Furthermore, with the high mobile phone penetration in South Africa, estimated at 
more than 90% of the population, a mobile based version of this game could have a 
much higher impact than a purely web based version. A mobile version could also 
have opportunities for adding Social Learning elements to the game. 

7   Conclusion 

In this paper the author's explore the possibility of applying a persuasive technology, 
more specifically an online simulation game called Energyville, which was designed 
from a developed world context to change attitudes and behaviours with regards to 
energy usage and it's three-fold impact, to help alleviate the current energy crisis 
being experienced in South Africa. The authors evaluated Energyville as a potential 
persuasive technology, and while it is sufficient for use in a developed context, the 
authors feel that medium will have to be tailored to the developing context in South 
Africa, in order to make it truly persuasive. Given the low internet penetration rates in 
South Africa, the authors propose using mobile technology as one possible alterna-
tive, due to the high mobile device penetration rate. This would alleviate the need for 
extensive training, as well as infrastructure investment, because users are already 
familiar with the technology and the mobile infrastructure already exists. 
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Abstract. In this paper we propose four models of unmanned blimps: Robots, 
Pets, Agents, and Puppets, according to whether they are autonomous or not 
and whether they are shown to people or not. Robots and Pets are autonomous 
and Agents and Puppets are not autonomous. Robots and Agents are shown to 
people and Pets and Puppets are not shown to people. Based on these models, 
we approach toward interactive blimps as puppets, which visualize perform-
ances from people to people with real time effects and motions. We imple-
mented prototype applications where people could make performances through 
controls of the blimp’s light effects and flight motions with voice via mobile 
phones and a physical controller. We organized observations of these proto-
types at a laboratory experiment and demo exhibitions. We also discuss our 
models based on spectators’ experience. 

Keywords: Blimp, Airship, Performance, Interaction, Art, Installation. 

1   Introduction 

Unmanned blimps have been utilized in various fields such as hobbies, arts [1,5,7,14], 
science [11], and mass communications [8, 9]. Aerial Do-It-Yourself (DIY) projects 
are also spreading [2], which would make unmanned blimps more familiar and diver-
sified. Blimps have following features compared with other aerial vehicles. First, 
blimps could fly at slow speed. Second, blimps are soft and collision between small 
blimps and people is not so dangerous. Third, the envelopes could be customized as 
canvas. These features make it easy to utilize blimps in various ways in daily life.  

In this paper we propose four models of unmanned blimps: Robots, Pets, Agents, 
and Puppets, according to whether they are autonomous or not and whether they are 
shown to people or not. Based on these models, we approach toward interactive 
blimps as puppets, which visualize performances from people to people with real time 
effects and motions.  

2   Robots, Pets, Agents, Puppets 

We propose four models of unmanned blimps: Robots, Pets, Agents, and Puppets. We 
first divide unmanned blimps into two groups according to whether they are autonomous  
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Table 1. Robots, Pets, Agents, Puppets 

Unmanned Blimps

Autonomous Not Autonomous

Not Shown to People Shown to People Not Shown to People Shown to People

ROBOTS PETS AGENTS PUPPETS

 

or not. Then we propose two models for each group according to whether they are shown 
to people or not. In these models, we define two roles of people: Operators, who pilot 
and control the blimps, and Spectators, who observe the blimps. 

Robots. Robots are blimps that are autonomous and not shown to people. The blimps 
do their own jobs by themselves like industrial robots. 

Blimps used as antennas or weather observers are classified as robots. 

Pets. Pets are blimps that are autonomous and shown to people. Spectators observe 
and enjoy the blimps’ flight motions as they enjoy seeing animals. 

Autonomous Light Air Vessels (ALAVs) is a project where blimps are designed to 
flock each other or to roam for lights [1]. Blubber Bot is a DIY kit version of the 
ALAVs. Alan Kay’s blimp in Vivarium project flies autonomously following a flash-
light. Kawamura’s entertainment blimp is controlled to hover and make several mo-
tions triggered by people’s handclaps [6]. Ardublimp and Blimpduino are DIY 
autonomous blimps that fly around the ground beacons [2]. These blimps are classified 
as pets. 

Agents. Agents are blimps that are not autonomous and not shown to people. 
Operators control the blimps for their own purposes as business clients have agencies 
execute their own jobs. Spectators do not concern with these activities.  

“PRoP: Personal Roving Presence” by Paulos and Canny is a project where people 
remotely control blimps equipped with cameras and microphones through Internet to 
feel as if they were on board [11]. Floating Eye is an installation where people wear-
ing head-mounted displays see wide-angle images captured by the blimp floating in 
the air [5]. "Naked Bandit/here, not here/white sovereign" is Knowbotic Research’s 
installation where people control a blimp using a physical controller to attack targets 
with it [7]. Radio-Controlled (RC) toy blimps are controlled by operators and their 
purposes are the controls itself. These blimps are classified as agents. 

Puppets. Puppets are blimps that are not autonomous and shown to people. Operators 
control the blimps to make performances to spectators as puppeteers animate puppets 
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to make performances to spectators. Additional visual effects (e.g., light illuminations, 
graphic images, and videos) would play important roles for the performances.  

Advertising or broadcasting blimps (e.g., Lightship [8]) are classified as puppets in 
that they are piloted and visualize representations from clients to customers. However, 
these representations with static images or programmed videos do not react to opera-
tors in real time. We approach toward interactive blimps as puppets that visualize 
performances reacting to operators in real time. 

3   Designing Interactive Blimps as Puppets through Prototyping 

As examples of interactive blimps as puppets, we implemented two prototype applica-
tions. One is participative performance, where the public control and observe the 
blimps. The other is show performance, where a skilled operator controls the blimp in 
front of spectators. This section explains our platform system and these applications. 
We also describe the observations of them. 

Platform System. Our platform system consists of a blimp, wireless communication 
modems, and OSC-Serial Translator. We built indoor blimps equipped with three 
propeller motors (two for horizontal movement and one for vertical movement) and 
Light-Emitting Diodes (LEDs), which realize 3D motions and full-color light effects. 
We implemented fuzzy control systems for stabile flight motions [10]. The latest 
blimp is 1.15m long and the total weight is 220g. We utilized Arduino as the micro 
controller on board and XBee as the wireless communication modems. We employed 
Open Sound Control (OSC) protocol for internal communication between the 
platform system and applications’ interfaces. OSC-Serial Translator translates the 
OSC messages into serial messages to communicate with the blimp. 

Participative Performance. In participative performance the public control and 
observe the blimps. In our prototype application, they control the blimp’s motions and  

 

 

Fig. 1. Configuration Fig. 2. Blimp 
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light effects with voice via mobile phones. Voice via mobile phones is advantageous 
as an interface for the public in that it does not require special preparations. It also 
enables them to control and watch the blimp simultaneously. We employed volume, 
pitch transitions [4], filled pauses (i.e., continuous voice like “Ahhh”) [3] and word 
recognition as the vocal interfaces. Audio Processor analyzes incoming voice from 
mobile phones via Skype. The horizontal movement is controlled with combination of 
word recognition and the filled pauses. For example, people say, “Go, Ahhh”, then 
the blimp goes straight during “Ahhh”. The vertical movement (up/down) represents 
the pitch transitions of the voice (upward/downward). Brightness of the LEDs 
represents the volume of the voice. Color of the LEDs represents the pitch transitions. 
When the pitch of the voice is going up/down, the light tinges with green/red. 

Show Performance. In show performance a skilled operator controls the blimp in 
front of spectators. In our prototype application, the operator control the blimp’s 
motions and light effects with a physical controller. A physical controller is 
advantageous for complex controls such as those to music or dance because of the 
ability in numerical and prompt manipulations. We utilized sliders and buttons of a 
MIDI keyboard as the physical controller. Max/MSP translates the MIDI messages 
into OSC messages. The horizontal flight modes such as “Go Straight”, “Spin”, or 
“Right”, and the vertical movement are switched with buttons. Brightness of the each 
color was controlled with sliders. Automatic light effects such as flash and oscillation 
are also programmed and switched with buttons.  

Observations. We organized a laboratory experiment in a dim high-ceiling room. For 
observation of the participative performance application, two persons participated 
with their mobile phones. The vertical movement and the light effects well 
represented the participants’ vocal controls. However, the participants had difficulties 
in controlling the blimp’s horizontal movement with word commands because the 
voice through the system included noises and latency. For observation of the show 
performance application, one of the authors made a musical performance with the 
blimp. Kinds of motions such as circular flight, slow swing, and hovering and full-
color light effects could represent the musical tunes. We also introduced our 
participative performance application in demo exhibitions at Make: Tokyo Meeting 
02 (MTM 02, http://www.oreilly.co.jp/mtm/02/) and the Workshop on Media Arts, 
Science, and Technology (MAST) [13]. In MTM 02, more than 120 persons including 
children experienced controls of only light effects using voice. It was easy to learn 
and enjoyable for both adults and children. In MAST, more than 25 persons 
experienced the controls of the flight motions and light effects using voice. They 
enjoyed the exhibition while they had difficulties in controlling vertical and horizontal 
movements in balance. Light effects represented the volume and the pitch transitions. 
Through these observations, we recognized that verbal interfaces are not suitable for 
flight motions, which requires controls of multiple parameters. In both of flight 
motions and light effects, simpler effects work well in the participative performance 
and more complex effects work well in the show performance. 
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4   Discussion 

In this section, we would like to discuss the differences between our four models 
based on the taxonomy proposed by Reeves et al [12]. The goal of this taxonomy is 
designing the spectators’ experience according to how they hide or reveal manipula-
tions and effects in interaction. Manipulations are the actions carried out by the per-
formers (operators). Effects are the results of these manipulations. Figure 3 is the 
classification of unmanned blimps mentioned in the former sections.  

Blimps as puppets are characterized with amplified visual effects. Manipulations in 
our participative performance are revealed because the public behave as both opera-
tors and spectators. Manipulations in our show performance are partially hidden be-
cause the spectators could see only rough motions of the operators. Manipulations in 
Lightship and Advertising Blimp are hidden because the spectators could not see the 
advertisers or broadcasters.  

Blimps as pets are characterized with revealed effects, which means that spectators 
observe the blimps’ flight itself but no amplified effects, and hidden or partially hidden 
manipulations caused by autonomous operations. Manipulations in Vivarium, Kawa-
mura’s Blimp, ALAV, and Blubber Bot are partially revealed because they operate 
autonomously but the spectators could affect them. Manipulations in Ardublimp and 
Blimpduino are hidden because they could not be affected by spectators.  

Blimps as agents are characterized with transformed or hidden effects. In Toy RC 
Blimp and Naked Bandit, effects are transformed because the spectators could ob-
serve the blimps and the operators but they could not experience the controls that the 
operators experience. Manipulations of these projects are partially hidden because 
spectators could not see details of the controls. In Floating Eye and PRoP, effects are 
hidden because the spectators could not see the images that operators see. Manipula-
tions in Floating Eye are revealed because the spectators could observe the controls of 
the operators. Manipulations in PRoP are hidden because the operators control the 
blimp remotely in distant places.  

Blimps as robots are characterized with hidden effects and hidden manipulations. It 
is because the spectators could not see the blimps themselves. 

 

Fig. 3. Classification based on Spectators’ Experience 
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5   Conclusion and Future Work 

In this paper we proposed four models of unmanned blimps: Robots, Pets, Agents, and 
Puppets, and described our approach toward interactive blimps as puppets. Interactive 
blimps as puppets visualize operators’ performances to spectators with real time ef-
fects and motions. As examples of interactive blimps as puppets, we implemented two 
prototype applications: participative performance and show performance. In the for-
mer, the public control the blimp with voice via mobile phones. In the latter, a skilled 
operator controls the blimp with a physical controller. In both applications the blimp 
visualize the performances with its full-color light effects and 3D motions. Through 
observations of the prototypes in a laboratory experiment and demo exhibitions, we 
recognized that simpler effects work well in the participative performance and more 
complex effects work well in the show performance. Our next interests are in interac-
tion between multiple blimps and people. Multiple blimps could not only interact  
with each participant but also illuminate and direct the whole space. This kind of 
interaction would produce new performances in the air. 
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Abstract. Creativity is an important activity in many professional and leisure 
domains. This article presents a first step towards a system which will provide a 
set of tools for enhancing the individual creative abilities of the user in a design 
task. We have identified aspects which are characterise individual creativity: 
motivation, domain knowledge, externalization, inspiration and analogies, and 
requirements handling. Based on these aspects we have defined requirements 
and suggest associated system functionalities.  

1   Introduction 

In both our personal and professional lives creativity plays an important role. Some 
domains, such as art, are more closely associated with creativity than others. Never-
theless, finding creative solutions to problems is a common activity in many work 
situations. One domain that requires a creative approach is design, for example the 
design of physical objects, such as mobile devices, or less tangible objects such as 
web sites.  

Previous work on using computers for supporting creativity has largely focused on 
either supporting group creativity ([4], [7], [14]) or has attempted to build systems 
that are inherently creative themselves ([10], [12], [15]). Unfortunately, there has 
been little work on supporting an individual’s creativity for professional tasks. Misue 
and Tanaka [11] focus on the early stage of the creative process and have developed a 
pen and paper device that allows users to express their ideas and reconfigure sketches 
and concepts. Kules [9] examines how search engines can be used to support creativ-
ity. Pachet [13] proposes Interactive Musical Reflective Systems to support creativity. 
In these systems users explore their own musical style by teaching it to the system. 

Despite these attempts tools for supporting individual creativity in the task of design 
are rare. The ultimate goal of our work is to develop a system to support individual 
human creativity. In this paper we define requirements for such a system. Section 2 
describes the core aspects that characterise individual creativity. Section 3 addresses 
the specific task of design. Section 4 discusses the desired functionalities of a support 
tool. Section 5 concludes with a discussion.  
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2   Supporting Individual Creativity 

Creativity is an abstract notion that is hard to define. In this section we describe  
aspects that have been identified as being necessary preconditions for creativity. 

2.1   Motivation 

Motivation is a crucial aspect of creativity. It describes both the intrinsic and extrinsic 
reasons that lead to the engagement of the individual in a task. Intrinsic motivation 
occurs when an individual engages in an activity without an obvious external incen-
tive, whereas extrinsic motivation is linked to some external incentive, such as 
money. Intrinsic motivation, in particular, has been shown to encourage creativity. It 
leads to curiosity and the readiness to take risks in deriving the solution [8]. Both of 
these factors increase the probability of creative results.  

Intrinsic motivation is a precursor to the “flow experience” which is a mental state 
where a person is fully immersed in an activity and has a feeling of success in the 
process of that activity [3]. The flow experience is essential to the creative process 
and is characterised by four points: at each moment the goal of the individual engaged 
in the activity is clear; each action results in an immediate reaction; the difficulty of 
the task and the skills of the individual are balanced; focus on the task excluding all 
external distractions.  

2.2   Domain Knowledge 

Knowledge of the domain is needed during the three main phases of the creative 
process: the preparation phase, the idea generation phase, and the validation phase. 
An understanding of the problem is constructed during the preparation phase where a 
sound knowledge of the domain and associated skills are crucial to creativity ([2], 
[16]). The idea generation phase is characterised by the occurrence of insights. An 
insight is the recognition of a new relationship or re-organization of knowledge and 
leads to new ideas regarding the problem solution. The occurrence of insights is im-
possible without domain knowledge [8]. The validation phase concerns judging the 
appropriateness of the creative solution in terms of its novelty and adaptability to  
a situation. This requires knowledge of what already exists in the domain and the 
intended environment [2]. 

2.3   Externalisation 

Externalisation is the expression of thoughts or ideas in a form outside the physical 
boundary of the mind, e.g., by making notes or sketches. Externalisation is a way to 
extend the cognitive functions of the brain [8]. It helps to understand the problem and 
to produce new ideas by constructing or changing the mental representation of the 
problem. Externalisation also helps to organise and integrate information [11] and 
identify missing data. In the preparation phase externalisations are the first step to-
wards a concrete representation of the problem [5]. In the idea generation phase, pos-
sible solutions are externalised in order to produce new insights or to elaborate ideas.  
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3   Creativity Support in Design 

Design concerns defining the characteristics of an object or procedure so that it is 
adapted to a set of constraints [2]. Gero describes three types of design [6]. Routine 
designs are a small subset of the design solution space and are found by applying 
“good design practice” to define further constraints. Innovative designs are obtained if 
some variables in the design have unusual values. Creative designs lie outside the 
original search space. Boden’s notions of p-creativity (psychological creativity) and 
h-creativity (historical creativity) can be translated into this model [1]. A result in-
volves p-creativity if it is novel to the person who created the object, whereas h-
creativity results in something that is novel to society. A p-creative design lies outside 
of one particular designer’s design space whereas a h-creative design lies outside of 
all designers’ design spaces. Finally, s-creativity (situated creativity) occurs when the 
result of a creative process contains unexpected ideas and the design lies outside of 
the initial design space of the problem [6].  

3.1   Inspiration and Analogies 

Obtaining inspiration and making analogies are valuables processes in creative design 
[2]. Sources of inspiration give us a better understanding of the problem and can in-
troduce additional problem constraints. Presenting sources of inspiration appears to 
stimulate the search for analogies. Designers who have been confronted with possible 
analogies during the preparation phase tend to evoke more and a greater variety of 
sources than designers who have not been faced with possible sources of inspiration.  

3.2   Requirements Handling 

Requirements define the properties that a design solution must possess. Defining 
additional requirements reduces the space of possible design solutions and makes the 
solution more precise.  

There are four kinds of requirements in the design domain [2]. Explicit require-
ments are directly derived from the problem description and are expressed in the 
specification. Constructed requirements are the expression of domain knowledge. 
Deduced requirements are obtained by analysing current requirements in order to 
deduce new ones. Induced requirements are those which are introduced by the de-
signer from his or her understanding of the problem. The difference between con-
structed and induced requirements is that the former are not directly related to the 
specification but are the expression of the designer’s knowledge, whereas induced 
requirements have their origin in the designer’s interpretation of the specification. 

Some requirements are more important than others. Explicit requirements must be 
satisfied for each potential solution whereas preference requirements, such as colour 
may be less important.  

4   Requirements for Creativity Support 

This section suggests some functionality for a creativity support system based on the 
above factors.  
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4.1   Functionalities to Support Motivation 

A system may motivate the users by addressing the four points concerning flow ex-
perience (section 2): The definition of goals and the users’ awareness of them can be 
supported by structuring projects and defining sub-tasks. A basic way of providing 
immediate reactions to the users’ actions is by using a WYSIWYG interface. How-
ever, more elaborate system reactions, such as having the system check if the user’s 
input is coherent with previously defined design constraints, could be envisaged. To 
achieve a balance between the difficulty of the creative task and the skills of the user, 
users should be supported according to their level of expertise. To help users focus on 
their task, users should not have to deal with unrelated side activities and they should 
not be distracted. The system may support the first aspect by taking over routine tasks 
from the user, e.g. by providing templates of common designs. The second aspect is 
more difficult to support and could involve blocking the use of certain programs like 
e-mail. However, this is problematic since they may be used productively to support 
the design work. 

Incentives or rewards provide a strong motivation for users. Different types of re-
wards already exist in certain systems, e.g. computer games. However, the same types 
of reward are not appropriate for professional systems. The issue of providing a  
suitable kind of reward remains an open question for us. 

Finally, the system should be able to detect, resolve or prevent breakdowns when 
the user is stuck on a problem. This concerns the problems the user has with the crea-
tive aspect, rather than the use of the system. For example, a system could suggest 
appropriate design patterns to help the user overcome a breakdown. 

4.2   Functionalities for Providing Domain Knowledge 

Domain knowledge is used in the three main phases of the creative process. In the 
problem understanding phase implicit requirements and constraints that are not in-
cluded in the specification must be identified. These implicit requirements often con-
cern design principles, such as accessibility. A creativity support tool should offer 
possibilities of finding information concerning the specific design domain, e.g.  
providing a domain manual or links to interesting sources. 

The idea generation phase deals with the actual design. Here, design rules that exist 
in the domain have to be applied. Design rules are known solutions to frequently 
occurring problems. The support system should be able to detect situations where the 
application of design rules is possible and desirable.  

In the evaluation phase the applicability of the solution is judged. This is judged in 
terms of the requirements that have been specified. A support tool could check 
whether the design conforms to the pre-specified requirements.  

Another issue concerns the presentation of domain knowledge. Other modes  
besides text, such as images, animation or sound should be considered. 

4.3   Functionalities to Support Externalizations 

Two aspects that are important to externalizations are the expression of ideas any-
where and anytime and interaction protocols (i.e. the way users interact with the  
support tool). 
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Since ideas can occur unexpectedly a ubiquitious note-taking functionality is very 
useful. A related problem is how users later find their notes.  

How the user interacts with the system will greatly influence the solutions created. 
The user should be able: to manipulate the design object as directly as possible; to 
interpret the representation created in the system in different ways (these re-
interpretations will help the user to be creative); to be able to annotate the design [17].   

The support system should record a history of events. This addresses the idea that 
design solutions are progressively developed. A designer may investigate different 
design solutions in parallel, or return to a previous partial solution and continue work.  

4.4   Functionalities Related to Providing Inspiration and Analogies 

Humans find it difficult to make analogies (i.e. transfer the properties from a source to 
a current solution) if the source of inspiration and the object to which the property is 
transferred have no common properties. A creativity support tool should allow users 
to access a set of solutions from the same and other domains in order to provide pos-
sible sources of inspiration and realize analogies. These solutions could be organized 
as a dynamic graphical library which may be searched based on an ontological de-
scription of their most relevant properties. The tool should also be able to identify 
interesting sources of inspiration based on the currently defined requirements and the 
current state of the solution. 

4.5   Functionalities Related to Requirements Handling 

A design specification is used to derive an initial set of requirements. The creativity 
support tool could help in translating a specification to a set of requirements and with 
modifying the requirements during the design process. The support tool could also 
check whether the requirements are fulfilled by the proposed solution, detect any 
incoherencies in the set of requirements and make suggestions concerning their solu-
tion. Requirements may be interlinked, i.e. the modification of one requirement leads 
to the modification of other requirements. The system could be able to detect these 
links and to take them into account when searching for solutions to incoherencies. 
Since some requirements are more important than others the tool could label potential 
design solutions by their severity in breaking certain requirements.  

4   Conclusions and Future Work 

This article has discussed issues related to creativity and requirements for a tool to 
support individual human creativity in the domain of design. We currently develop a 
multi-agent system architecture that realizes the identified requirements. In the future, 
we will explore how the system may be personalized for different users.  
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Abstract. TanGram, is an original music score composed by Carlos D. Perales 
for Percussion Quartet and Nintendo Wii Remotes used as a wireless interface 
for Live Electronics. This paper examines how this composition explores exit-
ing research in interaction and communication between instruments and digital 
sound processing discourse to produce a unique music mixed-media score, to 
explore the sonic possibilities of a multi-timbrical instrument with the integra-
tion of the visual gestures of an accessible device using processes of real-time 
gestural mimesis.  

Keywords: Music, Electroacoustic, Live Electronics, Percussion. 

1   Real Time Discourse Based on Digital Sound Processes 

1.1   Designing Behaviour 

The concept of real time processes has been extensively explored and discussed in 
composition and improvisation environments [1]. However the integration of wearable 
devices on percussion performers as an extension of them, especially in percussion 
pieces, opened a scope for another twist, as methodologies and research from the field 
of Acousmatic Music and performance explorations were introduced. To explain the 
integration between the wireless interface and the traditional use of mallets in percus-
sion instruments, we start with the music score, which is designed to precise both uses.  

Each percussionist has attached to his arm the Wii remote control in order to 
achieve a new parameter in movements and gestures (Fig. 1). Because the application 
runs as an organic sequence of events (DSP processes) and determines a collaborative 
distribution for the performers, a standalone Max MSP patch [2] was designed as a 
start point in the managing of processes. In order to connect the Wii dates with Max 
MSP a specific library object, named aka.wiiremote [3] have been used. This object 
allows a stable data transfer via Bluetooth.  Each percussionist activate/deactivate 
their own events list using the ‘A’ button on Wii remote control. 

1.2   From Gestures to Notated Sound  

Although some electroacoustic composers have developed some conclusions of ges-
tural analysis of sound for the analysis of live electronics performances, my intention 
was to reorient this findings towards writing a musical score that bring the freedom to 
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Fig. 1. Score excerpt – Wii remote 

the performer to control and vary the responses to the other performers. I wanted to 
describe in an precise way, how after solving the tilt behaviour puzzle of acceleration 
in the x or y axes, ‘Kontakte Percussion Group’ [4], the performers who commis-
sioned this electro-acoustic score, had therefore to make extensive use of their  
collaboration and the different performances experiences by calling on their sonic 
memory and creativity. After activate any process, they had to listen and interiorize 
their own movements for the necessary coordination between rhythms, mallets, ges-
tures and feedback dialogue.  

During this process of integration, which involved microphone experimentation 
and digital techniques, a sound engineer, who also produced the CD recording of the 
piece in winter 2009, assisted the performers.  

2   Tam-Tam Morphology; A Further Step 

2.1   Score Re-contextualization  

This score is a re-contextualization of existing research in typology and morphology 
of percussion exploration and concrete sonic objects started by Pierre Schaeffer [5], 
continued among others by Dennis Smalley [6], and reunited by Lasse Thoresen [7]. 
Karlheinz Stockhausen made a specific multi-timbrical exploration of the tam-tam in 
his piece Microphonie.  

Anyway I didn’t want to build a parallel world of concrete objects on the instru-
ments but a traditional use of tam-tam with all kind of percussion beaters and two 
concrete sources as adhesive tape and stones curtain (Fig. 2). 

The tam-tam is a very common resonator. Obviously I didn’t want to make a whole 
piece based on this parameter, because the electroacoustic give us the chance to ex-
plore it as an extension of it sound.  

2.2   Performer Independence 

Normally in electroacoustic pieces with live electronics a technician is required to control 
the live events and common aspects as gain, balance, etc. As the performers wanted to be 
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Fig. 2. Beater symbology 

independents on playing the score, the patch designed is almost entirely controlled from 
the Wii buttons. The up and down buttons control the stereo gain. The ‘A’ button triggers 
each process saved from a coll. A matrix orient the incoming dates from each Wii to a 
specific DSP process (Fig. 3). Also the four microphones are activates or deactivated 
depending on other similar matrix reading from a coll list of events.  

 

Fig. 3. Max MSP Matrix 
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2.3   Digital Behaviour 

The musical score, including the computer part (real time processes) is a path iteration 
of probabilities based on Chinese TanGram game and its geometric pieces. Concepts 
of sound spectrum, spectral brightness, pulse, multi directionality and harmonicity act 
as parallel layer with the tam-tam live sound. 

 

Fig. 4. DSP Processes 

Seven pieces configures this easy Chinese game. Therefore, seven digital proc-
esses, seven sections and seven rhythmic motives where established for the score 
(Fig. 4), aiming to find beauty and musical expression in the matches and divergences 
between the original sound of the tam-tams and the mimetic response of the electronic 
discourse. 

2.4   Notated Methodology 

Performers need clear instructions to play around the Tam surface. A ‘trigram’ was 
established meaning the three points to hit or rub on it surface. Additional symbols 
were attached on score to illustrate the stand support. In order to control the damping 
of the tam-tam resonation, I define whether performers have to stop the resonation 
sharply, flatly or leave it sounding (Fig. 5). The way that they damp is a free option. 
In Fig. 6, the tilt of performer 1 is synchronized between the other performers.  

 

Fig. 5. Damping marks 

Also damping with the left hand in two ways modifies each beater attack: by hold-
ing the edge or covering the centre area with the hand’s palm. Dynamics are fortissimo 
(fff) to pianissimo (ppp) and some dramatic pauses are used.  
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Fig. 6. Score excerpt 

2.5   Rhythmic Nature 

As a percussion piece the articulation and structure is entirely driven by rhythm. Only 
some uses of bowing and rubber techniques act as an exception of the whole piece. 
However, it is not just understood as rhythm in musical terms but as pace, informed 
by Tarkowskij’s methodology [8], which is not focused on the temporal editing, but 
on the rhythm of the scenes (sculpting in time); in TanGram terms, it refers to the 
pace of different sonic scenes with a characteristic typology. By the way each elec-
troacoustic process requires a specific tempo, so the rhythm is adapted to each  
response. 

3   Conclusions  

This paper has discussed the implementation aspects of gestural behaviour in a 
mixed-media piece for percussion and lives electronics called TanGram. With the 
introduction of the autonomy given by the Wii remote control via Max MSP patch, in 
this context, the author proposes a new route for creative expression, informed by 
Tarkowskij’s ideas and methodologies in film and scene montage [9], when exposing 
the Ideal to its Mirror. Similarly, the score utilizes vocabulary and specific typology 
to precisely notate gestures and movement, generated and transformed employing 
computer and recording techniques. An explanation of the existing methodology to 
read and interpret the score leads to some detailed examples about how to notate in 
time concepts such as movement gestures, length variations and others, which belong 
to the electroacoustic vocabulary.  

Acknowledgment. ‘Kontakte Grup the Percussió’ commissioned TanGram. The 
score and research behind it was realized between 2008 and 2009.  
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Abstract. In this paper, we present TNT (Touch ‘n’ Tangibles) - a new combi-
nation of several existing hardware technologies, which are integrated into an 
LC-display. TNT enables users to interact using finger touch and tangible user 
interfaces at the same time on an active flat panel screen, while maintaining 
precise identification of all interactive objects and fingers. TNT can accurately 
distinguish between touch and Tangible User Interfaces input by assigning dif-
ferent time slots to each interactive object using the same sensing technology 
for both methods. TNT’s tracking is not affected by objects on the screen other 
than fingers and active Tangibles User Interfaces, which makes it ideal for use 
in brainstorming applications. 

Keywords: HCI, Tracking, Sensor, Input Device, Multi Touch, TUI, Interaction. 

1   Introduction 

There already exists a wide range of multitouch detecting hardware on the market, 
which can be applied to small (up to 22”) LC-displays. Looking into the field of re-
search prototypes, even more technologies are available. Research in detecting multi-
touch interaction reaches back to the mid 1980s, when Lee et al. [1] already designed a 
multi-touch tablet surface with front projection. Up to now, many new technologies 
were developed. One of these is DiamondTouch [2], which uses capacitive sensing of 
the user’s fingers. SmartSkin [3] uses a similar antenna grid that can detect signal dis-
tortion on the grid by close objects. HD Touch [4] can detect reflections of touches 
through an LC-matrix by using a webcam and an infrared illumination. Since 2005, the 
FTIR (Frustrated Total Internal Reflection) multitouch detection principle [5] has in-
spired a lot of researchers to improve this back-projection technology or to adapt it to 
larger installations or other display devices such as Liquid Crystal Displays (LCD) [6].  

Systems which support both – touch and TUI (Tangible User Interface) detection 
with reliable object identification – are not very common. Such an integrated system 
is Slap [7], which uses the FTIR principle on a back-projection table. It is capable of 
detecting touch and TUIs with attached silicone pads. Since silicone can be used to 
couple light out of an FTIR screen [8], it can be used as TUI identifier pads. Other 
projection-based technologies such as PlayAnywhere [9] use webcams above the 
screen to track objects. ReacTable [10] is one of the first and widely spread technolo-
gies that can simultaneously detect touch and TUI positions and orientations. Infrared 
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light from IR (Infrared) emitters behind the interactive screen is reflected by the de-
vices’ fiducials on the screen. This allows unambiguously identifying each device. 
Touch can be detected as well by an interpretation of reflected blobs caused by the 
fingertips. 

In the near future, interactive systems will most likely be based on LC-display 
technology. Flat screens allow applications on tables, at walls, and anywhere where 
the size is crucial. Thus, research increasingly focuses on interactive systems that 
support various methods of interactive input. ThinSight [11] is one of the first tech-
nologies that can detect touch and TUI interaction on an LC-display. The principle is 
similar to that of the ReacTable [10], but the screen is an LC-matrix and the camera 
was replaced by IR-sensors mounted in a discrete array directly behind the LC-matrix. 
An IR emitter is mounted next to each sensor. The emitted IR light is reflected by 
objects in front of the screen. Tracking update rates are around 10 Hz.  

Our ‘Touch and Tangibles’ system (TNT) is also integrated into an LC-display. It 
can detect passive touch points and active TUI information (position, orientation, 
status) at high speed (150 Hz) by using a time-multiplexing. Additionally, passive 
objects other than fingers on the surface are not detected by TNT. This allows placing 
everyday’s objects like coffee mugs, laptops, books, etc. on the screen without dis-
turbing the tracking. We consider this a main advantage over existing systems, since 
we aim to support natural and intuitive group work. Applications such as collabora-
tive sketching, brainstorming, etc, in which a high level of creativity and spontaneity 
is required, should not depend on the user’s ability to find out the systems behaviour. 

2   System Description 

TNT basically consists of two technologies that are integrated into an LC-display (see 
Figure 1). For touch detection, an FTIR overlay is used, which acts as an IR light 
source. The second component is the detection array, which consists of IR sensors 
being mounted in a two-dimensional array behind the LC-matrix and the FTIR over-
lay. The detection array receives signals either from decoupled IR light of the FTIR 
overlay, or from synchronized active TUIs also emitting IR light. 

2.1   Touch and Device Detection 

An acrylic panel is mounted in front of the LC-matrix, which displays the image on 
the screen. IR LEDs mounted at the side of this panel couple light into the acrylic and 
due to the properties of refraction of acrylic and air most of the IR rays are totally 
internally reflected.. As soon as a finger or another “soft” coupling object is placed on 
the surface of the acrylic, light rays are scattered out of the acrylic and exit the over-
lay towards the underlying sensor array as presented in [6]. Special considerations 
were made concerning the sensor-sensor distance, since this significantly influences 
the detection performance. Here, a sensor distance of 10 mm in an overlay’s distance 
of 15 mm was chosen. This ensures that rays decoupled by finger touches trigger 
sufficient sensors to perform an interpolation between the analog sensor values for the 
determination of an exact touch position. 
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Fig. 1. Components of TNT 

The device detection on TNT is basically trivial. An active device (IR light source) 
radiates through all the components until it hits upon the IR sensors. This cascade of 
components absorbs a relatively large amount of the incident IR-light. Since the radia-
tion cone of the device’s LED triggers multiple sensors at a time, the position of the 
device can be computed by interpolation using a predefined (measured) interpolation 
curve. 

Two methods to distinguish between several active devices have been considered: 
Time- or space-multiplexed separation. If space multiplexing is used, the algorithm has 
to separate the sensor values into groups of potential devices. This can only be done, if 
the devices are not too close to each other, since otherwise (if the cones are almost 
overlapping) no exact assignment can be computed. This special situation can occur, if 
two pens are hovering and pointing at the same location. Additionally, for the space 
multiplexed method, the device might not be identified uniquely if removing and enter-
ing the active area does not occur at the same location. Thus, misinterpretations can 
easily occur.  

By using the time multiplexed separation, these effects can be avoided. Each syn-
chronized device is assigned to a separate timeslot, in which only one device is active. 
If the tracking is fast enough, the user will not notice the time delay for each device’s 
tracking update. The amount of devices can easily be extended. Within TNT, a time 
multiplexed separation is used. A synchronization flash ensures that all the devices 
run in sync at any time. A slightly longer synchronization signal is used as the start 
frame in order to keep the logic of all devices consistent. In order to combine touch 
and TUI interaction using the same sensors, a timeslot for touch detection is addition-
ally inserted into this synchronized sequence after the last TUI’s timeslot. During this 
frame, no active device is triggered and only the FTIR-LEDs are turned on. Sensors 
will only receive an input from passive touch devices (fingers) on the surface in this 
particular timeslot.  

The proposed time multiplexed detection method also permits an insertion of addi-
tional frames per TUI to transmit information such as the state or other additional 
data. For example, a device can be equipped with a switch that can be pressed by the 
user. This would alter its state to “pressed”. Thus, it is possible to distinguish between 
a hovering (tracking) state and a pressed (dragging) state. When the TUI is removed 
from the screen, it remains in an “out of range” state according to [12].  
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3   Proof of Concept Setup and Performance 

TNT is integrated into a modified 15” LC-display and uses modular sensing hard-
ware. A SensorModule consists of two SensorControlBoards (SCB) and one Sensor-
MountBoard (SMB). On one SMB, 128 Sensors are aligned in a 10 mm grid, resulting 
in an active detection area of 160 x 80 mm. In total, two of these modules are 
mounted behind the diffuser of an LC-display, realizing a total detection area of 160 x 
160mm (see Figure 2). An SPI Bus connects all SCB to the MasterControlBoard 
(MCB). The MCB handles all the synchronization logic, USB data preparation, and 
data retrieval from all the SCB. Whereas a SCB only converts the analog sensor  
voltage levels into digital values and filters relevant data out of the sensor values. 

 

 

Fig. 2. Top: Schematic of two Modules (1 Module = 1 SensorMountBoard (SMB) + 2 Sensor-
ControlBoardd (SCB); Bottom: Technical proof of concept and user interaction 

The FTIR touch overlay is a 3 mm thick acrylic. At every flange of the acrylic, IR 
SMD LEDs (880 nm wavelength) are mounted (distance of 7 mm from LED to LED). 
The interaction devices have an embedded microcontroller that receives the modu-
lated synchronization pulses via an infrared sensor. The microcontroller counts the 
pulses and sends the corresponding bit codes via one or two (if orientation is needed) 
IR LEDs to the TNT system. 

For the proof of concept, we have set up a small visualization software which 
shows graphical representations of all used TUIs together with their positions, states, 
and orientations. The software reads all available sensor values and computes the 
corresponding interpolated centers of the TUIs. For the multitouch frame, a blob de-
tection algorithm is performed on the sensor values, which separates the touch points 
in different groups in order to distinguish between multiple touch points. 

At the moment, the system is set to track 6 different devices (each using 2 frames) 
and multitouch input (one frame). This results in 13 timeslots (frames).  

For the acquisition and transfer of all sensor values within one frame, approxi-
mately 0.5 ms are needed (depending on the amount of active sensors). This results in 
a system inherent frame rate of around 2 kHz. Depending on the amount of used 
frames, the effective update rate for the detection of all devices including multitouch 
drops to around 150 Hz.  
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The accuracy of touch and LED center detection is around 1 mm. The detection is 
very robust. Since time multiplexed detection is used, no misinterpretations occur. 
Touch and TUI detection can even be used concurrently. For example: Two pens in 
the hovering state could point at the same position and still do not affect each other’s 
position detection. 

Since an overlay is used for the multitouch detection, the offset between interaction 
and display layer is 3 mm, which is not distracting, but noticeable. 

Image quality of the system is not as good as on the original LC-display due to the 
acrylic overlay and removal of two BEF (brightness enhancement films), Thus, the 
sensors are slightly visible behind the image display. 

As with all IR-based systems, direct sunlight is another drawback of TNT and 
makes it impossible to reliably track any TUI or touch.  

4   Conclusion and Outlook 

TNT is a proof of concept that shows that touch and TUI interaction is concurrently 
possible on LC-displays. The combination of two known technologies shows a new 
way of technically combining two different interaction metaphors. It supports tracking 
of position, orientation and state of TUIs, while also being able to track multiple fin-
ger touches. By using the widely known FTIR method, the system is immune against 
detection of most objects other than finger touches.  

The proof of concept is still very small (160 x 160mm). Theoretically, it could be 
scaled up to a 50 inches image diagonal. Then, the IR LED for the FTIR would have to 
be much more powerful in order to generate enough total internal reflections over the 
whole interactive area. On the other hand, the hardware is designed in such a way that 
it can be scaled up to any size although overall complexity would increase potentially 
and industrial manufacturing of all the PCBs would be necessary. 

In the future, it is planned to add more modules to the prototype to increase the ac-
tive area of tracking. Another important aspect of improvement is image quality. 
Different films have to be tested to find a good solution for reflecting a lot of visible 
light in front of the sensors but still let pass through infrared light. It is also planned to 
mount the synchronization flash inside the screen (behind the LC- matrix) to make the 
TNT even more robust and flexible. However, the tracking and detecting algorithm 
already works very well under normal office lighting conditions. 
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Abstract. A narrative game is described here which main goal is to support chil-
drens´ free expression and socialization considering their cultural background. 
This game can be used at school, in which students can develop a story together 
under the teacher’s supervision. The idea is to support teachers to create charac-
ters and scenarios according to the students´ cultural context, expressed in their 
common sense knowledge, and consequently enabling them to get engaged on 
developing the story collaboratively. Also, teacher has the common sense’s sup-
port to conduct the story according to the facts are being narrated, to stimuli the 
students’ communion. This cultural sensitive RPG-like environment intends to 
promote a closer contact between teacher and students and among students giv-
ing them a more contextualized computer tool to be stimulated to freely express 
their thoughts, desires and to support them to cooperative work with teachers 
what is desirable for their intellectual and cognitive development.  

Keywords: Collaboration, Storyteller, Narrative Game, Context, Common 
Sense, Education, Educational game.  

1   Introduction 

During childhood, according to Benford et al., [2], it is expected that young children 
should learn some skills to be able collaborate and realize how important is to live and 
to communicate with different people, because each person has his own culture, val-
ues and socio-cultural reality. These abilities are part of fundamental educational 
objectives because when children participate actively in their class activities, they 
cooperate with teacher and other students, building their own knowledge [6]. On the 
other hand, activities to promote work in group rarely occurs spontaneously [6] so 
teachers and students need to have activities and tools to leverage and support this 
style of studying. Thinking of that, an educational computer narrative game to  
help teachers to work collaboratively with their students through a cultural sensitive  
storytelling RPG-like environment is presented here.  

2   Narrative Games 

In narrative games, stories are not only understood by people; but they are also ex-
perienced in narrative processes that turn people into active characters [9], because 
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they participate in the story, telling facts, events, and all the details necessary for the 
story. Fantasy in narrative games allow people, especially children, to feel safe to 
express themselves, to talk about situations that occur in their lives because they be-
lieve that what happens in fantasy has little or even no consequence in real life. Ac-
cording to Oaklander [9] children do things, behave and move in their fanciful world 
in the same way in their real world.  

The narrative game discussed here has been developed for children from 8 to 12. 
According to Piaget [10] in this phase the children are in the stage called Operational 
Concrete Thought. In this stage child has great interest in games and finds new ways to 
play and to work collaboratively. They also have facilities to build and to maintain 
friendships using computers; they usually interact with one another virtually. These are 
important features for a computer game that allows people to tell stories collabora-
tively. In this phase children develop academic instruments such as reading, writing 
and basic math, and they are able to give attention. Thus, children have the capacity to 
read the story being told, to help to write it, i.e., to participate in building the story and 
to get attentive to the whole story [10]. During Operational Concrete children are will-
ing to make friends and want to participate and interact with other children’s game. 
Therefore, there are great chances that children can be interested in participating and 
interacting with the story being told collaboratively. 

2.1   Contexteller  

Contexteller is a narrative game inspired in Role-Playing Game – RPG [11]. In this type 
of game there are participants and the master,  who usually is the most experienced 
player and his task is to present the story to the group, with characters, their characteris-
tics, scenarios; in short, the necessary descriptions to compose an adventure with puzzles, 
situations and conflicts that require choices by other participants, who are the players. 
These players are not just spectators; they contribute actively in the story, through their 
characters that choose paths and take own decisions, and most of the time not foreseen by 
the master, contributing to the spontaneous and unexpected development of the story.  

Figure 1 shows the interface available for players. This interface allows the players 
to see their card (I), their dice (II), and the text area (III), which allows the master to 
read all the messages sent to students and master during the composition of the col-
laborative story. In area (IV), the card, with another color and size, represents the 
master of the game, and area (V) shows to other characters´ card.  

In this narrative game each player chooses a card that represents a character (I) and 
throughout his/her character the player acts, speaks, thinks and decides the character’s 
attitudes. The card has some RPG elements, such as: Magic, Force and Experience. 
These elements are considered to be one of the rules existing in RPG. This rule avoids 
many discussions that could occur during the story. 

According to Bittencourt et al., [3] and Claraparede [5], fantasy, challenges and 
obstacles described by the master and players during the game motivate them to play, 
because in narrative games, players are curious to get to know the details and are 
willing to participate in an entire story to achieve the goal proposed by the master. On 
the order hand, students can feel themselves more interest when they identify the 
relation between what they are seeing on the content of the story and their reality. In 
short, they can identify that the content is significant to their life, because it is close to 
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Fig. 2. The interface of the Narrative Game 

their reality. Because of this, Contexteller can also help children to notice familiarity 
with the characters, their characteristics and plot of the story. Therefore, this gives the 
teacher computer support through contextualized information so that he/she can create 
and tell stories. This support is provided by common sense that represents cultural 
aspects of the students´ community. Common sense is a set of facts known by most 
people living in a particular culture, "covering a great part of everyday human experi-
ence, knowledge of spatial, physical, social and psychological aspects. In short, com-
mon sense is the knowledge shared by most people in a particular culture [1]. 

The game proposed in this paper, uses the common sense knowledge obtained by 
the Open Mind Common Sense Project in Brazil (OMCS-Br), developed by the Ad-
vanced Interaction Laboratory (LIA) at UFSCar in collaboration with Media Lab from  
Massachusetts Institute of Technology (MIT) OMCS-Br project has been collected 
common sense of a general public through a web site. Common sense is then proc-
essed and stored in a knowledge base as a semantic network called ConceptNet where 
the nodes represents concepts and they are connected through arcs that represent rela-
tions according to the Marvin Minsky’s knowledge model [1]. This base intends to 
reflect a basic knowledge structure near human cognitive structure.  

3   Setps to Create a Story at Contexteller 

At the Contexteller there are six steps to support teachers to create it. 
First, some information about the teacher is stored, such as: name, state, city, among 

others. Throughout this data it is possible to identify which teacher has created the 
game. Second, it is defined which students are going to participate, their names, states 
and school education are some important information. The teacher can identify which 
students played and how each student told the story. When the teacher registers his 
students before creating a story, he takes into consideration who are those students in 
order to define the characters and the plot.  After the registers Contexteller gets the 
students´ state and filters the common sense base considering the knowledge collected 
from the desired profile in order to contextualize the game content for the target group. 



 Entertainment Game to Support Interaction between Teachers and Students 231 

 

Step three, the teacher need to choose one between two options: Creating a new 
game or Choosing a existing game. Step four is shown in Figure 2. In this stage the 
teacher needs to define six characters: one represents her/him and the others represent 
students. Number 6 is usually used in RPG of cards [7] and according to Díaz-Aguado 
[6] six is the ideal number to work collaboratively. According to Benford et al.,[2] 
educational research has found that working in pairs or small groups can have benefi-
cial effects on learning and development, particularly in early years and primary edu-
cation. 5 players also facilitate the teacher to monitor the whole story that is being 
told by the players (students). If the number of players has been greater than 5, the 
teacher can face difficulties in reading all the messages, in interacting appropriately 
during the story and in observing the development and behaviour of each character. 

There are two common sense cards to support teachers to define the characters´ 
names and characteristics. In the first card (I), the teacher types a characteristic and 
searches the common sense knowledge base to obtain the characters´ names. For 
instance, if he/she wants to tell a story about forest and know which characters are 
related to the forest are taking into account, considering the student’s knowledge and 
culture, h/she can type this place on the card. Through the common sense knowledge 
base the following characters can be seen: Caipora, Chico Bento, Cuca, Saci-Pererê, 
Iara, Curupira (from the Brazilian folklore), Big Foot, Joãozinho e Maria, Robin 
Hood, Elves, among others. 

In the second card (II), it is possible to obtain the characters´ characteristics when 
the characters´ names are written on the card. For example, some characteristics com-
ing up from Caipora´s character are: furry, short, happy, red skin, cares; she likes 
forest and rides a wild pig, etc. The teacher can join this information, which students 
know about, with the story to define characters and theirs characteristics. Step six, it is 
necessary to define a subject and a title for the story. In this step the teacher uses 
common sense through a card from which h/she can get specific information of a 
word typed on the card, such as: CapableOf, DefinedAs, DesireOf, MotivationOf, 
PartOf. For example, if the teacher is going to tell a story about forest and wants to 
know what students think about what exists in a forest, h/she can type “forest” on the 
card and select “PartOf” option, then get some data, such as: characters, characteris-
tics, animals and other things that students believe there are in a forest. 

After these steps, the game is created. Students need to identify themselves to see 
the title and description of the story created for them, and the teacher’s name. Then, 
students choose a character to participate, in a similar interface shown in Figure 2, 
after they can change the image. This feature allows the student to express himself not 
only through the story but also through the image. He can choose an image that makes 
his character sad, joyful, angry and so on.  

During the stories the teacher can also get support from common sense knowledge 
using a card with the same options as that of the common sense card illustrated in  
step 6. Figure 3 shows a situation where the teacher has described a Caipora´s attitude 
to protect of nature. The teacher, before typing this text, inserted on the card the word 
“protect” and selected the “DefinedAs” option to know what the students know about 
it. He/she obtained some information, such as: taking care, nurse, cherish, cradle, 
attend, lap, etc. This information supports the teacher during story because he/she can 
see some data that represent students´ language and expression and can use them to 
describe something. For example, the teacher can change the sentence “Caipora is 
protecting of the forest” by “Caipora is taking care of the forest”. 
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Fig. 2. Defining Characters 

 

Fig. 3. Teachers´ interface 

On the teacher’s interface there are three different characteristics than those of stu-
dents´, such as: (I) Freeing dice – allows the teacher to through his/her dice and to free 
the students´ dice; (II) Increasing or decreasing the experience´ value  of each charac-
ter; and (III) common sense card – which teacher gets information that represent  
students´ cultural knowledge during story.  

4   Conclusions  

This paper has described Contexteller, an environment for online collaborative story-
telling where the players jointly develop a story under the master’s supervision. The 
supervision is in order to guarantee that characters and scenarios are culturally con-
textualized, and also to promote each student’s participation and space to express 
ideas and feeling during the story development. This game can support a teacher to 
interact with students which have different social and cultural backgrounds, consider-
ing these backgrounds before and during the storytelling. Contexteller, a storytelling 
RPG-like environment is contextualized by Common Sense knowledge in order to 
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support teachers on defining the initial context and the content of the game’s design 
considering students´ reality and culture. The teacher gets suggestions from the com-
mon sense to define the characters, story and its sequence. Through Contexteller, 
students can also learn to express, to help and to be helped because they need to tell 
their stories, to help their friends to achieve an objective, and to known that they also 
need aid to achieve their objectives.  
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Abstract. In this paper, we propose multi-layer based authoring tool
for Digilog Book. The main feature is that a user can author some proper-
ties of printed contents of a paper book. Those properties can be utilized
for virtual contents authoring. The proposed authoring tool provides an
interface to allocate some properties for printed contents. Those proper-
ties are utilized in manipulating virtual contents. As a result, users can
author a realistic Digilog Book.

Keywords: augmented reality, authoring, layer, AR book, Digilog Book.

1 Introduction

Digilog Book [1] is an Augmented Reality (AR) book which provides additional
information by stimulating human’s five senses with multimedia contents. Dig-
ilog Book provides not only analog emotion of physical book, but also five senses
experience of digital contents by combining advantages of paper books and mul-
timedia content. The knowledge navigator [2] showed a good example in aspect
of interaction between Digilog Book and human.

Several AR authoring tools have been proposed. Mobile Augmented Reality
System (MARS) [3] introduced time line based authoring for a mobile AR. It pro-
vides Graphic User Interface (GUI) for non-programmers. If user attaches several
multimedia contents to specific location in virtual space, end users can experience
those contents in outdoor environments using a Head Mounted Display (HMD).
Immersive authoring system for Tangible Augmented Reality (iaTAR) [4] intro-
duced a component-based immersive authoring method. User can manipulate
virtual objects by various tangible pads. However, previous works only focused
on authoring properties of virtual contents without any considerations of con-
tents in real space. Therefore, previous authoring tools are general purposed
authoring tool. In addition, there are no currently authoring tools available for
Digilog book from our knowledge.

In this paper, we propose a multi-layer based authoring tool for Digilog Book.
The main feature is that a user can author some properties of printed contents
∗ This research was supported by the CTI development project of KOCCA, MCST in

S.Korea.
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of a paper book. Those properties can be utilized for virtual contents authoring.
The proposed authoring tool provides an interface to allocate some properties
for printed contents. As a result, virtual contents can be highly related with
printed contents of a paper book.

2 Multiple Layers Based Authoring Tool

The proposed authoring tool is based on natural feature tracking method [5]. The
architecture mainly consists of two components. The first one is a multi-layer
based authoring system. The other one is Digilog Book viewer. In multi-layer
based authoring component, it recognize a page number from camera input im-
ages using SIFT [6] features. After recognition phase, a user can start authoring
tasks on the page via layer creation module. A user creates many layers by
provided layer templates in layer creation module. Then, a user has to allocate
some properties on each layer. The authoring information is stored in page man-
ager module as a XML format. In Digilog Book viewer, it recognizes a page at
real-time from camera captured images. After the page recognition, it loads a
corresponding XML file from database and construct scene graph based on it.
Finally, corresponding contents are augmented and a end user can interact with
Digilog Book.

Page Recognition
Camera 

Capture 

Image

Layer Creation

Multiple Layers based 
Authoring

Page Manager

a
XML 

Files

Camera

Capture

Image

Page Tracking 

& Recognition

Digilog Book Viewer
XML Parsing

Contents

Augmentation

Interaction

Interface

User

User

Contents Mapping

Fig. 1. Overall Architecture

Authoring tasks are accomplished simply by a repetitive process. A user gen-
erate multi-layer on each orthogonal image. For creating a layer, the authoring
tool provides two types of layer templates: circle and rectangle shape. It makes
creating layer task easy because a user can create a layer minimum number of
control points. For more complex shape of layer, user can make a polygonal
shape using a number of control points. After creating multi-layer, users have
to allocate its properties such as transparent rate, layer level, and so on. As
table 1 shows, layers can be categorized into two types: a contents layer and a
description layer.

The properties of description layer are meaning of printed object on paper
book. Description layers can be used for making relationship between virtual
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Table 1. Types of Layer and its Property

Type Detailed Type Property

Contents Layer

Video
Play Timimg, Frequency

Sound

Picture Brightness, Chroma

Text Font, Size, Color

Description Layer Description Object

contents and printed contents. In addition, users can author multimedia contents
to a specific layer. The contents layer is for augmentation of multimedia contents.
The contents layer is mapped to specific contents file. The properties of each
contents layer represent mapping information between contents and layer. It
contains contents type oriented attributions and event which is applied in Digilog
Book viewer. Figure 2 shows the concept of description multi-layer. The layer
level represents a distance from a page. For example, level three layer is placed
at higher position than level two layer. Therefore, a user can define occlusion
between multi-layer as if multi-plane exists in a three dimensional space.

Layer 1: sky
Layer 3: Tree

Layer 3: Tree
Layer 2: Mountain

y
Layer 3: Tree

Layer 1: Texty

Fig. 2. Description type of multi-layer of picture area

As shown in Figure 3(a), multi-layer has a hierarchical data structure. There-
fore, it is well mixed with a scene graph structure which is appropriate for 3D
rendering. When a user finishes authoring one page, user has to input the page
number which identifies each scene graph. The authoring information including
the page number is stored as a XML form for extensibility and readability for a
non-programmer user. Figure 3(b) shows an example of video contents mapped
to a rectangle type of layer on page number two.
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Digilog Book

Page ID# Page ID# Page ID#

Multimedia

Contents

BookTrans

Layer Layer

LayerTrans LayerTrans

Description
Multimedia

Contents

(a)

(b)

Fig. 3. Authoring : (a) authoring a transparent layer with level 2 and 2D animation
path with level 1 (b) its result in a Digilog Book viewer

3 Implementation and Result

We developed our system on a 2.66GHz CPU with an NVidea Quadro FX 4600
graphic card and 4 GB RAM. The proposed authoring tool is based on MFC
for GUI interface. For rendering virtual contents, OpenSceneGraph (OSG) [7] is
used. MSXML [8] is used for storing data.

In AR space, user’s mouse input can be different according to view point
because mouse input is performed in two dimensional space. Therefore, an or-
thogonal image of each page can be helpful for accurate user input. For that,
we used reference images which are used in the page training process of marker-
less tracker. In addition, we provided a GUI which a user is already familiar.
Figure 4 shows the user interface for the proposed authoring tool. Users can au-
thor multimedia contents in desktop environment using menu buttons on top of
the main window. The main window is divided into two views. Left view shows
video stream from a camera for AR view and right view shows the corresponding
orthogonal image in VR space.
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Fig. 4. GUI of proposed authoring tool: Left part is for an AR view and right part is
for an VR view

(a)

(b)

Fig. 5. An example : (a) authoring a transparent layer with level 2 and 2D animation
path with level 1 in VR view (b) its result in a Digilog Book viewer

Figure 5 shows an example of multi-layer authoring. Figure 5(a) shows an
authoring process in VR view. At first, an user created one layer along the
printed black tree. After that, the user made a 2D animation path with a sun
image behind the tree layer using a lower layer level. End users can see the
Digilog Book on a monitor in desktop environment with a USB camera. It was
shown as figure 5(b) in Digilog Book Viewer. The sun was seemed to pass behind
the printed black tree.

4 Conclusion and Futurework

We proposed multi-layer based authoring for Digilog Book. The main function-
ality is that it considers contents of physical book as well as virtual contents. It
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is helpful to make a relationship between virtual contents and printed contents
of a paper book. In implementation section, we showed an example of realistic
augmentation using proposed authoring tool. As a future work, we will con-
sider some higher level authoring for Digilog Book such as storytelling, event
authoring, and haptic authoring.
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Abstract. In this paper we describe short mobile video story tests that have 
been done by using several authors/ users as story composers in the MoViE 
platform, which enables users to share, communicate and compose short mobile 
video stories in a networked community. The starting point of our study is the 
possibility to create an entertaining, dramaturgically intensive and coherent 
story from various short mobile videos composed by several authors, if there is 
some structure or storyline that creates the narrative. The idea was to research 
how separately filmed mobile videos from the same event or experience could 
form a dramaturgically intensive story when they are loaded into a web based 
story generator (MoViE). The test hypothesis was that a community – whether 
virtual or non virtual – could create an entertaining experience through a video 
montage. 

Keywords: mobile media, social media, mobile community, video, experimenta-
tion narratology. 

1   Introduction  

The paper is based on a project where different narrative structures were tested in  
a matrix composed for a story generator, MoViE. In our research project we created 
a story generator that helps a community to compose mobile video stories following 
a certain structure and order. In the project video mobile phone users can present 
themselves as authors. Several authors can produce a common narrative with one 
storyline composed by the automatic story generator. The implementation is based on 
video database (MySql), a set of interface scripts (php) and user interface design for 
Nokia series 60 phones. 

The project is still in process. The research group consists of Finnish resources 
from the University of Art and Design, Tampere University of Technology and Uni-
versity of Turku. The research project Mobile Social Media also has several industrial 
partners and collaborates with Stanford University (H-Star). The aim of Mobile Social 
Media –project is to search how people adopt new mobile services and how people 
are using mobile services in everyday life for entertainment. We wish to find out what 
are the things that make social, mobile media service attractive and interesting.  

The rapid adoption of smart phones that integrate high quality media capture  
devices, coupled with trends in social networking and participatory media, provide 
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exciting new opportunities for making video narrations and video conversations an 
integral component of distributed creative environments. (Multisilta, Mäenpää, 2008)  
According to the Statistics Finland the use of services in the mobile communication 
network grew in 2007 from the previous year in Finland. Call minutes from mobile 
phones amounted to some 13.5 billion. Similarly to the number of outgoing calls from 
mobile phones, the numbers of text and multimedia messages grew. The number of 
multimedia messages sent was nearly 29 million, which is one-third up from the year 
before. The use of the mobile communication network was increased also by the 
growth in the volume of data transmissions, which was affected by the introduction of 
mobile broadband connections. (Statistics Finland, 2008). 

In a social media network the users typically join a community, pool or cluster 
sharing similar interests. The content, messages and media, such as images or videos, 
can be searched trough tags or keywords. The social media service may have a special 
interface designed for the mobile device and it can be accessed using a mobile version 
of the website or special client software designed for the mobile device. 

It can be assumed that mobile interface users have different needs regarding the 
web than stationary users. The social context in mobile interfaces can derive from a 
need to collaborate and share information with others by keeping the interaction paths 
and time short. 

People mostly post, share and watch entertaining videos they have shot themselves 
or copied from the net. Our tests have proved the hypothesis that the content in video 
sharing services is mostly created for entertainment purposes and that people are 
sharing personal videos inside a relatively closed community. 

The analysis of the community that shares and composes the mobile video stories 
is still in progress. Personal interest and commitment towards the group or the subject 
is crucial in the research of social networks and studying their behavior. Commitment 
and some level of identification with the subject or the group helps the 
user/player/learner to create more easily understandable stories that are also sharable 
within the existing group, and as such can create a communication related situation or 
a story that is understandable more widely. People who share the same values or have 
similar interests or the same cultural background can more easily adopt and grasp 
even the loosest structures of a story.  

People tend to see stories even where the formula of narrative, the beginning, the 
middle and the end, is not necessarily clearly detectable. Playing along in history 
writing, as well as in people’s lives, there is emplotment, a perception of the narrative 
structure. Emplotment depends on cultural influences – stories are constructed to 
correspond with the prevailing and plausible form of narration of a given culture (Hie-
tala, 2006, 94). Even a strangest story or historical anecdote becomes understandable 
to a person who has grown up in the sphere of western culture when it is planted into 
the structure of a tragedy, comedy, farce or heroic tale.  

2   Research Questions and Methods  

The aim of the research project is to test how different narrative structures work in 
digital storytelling. In the Mobile Social Media project our platform is the mobile 
video remix service. The research material consists of stories shot with the mobile 
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phone video application and for the mobile phone. Therefore the narrative stories that 
are being created are supposed to be viewed yet again with the mobile phone. (See: 
Multisilta, Mäenpää, 2008). 

The main research data consist of a set of test users, videos and remixes with pre-
defined narrative structures. Methods of text and image analysis will be applied in the 
analysis of the remixed video data. The project will utilize and study methods of  
narratology, ethnography and user-centered design and technology development. 

In digital media the narrative elements, place, space and time have become ubiqui-
tous, pervasive and non-linear or fragmentary. There are several questions that have 
to be investigated, such as how this change has influenced the narrative situation and 
its elements – as typified by Genette – person, mode (or distance) and perspective. 
(Genette, 1988, 115).  

Tzvetan Todorov coined the term narratology for the structuralist analysis of any 
given narrative into its constituent parts to determine their function(s) and relation-
ships. For these purposes, the story is what is narrated as usually a chronological 
sequence of themes, motives and plot lines. Hence, the plot represents the logical and 
causal structure of a story, explaining why the events occur. (Rimmon-Kennan 1999). 

Most of the structural models of narratives have been inspired by Russian Vladimir 
Propp (1928). Propp performed a survey of 100 fairytales in his classical study Mor-
folgija skazki – Morphology of Fairytales (Propp, 1928, 1968). The key point in his 
theory is that stories (fairytales) have the same general structure and therefore can 
easily be translated to other languages (which is, for example, much more difficult 
with poems). The conclusion one can make from Propp´s theory is that the narrative 
structures are universal and general enough to cover all human cultures i.e. the models 
of narrative structures lie deep in the human mind and behavior. (Greimas, 1999, 9). 

The storyboard or a manuscript of an interactive story is usually composed of ele-
ments that follow (or cause) each other. Distinguished from linear narration, the ac-
tions in interactive narration might appear in an un-linear sequence, yet the story/plot 
follows the same form of dramaturgy. Propp´s significance lies in aiming to find a 
unique logic model for narrativity (same); 1) An opening of the possibility of an ac-
tion – problem, enigma 2) a passage to act 3) a conclusion of the action (success, 
failure) (Berruti, 2005, 2/8). 

Narratologists divide narration into two levels, the discourse and the story. Dis-
course is the surface level which can also be seen as the verbal text or the form, such 
as movies, poems etc. In our research case the MoViE-interphase can be seen as the 
discourse, preset by the community and it’s users in the forms of tags and keywords. 
The story lies deeper and has more variable functions in the field of confrontations 
between the reader, viewer, user and story-composer. The story can be highly subjec-
tive and strongly culturally related. This is also why the interpretation of the story is 
more challenging and demands more profound knowledge on human and group be-
havior than the analysis of the discourse, which can in many cases be solely based on 
narratology. 

The hypothesis that all narrations could be transferred to different media led also 
Barthes to make a conclusion that “…all of these narrative texts are based upon one 
common model, a model that causes the narrative to be recognizable as narra-
tive…”(Ball, 2007, 175) Barthes’ idea in brief was that there is a correspondence 
between the structure of the individual sentence and the whole text composed of  
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various sentences. There are narratological structures in poetry and music that could 
be easily applied also into an interactive application.   

In our project the functioning of various narrative structures was tested first with 
scenarios and use cases and also with the MoViE application. In the first test with the 
use case scenario we tested whether it is possible to compose a mobile video story – 
according to Propp’s model – by processing morphologically varying narrative  
elements and dramatic action (Multisilta, Mäenpää 2008). 

The scenario shows clearly the weaknesses of the hypothesis. It still remains un-
clear how we should let the users make decisions without previous knowledge, how to 
allow people to make choices according to Propp’s structures without having a certain 
knowledge of the categories. This model makes the load too heavy for the users’ 
competences and thus cannot be applied for the use of a large audience. 

Roland Barthes was the inspirer in the second scenario of the project. Users (a 
group of people in a media research conference) were asked to make short mobile 
videos on four themes or tags – three of them based on Barthes’ model – following 
the functions of an individual sentence, or for the actor, the subject and the object. In 
addition we also asked people to name videos in the given manner – e.g. place, time 
etc. The intention was to test how the temporal or spatial element functions in social 
mobile video narration. 

 
Fig. 1. Flowchart for video narrations that follow the functions of sentence. There were similar 
flowcharts for tagging the subject (actor, hero), object (target, problem, project) and place 
(location, context). 

3   Analysis and Results  

In the described test and the ones in process the authors themselves have analyzed the 
process of creating video clips by discussing the thoughts and ideas the original goal 
and clips gave rise to. During the analysis of the remixed clips the authors/producers 
were in the same secondary context. The analyzing of other tests is still in process and 
will be finalized by the end of 2009. 

The videos were analyzed through content, structure, and dramaturgy, and com-
pared to theoretical structures designed and presented earlier on. In several tests it has 
become obvious that the final product is not like a common short movie or ordinary 
story but, rather, montage-like.  

During the 1920s the Russian filmmakers presented a hypothesis that montage is not 
only a phenomenon for film art, it could also appear in other forms of art. Russian Sergei 
Eisenstein noted that in every form of art where two elements could be linked or con-
nected together one could also create the notion of “the third “. (Eisenstein 1964, 157). 
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4   Conclusion and Further Work  

The test with the MoViE application has showed so far that it is possible to let several 
authors compose a video story or produce a common storyline shooting video clips 
independently from different places at different times. The story generator in applica-
tion works as the narrateé. It composes clips together according to a certain structure 
that is defined in advance. However, it became evident that whatever the application, 
it shouldn’t load too much data or advance information into the author’s mind. The 
narrative structures in the generators’ use need to be hidden or very easily adoptable 
by the authors.  

Indeed, in our first tests we tried if it is possible to put short videos composed by 
several authors into one universal structure so that they automatically create a coher-
ent story that is enjoyable and coherent, intense and whole. After several scenarios 
and tests with a user group we discovered that much more complex and flexible mod-
els are needed in order to create a story. Our test video montage composed under the 
structural model inspired by Roland Barthes had many combinations, the clips varied 
the themes, like movement, actor or place, and yet they created confrontation. Also 
our tests with MoViE shoved that to be coherent and to create suspense there has to be 
conflict. The object should be also an actor, the one that creates the tension. 

The next phase in our project is to test the role of tagging and also to see how mo-
bile localizing creates new elements into a story – and how they will structure the 
narration. The role of social media and community is also important. One of our hy-
pothesis was about the experience of entertainment being more obvious if the com-
munity that shares the mobile videos, and in our case also composes them (several 
different authors), are already connected.  Being connected in this case meaning that 
the users share the same values, same interests or same cultural background, or even 
the same area code, which helps them keep up their personal interest towards the 
mobile video stories and the network society that represents them.   

Furthermore, research will be produced also from the area of community analysis. 
It can be seen that groups, institutions and agents are the crucial elements when it 
comes to creating new cultural, coherent and immaterial social patterns that can be 
helpful in the process of understanding and grasping the story which is produced 
through these mobile social platforms. Social formations may be and are included in 
people’s understanding of and identification with a socially composed and socially 
functional story. 
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Abstract. In the social network of a web-based online game, all players
are not equal. Through network analysis, we show that the community of
players in a online social game is an example of a scale free small world
network and that the growth of the player-base obeys a power law.

The community is centred around a minority group of “hardcore”
players who define the social environment for the game, and without
whom the social network would collapse. Methods are discussed for iden-
tifying this critically important subset of players automatically through
analysing social behaviours within the game.

Keywords: Social Networking, Online Games, Network Analysis, Hard-
core Players, Game Communities.

1 Introduction

Ludologists have known for a long time that all players of games are not equal.
Among the various classifications of play styles [1] an abstract distinction is made
between two classes of player: Hardcore players and Casual players. Hardcore
players are defined by their high level of involvement in games, quantified by
time spent in play and the scale of in-game achievements. In contrast, the Casual
players are characterised by shorter, less frequent play sessions and more shallow
involvement in the gaming experience[2].

1.1 Identifying the Hardcore

Essentially the Hardcore represent the pioneers of a game, and despite being a
small minority of the total player-base, they help define the experience for their
fellow players through their actions and behaviour.

By identifying the hardcore players and analysing play patterns it is possible
to see how the game is perceived amongst these influential players. This can
give vital clues to areas where the game design needs improvement. Identifying
the hardcore players is not a straightforward task. Studies of gamers in the past
have identified them via self-report [2] or based on the time invested in play [3].

Our approach uses Network Analysis to examine the social network within an
online game and highlight the most highly connected nodes as being the hardcore
centre of the game.

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 246–251, 2009.
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2 Network Analysis and Games

Social games are also built on top of networks - that is the network of rela-
tionships (edges in a graph) between the players (the nodes in the graph). By
using network analysis methods [4] we can study the nature of social interactions
within the game community. Since game interactions are recorded in real-time
and network analysis is mathematical, it is possible to get a live picture of how
the society within a game behaves and how it grows as time passes.

2.1 Small World Networks

Small World networks are a peculiar kind of network graph where every node
can trace a path to every other node in the network[4]. They are named for the
famous “Small World” experiments carried out by Travers and Milgram in the
late 1960’s [5] and the most familiar example of which is that of the Six Degrees
of Kevin Bacon[6].

Social games can also expect to be Small Worlds - the larger community of
players are linked through play to one another in a large contiguous social graph.
It is proposed that the central nodes of a game are represented by the hardcore
players - our Hardcore social gamers interact frequently with our Casual players
and therefore bring them into the Small World of the game.

2.2 Analysis of a Social Game - Familiars

Familiars is a social game about collections that can be played online1 and via
mobile phone[7]. Players adopt the titular Familiars and give them free-form
tasks which they would like completing. The familiar is left to be discovered by
other players, who see tasks they wish to help complete. Contributions to tasks
are any combination of text message, photograph and location (via GPS or self-
report). Familiars was evaluated in a two month long public trial in July-August
2008.

The trial involved 157 active users and recorded 1546 distinct interactions
between players. An interaction is defined as one player contributing data to the
task that has been assigned to a familiar by a second player. This interaction
data builds a network graph based on 157 nodes (players) and 603 distinct edges
(interactions, excluding duplicates and self-interactions) that can be investigated
using network analysis.

Network Properties. Based on the graph built by the Familiars players during
the trial, we generated a random graph based on the same parameters of the
largest contiguous social graph. N=147 due to 10 of the 157 players being totally
isolated and never involved in a social interaction. By comparing the behaviour of
our social players with random data we expected to see the intelligent behaviour
of the players result in significant non-random patterns in the network.

1 See http://www.familiars.eu
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Table 1. Comparitive Network Properties

Property Familiars Graph Random Graph KBG
Average Path Length (L) 2.314 2.584 3.65
Clustering Coefficient (γ) 0.471 0.059 0.79

Table 1 shows the properties of the Familiars graph compared with the Ran-
dom graph with the same parameters. For illustration only, the values from the
“Kevin Bacon Graph” (KBG) [4] are included. Average Path Length (L) repre-
sents the average length of every path from each user to each other user in the
network. The higher the value of L, the more spread out the graph is, and as
L decreases, it indicates how previously distant nodes have become closer via a
shortcut between nearby nodes.

The Clustering Coefficient shows the average number of connections each node
has within its local graph neighbourhood. For example, for every player u that
is adjacent to the set of nodes V , γ is equal to the proportion of neighbours of
each node v that are also adjacent to u. The clustering coefficient is the average
value of γ for every node in the graph.

As thevalue ofγ increases, the graph ismore likely tobreakup into several, small,
tightly knit graphs (i.e. a Caveman World [4]). A value of γ approaching 0 indicates
interaction partners are selected randomly from the set of all possible players.

Compared with the random graph, the clustering of interactions in the Famil-
iars network is striking. Since interactions are only between pairs, the significant
difference in coefficient illustrates the intelligent and discerning nature of the
players’ behaviour. The high clustering points to the existence of structured
groups of players within the game who are still quick to interact outside their
social neighbourhood.

The Scale Free Nature of the Network. The analysis of the properties of the
network confirm it as a Small World network. All social members of the network
(that is, all players that interacted with someone who was not themself) appear
on a single contiguous network graph, rather than several distinct groups of
players. However, the relatively large amount of clustering identifies that players
were discerning in their choice of interaction partner rather than random, which
calls for more investigation.

For each node, we found the Degree of Connection (k), which is the number of
nodes adjacent on the graph. In game terms this means the number of distinct
individuals who have either interacted with the familiar belonging to player v,
or have been the recipient of an interaction initiated by v.

Figure 1 shows the cumulative distribution of F (k) against increasing values of
k for both the Familiars players and the random graph with the same parameters.
As can be seen, the distribution for the Familiars players strongly follows a power
law. The average value of k for a network with these parameters is 8.204 but this
is meaningless based on the significant difference between the random graph and
the players’ behaviour which shows that the Familiars network is Scale Free[8].
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Fig. 1. Cumulative Distribution of Degrees in Familiars and Random Networks

Scale Free networks are characterised by the way that they exhibit preferential
connectivity as they grow. In other words, as new nodes join an existing network,
they are much more likely to connect to a highly connected node and therefore
“the rich get richer”. In Familiars this is certainly true, as new players are more
likely to be involved in an interaction with a more popular player. This confirms
findings in several other social applications, such as those built on Facebook [9].

Fig. 2. Classifying the Player Base

2.3 Player Classification

Given the scale free nature of our
typical social game network, we
can classify players automatically by
analysing the social attributes of a
player within the social network.

Figure 2 illustrates broadly how a
player base can be split into three
classifications by analysing their posi-
tion within the network based on “in-
vestment” or their activity within the
network.

Hardcore players are the smallest group of players of the game, but the most
influential, having invested time and effort to become the most important nodes
in the network of the game.

Casual players (or Marginal nodes in Network Analysis terms) account for
the remainder of the active players who have invested a little in the game, but
not as much as the hardcore.
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Peripheral players are those that are only interacted with other players a
handful of times at most. They are inactive and not a part of the community
so appear at the very edge of the network. This kind of player accounts for the
majority of nodes within the network.

Defining Classification Boundaries. There is an issue with the definition
of the boundaries between the different classes of player, especially since the
hardcore is such an abstract concept by definition. The boundaries can be based
arbitrarily based on sudden changes in the graph [10], by proportion (e.g. bound-
aries at 10% and 40%) or by analysis of cliques (connected subgraphs) within
the larger network[4].

In the case of Familiars, we analysed the network based on removing the
most active players (Highest values for k) until a phase change resulted in the
largest contiguous subgraph being smaller than the number of disconnected play-
ers. Practically The removed players were marked as Hardcore in that without
them, the fabric of the social network fell apart. The remaining players in the
disconnected graphs were identified as the marginal players and the nodes that
were completely isolated from the graph were marked as the periphery (they
would not even be in the game if it was not for the hardcore).

Table 2. Comparison of Player Classifications in Familiars

Classification No. Players (%) No. Interactions (%) Mean k Max k Min k

Hardcore 18 (12.24%) 302 (50.08%) 33.56 84 17
Casual 66 (44.90%) 238 (39.47%) 7.10 15 4
Peripheral 63 (42.86%) 63 (10.45%) 2.03 4 1
All 147 (100%) 603 (100%) 8.204 84 1

Table 2 shows how the analysis through to the small world phase change
split the Familiars players into the three classes. As has been demonstrated, the
distribution of players and play-style is distinct - Hardcore players are involved
in over half of the interactions of the game despite being just 12.4% of the
community. For other social games heavy with hardcore themes, steep learning
curve and high cost of entry might expect the percentage of hardcore players to
be much higher than that of Familiars, when performing the same analysis.

3 Conclusions and Further Work

In this paper we proposed that the play style of player can not only be identified
by their personal preference, but by the effects their play has on the social
environment of the game in which they play.

Through performing network analysis of the social game Familiars, we have
demonstrated that social games are likely to be Small World Scale-Free networks.
The scale free nature of the networks compared with random graphs exemplifies
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the impact of a small but powerful group of Hardcore players who bind together
the social fabric of the game community. Due to the importance of the Hardcore
within the social network of a game, we demonstrated a method for classifying
them, along with the marginal and peripheral players, in order that the finer-
grained details of a player’s activity and effects within a game world can be
studied.

Our initial findings in this paper are based on a fairly small sample for a social
game. The same analysis is planned to be carried out on larger scale social games
(such as those on existing social networks such as Facebook) to see if the same
network properties hold true.
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Abstract. Player feedback data was collected for the pervasive game “Meet 
Your Heartbeat Twin”, an event-type LBS (Location-Based Service) game in-
cluding affective computing through the player’s live heartbeats. Correlation 
analysis of the data demonstrates broad client profile for pervasive games, cov-
ering age, gender and hobbies. The data also shows that Urban Games are 
clearly a novel experience; they are not an extension neither from video games, 
nor from mobile phone casual games. Surprisingly, the online sharing of the 
player’s very personal data, player’s location and live heart rate was not per-
ceived as a critical issue at all. As expected, game control is crucial: to have 
fun, players need some adaptation time for GPS orientation and this even for a 
very low level complexity of mobile phone usage.  

Keywords: pervasive games, ubiquitous games, urban games. 

1   Introduction 

Pervasive games are a new kind of games that are played in non-dedicated places and at 
times that can cover any moment in life. The game world combines both, virtual as well 
as real world objects, places and people: we define pervasive games as games that rely 
on the ambiguity between real world and game universe [1,2]. Various sensors and 
actuators constitute the interfaces between the real world and the game universe. These 
sensors and actuators are often linked through the mobile phone to internet, making the 
mobile phones the actual technological driver of pervasive games.  

In the last decades the mobile phone has become a mass consumer product, even a 
necessity in human’s daily life. In addition to communication, its functions now em-
brace location-based services, context aware services as well as entertainment. By 



 Player Feedback Evaluation: Indicating Mass Public Potential for Pervasive Games 253 

 

2010, Nokia expects 50% of their telephones to be equipped with GPS (Global Posi-
tioning System) sensors [3]. This popularization of GPS, together with flat rate data 
billing plans will dramatically boost the number of potential pervasive game players. 
The only remaining limit will be the creativity of the pervasive game studios. 

Although the “killer app” in pervasive games has not emerged yet, several perva-
sive games have had a big success: “Geocaching” [4], which allows the search of real 
treasures by GPS, “Botfighters” [1], which offers locating and “destroying” other 
players on the streets, and “Mogi-Mogi” [1], which invites to collect virtual treasures 
spread around in the city.  

For the moment the criteria for successful pervasive games are barely known. The 
fact that pervasive games overlap with everyday life of the gamers, approaches their 
gameplay rather to strategy games than to action games. Pervasive game scenarios 
have to deal with unpredictable individual and social behavior, with simultaneous 
involvement of the player in several tasks, some in the game, others related to his 
daily life [5,6]. 

So as we glimpse into the near future, the following question arises: who will be 
the players of the pervasive games? This paper reports an empirical study on the 
player profiles of the pervasive game “Meet Your Heartbeat Twin” [7]. The results 
open a promising perspective on a potential mass public market for pervasive games. 

2   Description of the Game “Meet Your Heartbeat Twin” 

A typical “Meet Your Heartbeat Twin” (MYHT) session comprises around 10 players 
who are equipped with heart rate sensors and GPS. A game session lasts around 20 
minutes. Every participant sees a geographical map of the game area on his or her 
mobile phone that indicates the positions of other participants with the same heart rate 
as the holder of the mobile phone. The positions of the participants with different 
heart rates are invisible to the player. The aim of the game is to physically meet a 
person with the same heart rate. The challenge is that by approaching a heart rate 
twin, one’s heartbeat might change either due to physical effort or to emotional 
arousal. New players will appear on the player’s map because his heartbeat now 
matches theirs. 

Game spectators can follow the game session on a giant screen, on which the game 
map with the totality of the players’ data is shown. Thus, the spectators have full and 
live access to the emotional and geographical dynamics of the game. Once the game 
is over, a next group of around 10 persons takes turn. 

Concerning the technology of MYHT: Bluetooth connects the sensors to the re-
spective mobile phone. Client and server code are written in JAVA using the mobile 
phone game middleware GASP [8]. 

3   Data Collection 

Data collection for this study was done during two different events. The first event 
was the digital art festival “LeCube” that was held in Issy-les-Moulineau/France in 
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July 2008 [9]. In order to solicit common citizens to participate at the projects, the 
festival was free of charge, mainly held outdoors and spread out over the city center. 
15 game sessions of MYHT were played. 

The second event was a popular neighborhood gathering in Paris. A citizen asso-
ciation that organizes regularly such events in the 2nd arrondissement in Paris, invited 
us to present MYHT and install a game counter in July 2008. MYHT was announced 
in the local press [10], 3 game sessions where played.  

We asked the players to fill out the questionnaire after they had participated at the 
game session and returned their equipment. About 80% of all players were willing to 
spend about 5 minutes to answer the 17 questions, i.e., 83 in the first event and 13 in 
the second event. The number of 96 responding participants ensures strong power of 
the statistical analysis. 

The multiple-choice questionnaire consisted of two types of questions; the ones re-
lated to the player’s profile and the others related to the player’s opinion about the 
game. In the next section, we will present the frequency distributions of the players’ 
parameters (profile and opinions) and statistically analyze the relations between them. 
All statistical data analysis was done by SPSS. The level of statistical significance 
was defined as α = 0.05. This means that the error probability is smaller than 5 per-
cent. In cases where we emphasize the result of no-difference or no-correlation, we 
required α = 0.10. 

4   Results 

We handle the data from the two events in one single data pool. Where we report 
numbers, we present percentages, but all statistical analyses were done with actual 
frequencies. 

4.1   Player Profiles  

The available data comprises age, gender, residence, interests, and GPS experience. 
In terms of age, the players were between 12 and 62 (Figure 1) with a median of 25 

years. 
It may not surprise that the game attracted primarily younger participants. But it is 

especially noteworthy how many participants of the second half of the life-span were 
attracted by the game too. 

The gender distribution of the players was near to even, with a slight preponder-
ance of female participants: 55% women vs. 45% men. 

In order to identify the place of residence, the player’s postal code was asked for. 
For further statistical interpretation, however, only two categories where retained: 
urban with 52% and sub-urban with 48% of the players. 

Two questionnaire items covered the players’ interests, i.e., their preferred ac-
tivities or hobbies and the type of games they usually play (Table 1). For both 
questions, several choices where proposed, each choice could be answered by 
“yes” or “no”.   
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Fig. 1. Age distribution of participants 

Table 1. Interest: (a) Preferred activities, (b) Games usually played 

Preferred activities  Games usually played  
movies 65%   
theatre 43% social games 41% 
sports 30% console games 43% 
strolls 45% mobile phone casual games 14% 

Table 1b shows that social games and console games are more frequent than the 
more modern mobile phone casual games. It is remarkable that our MYHT game 
attracted many participants who by far do not appear as game freaks. Pervasive games 
seem to offer something that also attracts new segments of game consumers. 

Geographical orientation skills and prior use of GPS help the gamers to understand 
the graphical interface and the control of the avatar position. This is why we added a 
player profile question in order to distinguish prior GPS users from novices. 14% of 
the players had previous regular GPS experience, 86% did not. 

4.2   Player Opinions 

Most of the opinion questions offered Likert scales allowing a choice among 4 de-
grees of agreement with a given statement. 

As Figure 2a shows that 91% of the participants liked the game very much (70%) 
or rather much (21%), and only 1 participant did not like it at all.  

In order to find out whether the players of a certain group like the game more than 
some other group, we analyzed the correlation between the opinion answers and 
player profile. 

Age: In order to enhance the power of the analysis, we compared those of age 25 or 
younger with those of age 25 or older. The analysis yielded no statistical significance 
(t = 1.15; df = 60; p = 0.25). An additional analysis with all participants also yielded a 
non-significant correlation between liking and age (r = -0.07; p = 0.52). This is an 
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Fig. 2. a) Frequency distribution to the question “How much did you like this game?”. b) Fre-
quency distribution to the question “Did you feel embarrassed to play among non-participant 
spectators?” 

important finding: Pervasive games are attractive to both, young and older users. A 
similar game, “GO!”, by XiLabs and Visual System was staged in a public park in 
Shanghai and we found equal success for young university students during the week-
ends as retired seniors during morning weekdays. 

Gender: There was no significant difference between female and male players (t = 
0.62; df = 90; p = 0.53). Apparently, men and women like pervasive games equally 
well. As with MMOGs [11] and social games [12], it seems that pervasive games find 
its prospective clients equally in men as in women.  

The hobby preferences did not influence the liking of MYHT either (all p’s > 
0.50). This finding indicates the independence of pervasive games as a new type  
of game: they are neither video games on mobile phones, nor sophisticated casual  
mobile phone games. 

How difficult was this game to play? 75% of the players found the game “very 
easy” (18%) or “rather easy” (57%). Players with prior GPS experience surprisingly 
did not find the game easier than players without prior GPS experience. However, 
comparing mobile phone game users with those not used to mobile phone games 
yielded a sizeable difference in easiness, i.e., 3.23 vs. 2.85 (t[one-sided] = 1.82; df = 
92; p = 0.04). Although MYHT game interface was set up to avoid any difficult tele-
phone manipulation: playing uses a single button, it still seems to need some training 
to be played by anyone.  

As the game was played in public and under the eyes of non-playing spectators, we 
asked the players whether this made their participation uncomfortable. According to 
Figure 2b, 70% of the players felt “not at all” uncomfortable. This was equally valid 
for both genders, both age groups, and for mobile phone gamers vs. mobile phone 
non-gamers (no significant differences, p > 0.10 in each case).  

There could be another reason for feeling uncomfortable, namely publicly sharing 
a personal attributes like the heart rate. Data analysis suggests that this is not the case, 
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the answers to a further question showed that 84% of the players felt “not at all”  
uncomfortable.  

5   Conclusions 

MYHT investigation shows that pervasive games are clearly a novel experience; they 
are neither an extension from video games, nor an extension from mobile phone cas-
ual games. With the pervasion of 3G/GPS into the general public, pervasive games 
are being transformed from elite media into mass media, with possible attractiveness 
to broad player profile, including age, gender and hobbies. The extension of the magic 
circle is a crucial feature of pervasive games [13]. It seems that it is also the very 
same characteristic that makes it attractive to players: players love to play in the  
middle of their city, in the midst of non-players.  
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Abstract. According to advancements in video technology, there are lots of 
needs for various special effects of videos. The conventional image-transform 
effects could be applied to video streams, but non-photorealistic rendering ef-
fects are not easy to apply. For example, cartoon or illustration effects have ex-
pensive costs in video transformation which makes it difficult to execute in 
real-time. In this paper, we suggest a video transformation system with illustra-
tion effects. It is designed to apply the illustration effects to the video stream di-
rectly and is implemented to achieve real time performances using the GPU 
hardware with NVIDIA’s CUDA. 

Keywords: non-photorealistic rendering, video, illustration, real-time, CUDA. 

1   Introduction 

Recently, videos have become quite common in a human’s life. That is, videos are a 
very familiar and popular media. So, there are demands to make videos with unique 
style.  

The easiest way to make a unique video is putting in special effects in it. To 
achieve this goal, many special effects for videos were designed in the past. The early 
results are derived from image transformations. The simple color conversions such as 
black &white and sepia toning can be easily applied to videos on a real-time through 
conventional applications.  

However, video effects from more complex image transformations like non-
photorealistic rendering effects can’t be applied easily. Non-photorealistic rendering 
effects are a variety of effects as if a person is directly painting a picture on the simple 
image. For example, illustration and watercolor effects in an image takes a long time 
to be generated and it is similar in videos. Several studies have been made on video 
effects in the fields of non-photorealistic rendering, but those were simply used as 
small images.  

This paper aims to apply non-photorealistic rendering effects to various image 
sizes in videos in real-time. Among non-photorealistic rendering effects, illustration 
effects are emphasized. For real-time performances, it is designed and implemented 
using the GPU hardware with NVIDIA’s CUDA.  
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2   Previous Work  

Gooch et al. [1] suggests a facial illustration method. In his research, the illustration tech-
nique and the caricature system, which are put in features of an individual, are intro-
duced. Even though he is mainly dealing with the caricature system, his illustration  
technique for the face description also shows positive results.  

Holger [2] introduces the technique which converted images in videos into images 
of cartoon style on real-time. First, an image is abstracted by applying the bilateral 
filter repeatedly. Second, the luminance quantization and DoG edge detection tech-
nique are applied to the abstracted image. Results of the processes are combined and 
then the final cartoon-style image is produced. And Klein [3] suggests the video  
mosaic method which uses not only simple image but also video stream. 

3   Video Illustration 

In this chapter, our real-time video illustration is described. At first, we mention basic 
illustration algorithm and explain modified algorithm for real-time processing. Then, 
we deal with the NVIDIA’s CUDA code in order to implement our algorithm. 

3.1   Illustration  

Illustration effects are based on brightness perception of black and white images. The 
brightness of an object depends on the light reflected by itself and the object’s back-
ground. Even if the brightness is a little different, relatively, it can be seen the same. 
As shown in Fig. 1, below four circles have equal intensities. While the circles in (a) 
seems to be the same, those in (b) seems to be different due to their backgrounds. 

 

Fig. 1. Example of brightness perception 

The illustration is composed of three basic operations: differentiation, integration, 
and threshold. First, two blurred images can be generated by applying two different 
sizes of Gaussian blur filters to an original image. Second, the difference between the 
corresponding pixels of two images is calculated and the value is integrated. The size 
of the Gaussian blur filter increased than the former step with 1.6-fold, and the same 
task is repeated several times. Finally, the last image based on an original image 
value, an accumulated difference value, and a pre-defined threshold value is  
produced. Refer to the below algorithm in Fig. 2. 
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Program Illustration(SrcImage) 
{ 
  GrayImage = ConvertToGray(SrcImage); 
  v1, v2, b : Image ; 
  for s=1 to S { 
    fAlpha = pow (1.6, s); 
    nKernelSize = DecideKernelSize(fAlpha); 
    GaussianFilterWeight= MakeGaussianFilter(nKernelSize); 
    v2 = GaussianFilter(v1, GaussianFilterWeight); 
    b +=  (v1 - v2) / (coeff + v1); 
    v1 = Copy(v2); 
  } 
  FinalImage = Threshold(b, GreyImage, fThresValue); 
  return FinalImage; 
} 

Fig. 2. Image illustration algorithm 

3.2   Separable Gaussian Blur Filter 

We divided the Gaussian Blur process into two passes to reduce computation costs. In 
the first pass, a one-dimensional kernel is used to blur an image in only horizontal or 
vertical direction. In the second pass, another one-dimensional kernel is used to blur 
in remaining direction. The results of those passes are the same as convolving with a 
two-dimensional kernel in a single pass. Equation 1 shows the basic Gaussian Blur 
filter and equation 2 represents the separable Gaussian Blur filter for our purpose. The 
separable Gaussian Blur filtering requires less computation costs. Fig. 3 shows the 
step images which are created in each pass. 

 
(1) 

, 

 

(2) 

 

Fig. 3. Images generated by separable Gaussian Blur filter in each pass 
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3.3   Implementation Using CUDA 

We convert the image illustration algorithm by single thread using CPU to multiple 
threads using current GPU which is capable of parallel computation. The texture array 
provided by NVIDIA’s CUDA is used in order to assign data at each GPU processor 
and to avoid data bottle neck generated in the SIMD command execution of CUDA. 
An image is inputted into the texture array and an intermediate value is stored in the 
illustration process. Also, our implementation of CUDA employs the separable Gaus-
sian Blur filter to reduce computation costs. Below CUDA pseudo codes in Fig. 4 
represents these explanations in detail.  

Program cudaComputeIllust (*pSrcData, *pDestData, nWidth, nHeight, 
fAlphaScale, fThresLumi) 
{ 
   float *pV1, *pV2, *pV3, *pB; 
   cudaArray *arrTex1, *arrTex2, *arrGuassWeight; 
   dim3 threadBlock(blockSize, blockSize, 1); 
   dim3 blockGrid(iDivUp(nWidth, threadBlock.x), iDivUp(nHeight, 
threadBlock.y), 1); 
    // Copy the data in main memory to GPU memory 
    cudaMemcpy (pV1, pSrcData, nBytes, cudaMemcpyDeviceToDevice) ); 
    for (s = 1 ; s<= N ; s++) { 
        MakeGussianKernel(s); 
        // Horizontal Gaussian Blur filter 
        cudaThreadGaussRow2D <<<blockGrid, threadBlock, 0>>> (pV3, 
nWidth, nWidth, nHeight, nAnchorX); 
        // Vertical  Gaussian Blur filter 
        cudaThreadGaussColumn2D <<<blockGrid, threadBlock, 0>>> (pV2, 
nWidth, nWidth, nHeight, nAnchorX); 
        // Get the differences between orignal & blurred image 
        cudaThreadComputeB <<<nHeight, 128 >>> (pB, nWidth, nWidth, 
nHeight, fCoeff); 
        // Swap original image and blurred image 
        swap (pV1, pV2); 
    } 
   // Get the Final Image 
  cudaThreadComputeFinal <<<nHeight, 128 >>> ((Pixel4 *)pDestData, 
nWidth, nWidth, nHeight, fThresLumi); 
} 

Fig. 4. CUDA pseudo code for our illustration algorithm 

4   Experiments and Results 

To find advantages of our real-time video illustration, we conduct two kinds of ex-
periments. The first experiment is about the quality of video illustration. To check 
the illustration quality, comparison between result images using illustration module 
in Adobe Photoshop and our results. In Fig. 5, (a) is a source image, (b) is the result 
image of illustration by Adobe Photoshop, and (c) is the result of our illustration. 
Comparing the quality of (b) and (c), we can’t find much difference. Therefore, 
when we apply illustration effects to video streams, we can obtain high image  
quality. 
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                    (a) Source Image                                     (b) Illustration by Adobe Photoshop 

 

(c) Our Illustration Image 

Fig. 5. Images generated by separable Gaussian Blur filter in each pass 

The second experiment is about real-time performances. In this experiment, we 
implemented a variety of cases: CPU-based method using OpenCV library [5] and 
GPU-based method using NVIDIA CUDA. The former is divided into 2 methods 
according to the form of the Gaussian Blur filter. In short, there are CPU-based 
method using OpenCV (CPU1), and CPU-based method with the separable Gaussian 
Blur filter (CPU2), and NVIDIA CUDA method (CUDA). Therefore, we can com-
pare the results of above three methods.  

Because performance of an image or a video transformation relies on its image size 
(resolution), we can test the performances of three methods, using various image 
sizes. Table 1 represents the number of illustration frames in a video to be generated 
per second. The image sizes of videos used in our experiments are 320x180, 640x360, 
960x540, and 1280x720. All methods were tested on an Intel Q9550 CPU PC with 
Microsoft Windows XP and a NVIDIA GeForce GTX260.  

As shown in Fig. 6, the GPU-based method using NVIDIA CUDA shows more 
impressive results when comparing with the other methods. Particularly, if the image 
size of a video is enlarged, the performance difference grows because computation 
costs of the Gaussian Blur filter increase. 
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Table 1. The performance evaluation of 3 methods under various video resolutions 

Resolution CPU1 CPU2 CUDA 
320 x180 32.26 66.67 148 
640x360 8.54 16.13 62.5 
960x540 4 7.09 32.36 

1280x720 2.56 3.77 21.28 

 
Fig. 6. Comparison of 3 methods (FPS) 

5   Conclusion 

In this paper, we suggest a video transformation system which is designed to apply 
illustration effects to video streams directly. It is also implemented by using the GPU 
hardware with NVIDIA’s CUDA for real-time performances. Our system has more 
effective performances than systems simply with CPU. Excellent results come out in 
videos of the HD resolution (1280x720) as well. Illustration effects are not influenced 
in color distributions or in contents of videos because calculation is performed pixel 
by pixel. Therefore, performances according to the resolutions of videos can be  
expected for the real application.  

In the future, we hope to create real-time video transformation systems with other 
non-photorealistic rendering effects like cartoon, photo-mosaics, and watercolor. 
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Abstract. Render farm is widely used in movie industry to solve the long ren-
dering time problem. By parallel computing rendering jobs, render farm can 
speedup the rendering process in a scalable way. In this paper, we present an ef-
ficient design of render farm system name DRFarm in distributed environment. 
The most important feature of the system is the capacity aware task scheduling 
strategy. We first introduce the hierarchy tasks subdivision method which en-
sures flexible merging and dividing tasks. By carefully grouping tasks and dy-
namically assign them in different modes, the overall parallel rendering time 
can be reduced by exploiting coherence comparing to conventional methods. 
Furthermore, to adopt various rendering jobs from different locations, we  
design a general rendering service interface with unified job definition.  

Keywords: parallel rendering, distributed rendering, render farm. 

1   Introduction 

In movie industry, rendering a full-length animation film cost numerous CPU time. 
Render farm is built to reduce the rendering time by parallel computing individual 
frame in distributed environment. 

Typical render farm is constructed for animation film rendering. The first full-
length animation film, Toy Story, used 117 Sun workstations and the Pixar Render-
Man system. The film, Shrek 3, is rendered by more than 4000 HP workstations, 
where every second requires 3000 hours CPU time. Render farm is also widely used 
in architecture design, advertising, and the visual effects industry. 

Different from other massive parallel systems, render farm emphasizes on cost-
effective ratio, and usually adopts contemporary commodity workstations. Although 
multiprocessor platform performs excellent for parallel rendering, especially interactive 
ray tracing applications [1], render farm focus on high quality off-line batch rendering. 

Our render farm system which named DRFarm is built on commodity multi-core 
PCs connected by commodity Ethernet infrastructure. In our implementation, we 
focus on scalability and rendering client utilization by adopting hybrid task schedule 
method and flexible task grouping strategy. 
                                                           
* Corresponding author. 
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2   Related Works 

The “render farm” concept has long been applied in movie industry to achieve high 
quality images by parallel computing. The “Kilauea” renderer parallel computes 
global illumination algorithms on cost-efficient PCs running Linux, but not consid-
ered for real-time purpose. Recently, interactive ray tracing system has been imple-
mented from SGI workstations to even commodity PC clusters [2]. These systems use 
highly custom optimized renderers. Specially optimized renderers help exploit  
hardware feature, such as SIMD units [3], but loose certain flexibility. 

Commercial render farm management systems include Qube from PipelineFX, En-
fuzion from Axceleon, Muster from Virtual Vertex, and Deadline from Frantic Film. 
There are also open source render farm systems such as drqueue. These systems gener-
ally support as much renderers as possible for different users, and focus on service qual-
ity. However, such system usually split tasks into single frame, further optimization have 
to be manually configured if possible. 

Online render services are provided by remote render farms, such as Render-
Rocket, which helps make global utilize of computing resource. Grid [4] or volunteer 
computing [5] are also suitable for remote rendering. Implementing such remote par-
allel systems usually requires design network interface and handle data access in 
complex environment [6]. 

In our work, we offered novel strategy to handle task schedule. Hierarchy task 
subdivision definition is introduced to ensure both fine and coarse granularity. With 
flexible task merging and subdividing method, tasks can be grouped together aware of 
client’s computing capacity to exploit temporal coherence between frames. 

3   System Design 

3.1   System Overview 

Figure 1 is the architecture of the render farm system (DRFarm). In the system, the 
server manages all the storage and rendering resources, and provides services to re-
mote or local users by general render service (GRS) interface. In the render farm, 
hardware is connected by local network infrastructures.  

 

Fig. 1. The architecture of the render farm system 
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We implement network architecture in C/S mode, and TCP/IP is employed to han-
dle communication. Most other render farm systems use local network file sharing 
strategy for scene data access, which is based on SMB in windows operation system 
or Samba in Linux OS. We implement both to avoid network bottleneck. 

3.2   Hierarchy Task Subdivision 

Renderers used in render farm system are generally based on ray-tracing algorithms 
which are famous for embarrassing parallelism. When each client has necessary data 
resources, pixels can be computed independently. For the average user, some popular 
commercial animation packages employ coarse-grain parallelism to allow rendering 
of individual frames of an animation across a network of machines. Other renderers 
such as POV-Ray [8], parallelization scheme works on single images only. 

 
Fig. 2. Temporal and spatial parallelism in animation 

Among all the parallel methods, we focus on temporal parallelism between frame 
sequences and spatial parallelism inside single frame. Since animation frame has 
inherent corresponding to each other, we employ a hybrid method to dynamically 
subdivide single frame into finer granular tasks. 

Modern hardware architecture benefits from hierarchical arrangement of different 
levels parallelism. For example, the Cell cluster has three levels hardware parallelisms 
to exploit [7]. Furthermore, tasks can be expanded and merged in a flexible manner, 
which is a requirement of capacity aware tasks assign algorithm. 

3.3   Dynamic Load Balance 

Granularity of tasks greatly affects load balance performance. Conventional method 
in commercial render farm management system is setting up a task pool and dividing 
the tasks into a modest but fixed granularity such as one frame or two. With dynamic 
task subdivision method, we employ capacity aware strategy which will be introduced 
in experiment section. 

We design load balance algorithms for both job completion oriented and client utili-
zation ratio oriented requirements, named active mode and passive mode separately. 

In active mode, the server groups and distributes tasks to rendering clients by their 
rendering capacity. If certain client finished all the tasks assigned, it will search the 
queue to find unfinished tasks assigned to other clients. In passive mode, all tasks 
will be pushed into the task queue. Rendering client fetches tasks each time when its 
current state is idle. The passive mode doesn’t guarantee job completion in coarse 
granularity.  
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Fig. 3. Dynamic task schedule in active mode 

3.4   Unified Job Submission 

Supporting various kinds of renderers is the key requirement in the render farm sys-
tem. We define an abstract level between actual renderer and user, which named gen-
eral rendering service interface (GRS). After analyzing, we define jobs in quintuple 
form: Job = {Type, Job decomposition, Renderer, Data access, Result composition}. 
The five elements are the minimal elements of submitted job script. 

Figure 1 illustrates the functionality of GRS. Users located in different area can 
submit various types of Jobs via GRS interface. A script of the current job will be 
generated including all necessary items for data access and task subdivision. The 
script is coded in XML format, thus can be easily decode and transferred into other 
render farm platform script 

 4   Experiment 

In practice, the computing capacity of rendering clients might be different. Based on 
the fact that frequent memory operation and communication between rendering clients 
will cause the system inefficient, we present a capacity aware grouping strategy. In-
stead of using third party tools to measure performance, we firstly run fine grain tasks 
to collect overall rendering information of each rendering client. With the heuristic 
statistics, new tasks are grouped together as coarse grain ones to exploit coherence and 
reduce loading time. 

To illustrate how the flexible tasks subdivision and grouping algorithm work, we 
task a 48 frames animation (plane fly animation as shown above) for example, which 
is rendered by Maya renderer. The experiment is running on 6 different workstations.  

In this example, compared with scene loading time, rendering time of one frame is 
very short. The naïve strategy split tasks into single frames thus caused great loading 
time consumption. The green line is the fixed task group in size of 2. As shown 
above, capacity aware grouping strategy has flexible task size according to rendering 
clients’ capacity and outperforms other two conventional strategies.  
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Fig. 4. Rendering time of a 48 frame simple Maya animation 

After repeating the naïve while the finest subdivision algorithm several times, we can 
find that client with more computing power tends to compute more frames. Figure 5 is 
the average frames rendered at each client. 

 

Fig. 5. Client capacity represented by frames computed 

Client capacity can be evaluated by clients’ rendering history statistics. With client 
rendering capacity in mind, the system therefore subdivides frames into finest granu-
larity and then merges them by capacity value. As shown in Figure 4, capacity aware 
strategy can achieve very excellent speed-up.  

5   Conclusion and Future Work 

In this paper we present the fundamental concept for building a render farm system.  
We have shown that commodity PC cluster also performances well as a distributed 
parallel rendering environment. Although increasing the client number in straight for-
ward way will not effectively promote speedup limited by network I/O bandwidth, 
acceptable scalability can still be achieved using methods like grouping and coherence 
exploiting. 

Currently, render farm is still limited in local area network. However grid and vol-
unteer computing systems can help utilizing remote resources. Future work can focus 
on idle PCs based remote rendering. 
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Abstract. Strategy games constitute a significant challenge for game AI, as 
they involve a large number of states, agents and actions. This makes indeed the 
decision and learning algorithms difficult to design and implement. Many 
commercial strategy games use scripts in order to simulate intelligence, com-
bined with knowledge which is in principle not accessible to human players, 
such as the position of the enemy base or the offensive power of its army. Nev-
ertheless, recent research on adaptive techniques has shown promising results. 
The goal of this paper is to present the extension such a research methodology, 
named STRADA, so that it is made applicable to the real-time strategy platform 
ORTS. The adaptations necessary to make STRADA applicable to ORTS are de-
tailed and involve the use of dynamic tactical points and specific training scena-
rio for the learning AI. Two sets of experiments are conducted to evaluate the 
performances of the new method. 

Keywords: Game AI, learning, real-time strategy games. 

1   Introduction 

The quality of a commercial video game depends largely on its capacity to entertain 
human players. After having invested significant efforts to increase the graphic quali-
ty of their games, making them more realistic, game designers try to focus on improv-
ing the gameplay of their products. Nevertheless, the Artificial Intelligence (AI) 
available in games remains usually limited and predictable, often forcing the players 
to compete against other humans instead of synthetic entities [3,5]. 

Some of the most highly used AI techniques in video games, such as Finite State 
Machines (FSM) or Scripting languages which are powerful solutions, easy to imple-
ment, let programmers describe behaviors in a static and somewhat detailed manner. 
They can lead to realistic behaviors [8], but they are also plagued by complexity [4]. 
Moreover, their determinism makes them predictable by the human player after a 
certain amount of runs [5]. A promising evolution to go beyond this limitation is to 
look for adaptive techniques, where the knowledge necessary to the behavior is not 
produced by the programmer, but is learned automatically through experience (i.e. 
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through playing). It has been proposed for example with Dynamic Scripting [1] which 
uses weighted rules to adapt scripts. Though some promising results have been ob-
tained in research labs developing learning techniques for games [7, 9], they remain 
so far underused in commercial games [5]. 

In the following section, this paper briefly introduces the STRADA framework for 
an adaptive game AI on which this paper is based, and the ORTS platform which is 
used as an environment for our experimentation. It then tackles the challenge of 
adapting the STRADA framework to the ORTS platform for real-time strategy (RTS) 
games, in particular looking at the question of map analysis and tactical points. The 
resulting platform is then tested against the winner of the 2007 ORTS competition, 
and against a random AI. Encouraging results are further improved by proposing the 
notion of specific training scenarios where the learning AI is set in an environment 
that favors the acquisition of key game concepts. 

2   Background 

The goal of the STRADA framework [2] was to propose a generic model for the au-
tomatic generation of adaptive strategic behaviors in strategy games. It combines 
recent AI techniques, like reinforcement learning, with new ideas to handle the large 
complexity of modern games. Three main axes were explored: a decision-making 
system architecture based on a military hierarchy and a map analysis algorithm, 
whose goal were to reduce the complexity of the state and action spaces, and specific 
combined reinforcement signals which dispatch the information through the hierarchy 
and help the coordination between the different learning agents.  

This approach has been applied to the turn-based game Battleground: Napoleon in 
Russia (Talonsoft). Experimental results showed that the STRADA approach reaches 
higher performances than those obtained by the original game AI, and is able to com-
pete with a trained human player. A coherent and adapted military strategy was 
learned for the two scenarios studied. Only Battleground was used so far for the eval-
uation of STRADA, while the ambition behind it was to have a somewhat generic 
framework for strategy games adaptive AI. Trying to test and adapt the STRADA 
framework on a modern real-time strategy game is an important motivation behind 
the work presented here. 

The ORTS platform is an Open Source project aiming at providing the scientific 
community with a shared framework for RTS AI testing [6]. It is based on a client–
server architecture where all the central data, like the position of all the playing units, 
are handled by the server. This environment is nearly comparable to commercial real-
time strategy games like Command & Conquer (Westwood Studios), but some impor-
tant differences with Battleground (used in past experiments with STRADA) need to be 
highlighted, as they require specific adaptations explained further in the following 
section. The random generation of map in ORTS (for each new game) highlights the 
need for a new approach to the map analysis method proposed in STRADA. The pres-
ence of an economy in ORTS, symbolized by the management of resources in order to 
develop a base and an offensive army, where Battleground focused on the tactical 
aspect of the conflicts, requires that the new platform adapts the notion of hierarchy 
previously used in STRADA. Finally, considering that ORTS is a real-time game and 
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that Battleground is turn-based only, the new model has to adapt the learning algo-
rithms to this new complex testing environment. 

3   Extension of the STRADA Model 

3.1   Hierarchical Structure 

The platform described here replicates 
the vertical dimension of the military 
hierarchy already used in STRADA, 
from army leader at the top to indi-
vidual units at the bottom. 

However, the presence of fog of 
war in ORTS requires creating special 
unit dedicated to exploration. Similar-
ly, the simple economy in ORTS 
requires the implementation of work-
ers for collecting resources and build-
ing production structures, and of man-
ufacturers, for creating new units. All 
those corporations have specific orders 
and perceptions. Therefore, the new 
platform introduces a horizontal di-
mension to the original vertical hie-

rarchy introduced by STRADA with four components (fighters, explorers, manufactur-
ers, and workers) as shown in Figure 1. 

3.2   Dynamic Tactical Points 

Tactical points are structures created by the platform in real-time to abstract the 
knowledge acquired while playing. At each round, the engine locates and identifies 
special areas of interest (see Fig. 2 for an example), mainly defined by the presence of 
groups of buildings, and extract specific information which is stored to create the 
memory of the game. Those parameters, which are discretized and normalized, de-
scribe (1) the strength of friendly forces, of (2) enemy forces, (3) a risk factor, (4) a 
force ratio, (5) resource availability. 

Thus, tactical points are a combination of those parameters, calculated and mod-
ified in real-time by the engine. In this study, the different values used for each setting 
allows the creation of 36 singular tactical points. Each of them is then combined with 
the different orders usable by the 3 operating level to create the action space. For the 
purpose of this study, only buildings can create a tactical point, even if surrounding 
units offensive and defensive power are represented in its description. Creating tactic-
al points with only troops or landscape singularities would be feasible but adding 
parameters to their description will exponentially increase the number of allowed 
tactical points, as well as the size of the action space. 

Fig. 1. Military hierarchy from STRADA

adapted to ORTS corporations 
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Fig. 2. Example of inference of 6 tactical points during a game 

3.3   Reinforcement Signals 

The structure of the reinforcement signals used in the new platform is a consequence 
of the military hierarchy described previously. Most of them are similar to the one 
illustrated in the STRADA model: the global reward, calculated from the score ob-
tained by the agent mainly by collecting resources and killing opponents, the local 
reward, specified for each leader of the different corporations, and the order reward, 
representing how a leader follows the order given by his direct hierarchy. 

However, to represent the horizontal axis added by our new framework, a specific 
local combined reward has been introduced, whose definition is shown below. Its goal 
is to symbolize the interaction between the different corporations. Finally, the com-
plete reward, named combined reward, is a linear combination of the main rewards 
explained above: 

     

This final reward is used within a SARSA-λ learning algorithm [10]. The combined 
rewards associated to the state/action couples are memorized using neural networks. 
Finally, the action selection strategy is based on a Boltzmann-Gibbs probabilistic 
distribution. 

4   Experiments and Results 

During this first experiment, the new platform has been trained on the third scenario 
of the ORTS AIIDE competition, during 5.000 steps. It is opposed both to the 
RTSComp07 game AI, winner of the AIIDE07 challenge, and to a test AI using the 
same engine as the new platform but performing a random action at each decision 
cycle. Every 100 runs, an evaluation was performed during 20 games to measure 
different performance indicators such as the score, the offensive and defensive power 
of the army, the size of the explored map and the amount of farmed resources. 
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Fig. 3. Evolution of the score function with the number of evaluation steps (a) (left) without 
using specific training scenarios (b) (right) with specific training scenarios 

The score evolution detailed in Figure 3a (left) shows that the platform is able to 
increase its performance through learning. After 5.000 runs, its score is 78% higher 
than the one obtained by the random AI but 45% lower than the estimated score of 
RTSComp07. Moreover, the platform takes more than 1500 steps before it begins 
increasing its performance. 

After learning, the AI is able to farm resources, explore the map and optimize its 
global score by creating a few offensive units. Nevertheless, it does not learn to co-
lonize unused resources spots and cannot launch significant assaults against the oppo-
nent. These somewhat poor results can be explained by the large amount of stages 
needed to be completed before being able to develop a massive army. At the opposite, 
the RTSComp07 AI rushes the opponent base early in the game. 

Following the half-satisfying results described above, an attempt was made to in-
crease the performance of the platform by creating specific training scenarios, which 
are designed to let the agent acquire important skills without fearing an early attack. 
Three training scenarios have been designed, each one to learn a specific ability: (1) 
exploration with an empty map, (2) tactical coordination with an already created as-
sault force and an identified enemy base to target, and (3) army development with a 
pre-built complete base. Finally, the skilled agent having learned through these three 
training scenarios has been tested again against RTSComp07 during 2.000 runs with 
the same evaluation method as the one defined previously. 

This time, the score evolution displayed in Fig. 3b (right) shows an important en-
hancement of the performance, which is after learning now 235% higher than the one 
obtained by the random AI, and only 16% lower than the estimated score of 
RTSComp07. With the use of the learning scenarios, the agent is now fully able to 
explore the map, farm resources, manage the production of units regarding the 
amount of resources collected and produce a massive army. Nevertheless, it is still not 
able to colonize unused resources spots and efficiently coordinate its army to attack 
the enemy bases or defend its own base. Let us note that the AI performance is highly 
dependent on the quality of the scenarios it has been trained on. Those should be 
further improved to focus on the defaults observed previously. 
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5   Conclusion 

The results analyzed previously showed a great capacity of the new framework to 
learn a strategy and to increase its performance in a complex STR environment. Ex-
ploration and basic economical behaviors have been successfully learned during both 
experimentations. The use of training scenarios has improved military tactics with the 
production of a massive infantry army and the emergence of artillery. Nevertheless, 
no decisive assault is launched on the enemy base and only very few victories against 
RTSComp07 have been registered. 

As shown previously, those points could be improved by slightly modifying the 
model and optimizing most of the low-level AI algorithms used in the engine. Moreo-
ver, the training scenarios used to increase the agent’s initial knowledge appeared to 
be difficult to design and not completely satisfactory. Another idea would be to re-
place them by a military doctrine. It would represent what servicemen learned at 
school as a basis before learning “in battle”. 

Finally, the performances obtained by this new platform are very encouraging. 
Most of its aspects can be improved to allow it to produce a high-quality strategy and 
to be able to defeat most of the script-based AI with its adaptive capacities. Such 
progress would allow it to be a great opponent in the next ORTS competitions, and 
ultimately a more entertaining opponent to human players. 
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Abstract. To increase a player’s immersion in the game world, its objects
should behave as one would reasonably expect. For this, it is now becoming
increasingly clear that what game objects really miss is richer semantics,
not eye-catching visuals. Current games’ lack of semantics is mostly due to
the difficulty of game designers to realize such complex objects. This paper
proposes a solution to this problem in the form of services, characterizing
classes of game objects. An example of this is the service of a vending ma-
chine, which exchanges a coin for a soda. A three-phased methodology is
presented to incrementally specify and add services to game objects. This
approach has been implemented and validated by means of a prototype
system, which enables a simple and intuitive definition of services in an
integrated environment. It is concluded that game objects aware of their
services facilitate more and better object interaction, therefore improving
gameplay as well.

Keywords: game worlds, services, semantics, object interaction.

1 Introduction

Look around and you will probably see objects scattered all around the place. If
the same room would be used as the virtual environment of a game, one would
probably want to see the same objects - or at least some objects - because empty
environments are unnatural to walk through. Game environments that are filled
with objects will therefore help immerse the player into the game world. By
using graphics, animations, and physics, virtual objects could appear as players
expect. However, that only accounts for their visual aspect, because most objects
in games are still useless, being there for decoration purposes only. Only few
objects, which are crucial for the game progress, are made functional.

An example is the role-playing game The Elder Scrolls IV: Oblivion [1], where
objects can be picked up and used on specific locations to trigger an event, like
opening a door with a key. Some objects have an effect on the player’s avatar,
for instance eating bread to increase the health, or wearing armor to increase
the level of defense. In the game Alone in the Dark [2], several objects, which
look useless at first sight, can be combined to create a functional object: a full
battery and an empty flashlight will provide a light in the dark when combined.
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In the examples above, the functionality of each object (including its mean-
ing, roles, etc.) was thought up by the game designer and implemented by the
programmer. In the real world, a particular object may assume other functions
or roles never anticipated by its designer; with a game object in a virtual world,
this is definitely not (yet) the case, and certainly not automatically. This limita-
tion makes it impossible for a player to (make his avatar) interact with a game
object in many reasonable ways.

In the fields of linguistics, computer science and psychology, semantics is the
study of meaning in communication. When focusing on virtual environments
for computer games, semantics is the information conveying the meaning of (an
object in) a virtual world [3]. A serious problem in current game development is
a lack of tools to easily specify and add semantics to objects, resulting in a lack
of object semantics in games. With a semantically rich object representation,
virtual objects assume behaviors like in the real world, instead of consisting of
a geometric model only. This can be illustrated with a few examples. When
eaten by a character, an apple will reduce the hunger level of that character; in
other words, an apple provides the service of satisfying someone’s hunger. A coat
serves its wearer for warmth. A fire, however, will provide warmth to everyone
in the area. And a vending machine has the service to supply cans of soda, but
only after it has received money.

The role of semantics in virtual environments is receiving increasing attention
[3], but so far not much research has been done on adding semantics to game
objects, let alone with the purpose of making them more functional or improving
the overall gameplay. This paper focuses on our research efforts to improve the
semantics of objects placed within game worlds. In particular, the notion of
services is proposed, by which virtual objects get to ’know’ about their roles
in the world, how they can affect other entities (including the player’s avatar
or artificial agents), and how others can interact with them. Empowered with
the notion of services, objects acquire their own behavior, instead of a purely
predefined behavior; they can behave as one expects, and correspondingly one
is able to interact with them as one expects, regardless of whether the virtual
object is completely imaginary or mimicking some real world object. We believe
that this can significantly change and improve the gameplay, as players will be
able to express their creativity and find more paths to achieve the same goal.
Enabling game developer teams to easily declare services and assign them to
object classes, as described in this paper, is a major step towards the ultimate
goal of achieving more and better object interaction.

2 Related Work

Smart objects [4] were a successful proposal for adding semantics to virtual
objects, dealing with many of the possible user interactions in a virtual en-
vironment. Noticeably, smart objects were primarily devised for manipulation,
animation, and planning purposes, like grasping, pulling, or rotating (individual
parts of) objects. An example is an artificial agent that can open a door by
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moving its hand to the door knob, using the correct hand posture, and turning
the knob. Although smart objects are powerful for these purposes, they lack the
information of which services they provide to their users.

Research in artificial intelligence (AI) proposed the notion of ontologies, due
to the lack of shareable and reusable knowledge bases. An ontology is an explicit
specification of a conceptualization: a representational vocabulary for a shared
domain of knowledge, in the form of human-readable and machine-enforceable
definitions of classes, relations, functions, and other objects [5]. When placing
ontologies in the context of this research, they define the meaning of objects and
the relations between them. In ontologies, important relationships are general-
ization and inheritance, where classes are connected, and each subclass inherits
the features of its superclass [6]. The class Car, for example, has the class Ve-
hicle as its parent. Another important relation is instantiation, which relates a
class with each of the individuals that constitute it. A Ferrari, for instance, is a
kind of Car. In Section 4, the usefulness of these two relations for the creation
of objects with services will become apparent.

3 Designing Services

In order to design services for game objects, it can be very useful to analyze
how real world objects can be structured and classified. In particular, we can
identify the notions of class and attribute. Each object in the real world can
be said to belong to some class, defined as ’a generic description of a collection
of entities based on their essential common attributes’. An attribute, in turn,
is defined as ’a characteristic of an entity’. Classes, therefore, describe entities,
varying from physical objects like ’apples’ and ’people’, to substances like ’water’.
For attributes, one can think of abstract attributes like ’edibility’, or physical
attributes like ’mass’. Units and states express the values of attributes. The
’mass’ attribute could be expressed in the units ’kilograms’ or ’ounces’, while
’edibility’ could be expressed in the states ’edible’ or ’inedible’. Units are also
required to express substances, because they are not quantifiable in integer values
only, unlike physical objects.

The notions introduced above give us a foundation for the definition of ser-
vices. In the real world, entities have particular functions, and provide services,
and this should also be the case for entities in a virtual world; for example, a coat
provides the service of supplying warmth, but only when it is worn. We define
a service as ’the capacity of an entity to perform an action, possibly subject to
some requirements’.

An action can then be described as ’a process performed by an entity, yielding
some attribute value changes or (new) entities’. Actions are best illustrated by
some examples. A service of a heater is to heat the entities in the surrounding
area. This means that the values of their temperature attribute rise; see Fig. 1.
Attribute value changes do not have to occur to target entities only; they can
also affect the actor. Consider an avatar punching an enemy, which lowers the
enemy’s health, but also increases the avatar’s fatigue. The service of a vending
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Fig. 1. A generic service, a service of a heater, and a service of a vending machine

machine, supplying a soda, is a good example of an action yielding an entity; see
again Fig. 1. This soda is an entity that is supplied from the inventory of the
vending machine. However, it is not necessary that the actor always has a stock
of existing entities that can be supplied, as an entity’s action can also yield new
entities. An example is a saw machine that requires trunks, and processes them
into wooden planks, which are new entities. This process leads us to the notion
of service requirements: they can be either actions (e.g. the coat should be worn,
and the saw machine should be given trunks) or some attribute constraints, as
for example a range of values/states (e.g. electrical devices should be powered
on before performing an action, and the fatigue level of the avatar should not
be too high before being able to fight).

From the examples above, there are four important elements that should also
be taken into account when designing services. First, quantities are essential to
indicate how many entities are exchanged during an action, or in which amount
an entity is exchanged, in case of substances. Second, temporal properties are
relevant, because they indicate the duration of a service, which could be a one-
time event, or last for some amount of time. Third, spatial properties indicate
who or what is affected by a service, e.g. the consumer, or all entities within
a certain radius. Finally, a sequence of interaction steps indicates the order in
which requirements should be met before performing an action.

4 Services Put to Work: A Three-Phased Approach

The concepts developed in the previous sections have been implemented in a
prototype system which supports the definition of services for game objects
step by step. This system covers the three main phases that were identified in
the object design process: (i) a specification phase, in which generic classes are
specified in a library, (ii) a customization phase, where a selection of classes
from that library is customized into concrete game-specific classes, and (iii) an
instantiation phase, where object instances of these game-specific classes are
placed in a game world. Figure 2 gives an overview of these three phases.

The key idea of the specification phase is to create a library of generic semantic
classes. By designing generic classes that can be used in all kinds of virtual
worlds, consistency and reusability are stimulated, and thus development time
reduced. In this phase, libraries of classes, attributes, units, states, and actions
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Fig. 2. A phased approach with generic classes in the specification phase, game-specific
classes in the customization phase, and object instances in the instantiation phase

are created. Relations can be established among these components, and for each
class, services can be defined in order to specify its semantics. By applying
inheritance, a class hierarchy is developed, with attributes and services that
have been assigned to a class being inherited by all its children. In this way,
for example, an attribute like ’mass’ does not have to be defined for each single
class, but to the ’physical object’ class only. To populate these libraries, the
WordNet database [7] was used, as it contains many nouns and verbs in the
English language, being therefore useful for many possible classes, attributes,
actions, etc.

In contrast with the specification phase, the other two phases are not generic.
Instead, customization and instantiation play a central role during each partic-
ular game project, which typically has its own unique environment, object style
and desired behavior, etc. In the customization phase, specific game classes are
derived from the generic classes from the first phase, thus automatically inher-
iting all their generic semantics, including their set of attributes, and also the
services they provide. It suffices then to customize the specific behavior desired
for this particular project, including their specific attribute values, e.g. quanti-
ties and temporal properties. The customization phase is also the right time to
assign the project-specific 3D models to the relevant game classes. Finally, in the
instantiation phase, instances of the customized game classes can be created and
placed inside a game world, which is done by means of a level editor specifically
created for this purpose.

5 Conclusions

Despite exuberant visuals, most current games considerably lack proper seman-
tics in the objects populating their virtual worlds. This is partly because design-
ing semantic objects poses especially difficult challenges, including the inherent
complexity of maintaining and scaling all interactions among such objects. This
paper presented a solution to that problem in the form of services, specified as
characteristics of classes of objects. A three-phased methodology has been pre-
sented that enables a game development team to incrementally specify and add
services to game objects. This approach has been implemented and validated by
means of a prototype system, providing an integrated environment which effec-
tively supports a simple and intuitive definition of services. Among the numerous



Services in Game Worlds 281

advantages of this approach, among them (i) it promotes reusability of previ-
ously specified object semantics, (ii) it easily supports behavior customization as
required by each specific game, and (iii) it seamlessly blends with our semantics
engine, charged with all service handling during the game (analogously to what
a physics engine does with in-game physics).

We believe that enabling designers to create game objects that are aware
of each other’s services will be instrumental to achieve more and better object
interaction. This in turn is considered one of the key conditions to significantly
improve gameplay. However, it should also be stressed that object semantics
isn’t but a (powerful) means to serve the gameplay. In particular, it will never
automatically make dispensable the creative work of designers. On the contrary,
care should be taken to avoid overloading objects with superfluous semantics, as
semantics make virtual objects not only more realistic, but more complex as well,
which could end up undermining the gameplay. Therefore, it is the task of the
game designer to seek a balance between achieving realism and good gameplay.
The approach presented here, giving designers the possibility to include realistic
semantics by means of services, while keeping much control on the fine-tuning
of the behavior of their objects, is a valuable aid in that direction.

In the future, we would like to experiment with coupling our semantics engine
with a game AI system, so that artificial agents can make use of services as well,
in addition to players’ avatars.
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Glasses-Free 3D Image Viewer by Handmade DIY Craft 
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Abstract. We developed a glasses-free 3D stereoscopic display using an LCD 
display panel, a view control film and a grating film for stereoscopic viewing.  
The display screen is divided in half in order that left and right regions provide 
the stereoscopic images for left and right eyes.  Because both stereoscopic im-
ages are not in the same position, it is difficult for the observer to view the 3D 
image by the stereoviewing.  The grating film can solve this problem because it 
shifts both left and right images to the same position.  Moreover the view con-
trol film can give us glasses-free 3D viewing.  As the result, the observer can 
watch overlapped stereoscopic images for left and right eyes without special 
glasses such as polarized glasses. 

Keywords: 3D imaging, polarized glasses, overlapping stereoscopic images, 
optical grating film, 3D adapter, stereoscope. 

1   View Control for Stereo Viewing 

To overlap left and right images, the authors use an optical film “SOLFTM” of 3M 
Company.  The SOLF optical sheet is a flexible film with prisms designed to transport 
and diffuse the light.  This sheet has interesting characteristics as follows; the pris-
matic phenomenon is observed and the doubling can be visible through the sheet like 
the Calcite.  This doubling phenomenon occurs because the prism sheet diffracts two 
beams.  This interesting thing reminds us of method to superimpose left and right 
stereoscopic images. A grating diffracts or scatters a light beam with a designed an-
gle.  Using the doubling phenomenon, the authors shift the images for superimposing 
stereoscopic images by adjusting the interval between an optical sheet and image 
plane as shown in Fig. 1. The optical grating film shifts both left and right images to 
the same position. The observer watches overlapped stereoscopic images for left and 
right eyes. If this overlapped images can be separated into appropriate eyes, you can 
perceive the left image only by a left eye and the right image by a right eye.  If you 
are content to wear glasses, this technology enables us to enjoy 3D image viewing 
using polarized glasses. In order to improve a bother, it is necessary to separate a side-
by-side stereoscopic image into left and right eyes. 

To deliver left and right images into appropriate eyes, we use a view control film 
“LUMISTYTM” of Sumitomo Chemical Co., Ltd. Using this film, you can see through 
the film from the left, but not from the right as shown in Fig. 3. One of the miraculous 
features of LUMISTY is that it can be either transparent or opaque, so that it looks either 
like transparent or frosted glass, depending on the angle of sight. It is an adhesive-type 
transparent plastic film which can be used simply by sticking onto awindowpane, and it 
does not cut out any of the light coming through the window. 
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Fig. 1. Superimposing stereo images 

 

Fig. 2. Appearance of 3D display (KNA-20X) 

It is useful characteristics for 3D viewing that you can control what can and what 
cannot be seen depending on which side the viewer is on, or what angle the viewer is 
looking from. Using the miracle of this LUMISTY visibility control as shown in Fig. 4, 
it enables us to perceive left images by the only left eye and right images by the only 
right eye. As shown in Fig. 4, the view control film passes the light within an angle of θ. 
Let’s design the optical layout assuming that 15-inch display panel is used. The width of 
the 15-inch panel is approximately 280mm. As shown in the Fig. 4, the ray of a left 
image is emitted with an angle α to vertical and it reaches into the left eye after the ray 
is diffracted by an optical grating film. Meanwhile the ray with an angle β passes into 
the right eye through the grating film. If the view control angle θ is α to β (α < θ < β), 
the left image is observerd by the only left eye because the ray with an angle β to verti-
cal is blocked by the optical film.  The rays of a right image are the same as the left 
image. In case of the 15-inch panel, the angle α is 13.37 deg and the angle β is 25.64 
deg. The LUMISTY film has many kinds of characteristics; e.g., opaque from front 
side, one direction, two directions and so on. The grade MFY-2555 is opaque from one 
direction when the ray is encountering the film with the angle more than 25 deg. Using 
this MFY-2555 (θ =+25 deg), the observer can perceive the left image only by a left eye 
and the right image by a right eye with no glasses because the view control film restricts 
the direction of scattering light after the grating film overlays left and right images at the 
same position. Therefore, the observers, who wear no glasses, can view the 3D images 
by the binocular stereo viewing.  We have developed the prototype glasses-free stereo-
scopic 3D display using two commercial LCD panels for playing 3D contents by port-
able DVD players as shown in Fig. 2.  In this display, observers can view the 3D images 
by the binocular stereo viewing without special glasses. 
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Fig. 3. View control film Fig. 4. Optical design for 3D viewing 

 

LCD panels
View Control film

Grating film



 

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 284–285, 2009. 
© IFIP International Federation for Information Processing 2009 

Monocular 3D Vision Using Real-Time Generated Scene 
with Depth of Field Effect 
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Abstract. The human vision system has visual functions for viewing 3D images 
with a correct depth. These functions are called accommodation, vergence and 
binocular stereopsis. Most 3D display system utilizes binocular stereopsis. The 
authors have developed a monocular 3D vision system with accommodation 
mechanism, which is useful function for perceiving depth. 

Keywords: monocular stereoscopic display, real-time stereogram, 3-D display. 

1   Concept 

To realize natural 3D viewing, we have developed the monocular vision system, 
which can directly project stereoscopic image on a retina, and a 3D image generation 
system, which can make 3D computer graphics in accordance with accommodation.  
Assume that an actual object is in the real world. When you perceive this object, a 
part of the projected image on a retina might be a blur by the lens of an eye. It is a 
physiological response called as accommodation. In case of virtual 3D image viewing 
as shown in Fig. 1, you can watch a correct 3D image as the actual object is in there if 
the projected retina image has appropriate blur in compliance with focus adjustment 
of your eye.  Then you might perceive virtual images with same accommodation as 
you watch real objects. Thus a monocular 3D vision system can provide correct 3D 
viewing with accommodation, vergence and binocular stereopsis and without a tired 
feeling at long time watching when the retina image is directly projected and external 
stimulation induces the focus adjustment by changing the thickness of an eye lens. 

measure of focus

Generating near-focused image Generating far-focused image

Changing focused image 
by accommodation

Far in focusNear in focus

near in focus detected far in focus detected

 

Fig. 1. Flow of generating focused image 
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2   Display System 

Fig. 2 shows the principle of a reconstruction of the 3D image by the stereo-viewing.  
Fig. 2 (a) shows the optical configuration of a conventional stereogram. To display a 
point object P, observers turn on a point PL for the left eye and a point PR for the right 
eye as shown in this figure. The observer perceives that a point object exists on a 
spatial position P due to the binocular parallax. Fig. 2 (b) shows the optical configura-
tion of a monocular multi-view stereogram. To display a point object P, observers 
turn on points PR1 and PR2 for the right eye as shown in this figure. At the monocular 
multi-viewing, the observer adjusts the focal length of an eye to match with the spatial 
position P, then projected images of pixels PR1 and PR2 are focused to the same posi-
tion on the retina. So the observer naturally perceives that a point object exists on a 
spatial position P due to the monocular parallax. Fig. 3 shows the principle of the 3D 
vision system using monocular stereoscopy. This display system consists of an LCD 
panel, an acrylic plate and an optical lens. The observers perceive parallax images at 
the just point, which the optical lens converges the light on. To perceive multiple 
parallax images with just one eye, the image shifting optics consists of a parallel plane 
acrylic plate, whose inclination causes the image to shift as shown in Fig. 3. An LCD 
panel is used as the displaying plane of parallax images. The signal controller sends 
an image signal to the LCD panel to the tune of a control signal. Then the displaying 
plane of parallax images creates monocular multi-viewing images. 
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Fig. 2. The principle of a stereogram 
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Fig. 3. Optical layout of the monocular 3-D display 
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Abstract. This demonstration challenges the conventional art experience. It 
brings together the fields of art, science, and software integration. The goal was 
to create a new kind of painting based on embedded technology, experimenting 
with a new media: paintings augmented with RFIDs. The aim was to achieve 
interaction between the artist's paintings and art gallery visitors. 

Keywords: RFID, interactivity, art, painting, mobile phone. 

The goal of the demonstration described here is to show how embedded technology 
could help the artist to create a better interaction between his paintings and art gallery 
visitors. RFID (Radio Frequency Identification) tags and mobile phone handsets came 
out very quickly. The artist’s requirements were that the painting was free of any 
visual technology and that the content sent to the visitor could be changed overtime… 
RFID Tags were an appropriate choice to be the basis of our proposal. RFIDs are easy 
to use. They can be read or written through an NFC (Near Field Communications) 
enabled off-the-shelf inexpensive mobile handset (Nokia NFC6131). RFID Tags can 
be audio and text-rich information providers. They can also carry references to web 
sites allowing downloads of dynamic content. The communication framework that has 
been used in the smart painting is part of the uGASP project (gasp.ow2.org). uGASP 
is a middleware for ubiquitous games. This information can be altered over time by 
the artist, an additional dynamic and unprecedented capability. RFIDs and NFC mo-
bile phones are a new flexible communication tool that can deliver the living voice 
and words of the artist thereby closing the gap between artists and the public. The 
technical part of the application presented here was developed in a joint project with 
the Hippocad Company, and the CEDRIC research lab of CNAM Paris. O. Haberman 
is a Painter. As an artist he has observed both at his own and other artist’s exhibitions 
that it would be an advantage to have a direct link between the artist and the public. A 
way of achieving this for a wide audience with a simple service is to use the latest 
generation NFC Tag reader mobile phone. It promises the beginning of an enriched 
interaction with the artist’s world.  

The RFID based painting described here is provided at the demonstration. Passive 
tags are inserted directly inside the painting. Seven RFID Tags have been used inside 
the painting. Their location is indicated by symbols, elements integrated into the work 
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which are easily discernible, regardless of age, culture or language of the viewer. But 
the RFID tags remain invisible to the public. Approaching a mobile phone from a 
RFID Tag (less than 2 cm), the phone automatically downloads content, using audio 
and video programs without the need for user intervention except pushing the "ok" 
button. The demo shows the various point of interactivity that we have developed to 
date. The subject of this semi-abstract piece is Communication. The Roman numeral 
VIII refers to the relationship of men with their universe, the eight planets in our solar 
system, this allegory is represented by a photograph showing an abstract space envi-
ronment. The title of the painting: "Infinite Abstraction," which refers to the invisible 
and infinite dimension of Communication in particular, but also of art in general, 
inscribed in what evokes the screen of a phone, itself element of communication, 
enables to send to the viewer a telephone conversation between two children, and 
addresses the themes of the spoken word among peoples as well as infancy, the future 
development of our world of Communication. The symbol Ω stamped on the piece, 
last letter of the Greek alphabet, used here to express the infinite possibilities of corre-
spondence, as opposed to the start of the first communication between men, and 
whose graphic resonance includes a stylized bridge, invites the viewer to understand 
the angled triangle of the piece symbolizing a bridge between people, a physical 
communication link, an architectural, but also a disembodied though very real link via 
conversation. The number "8", chosen for the gesture of loops that can be reproduced 
ad infinitum, and which, overturned, brings back to the title (∞: infinite), refers to an 
abstract photo in which the photographer has chosen to serve the timelessness of 
communication. The handwritten letter, which occupies the central place in the piece, 
and historical means of communication, speaks directly to the public to connect with 
the voice of the author the symbolism used in the creation of this painting. At last, the 
signature is used to display information on the identity of the piece and of the painter. 
Thus, this semi-abstract and symbolic piece of art offers a new reading through overt 
gestures towards and the interaction of many additional media that give a concrete 
meaning to all the elements that have made the creation of the work. In addition, each 
of the media has been brought to life by an artist or designer using a different mode of 
expression. A photographer was invited to give his analysis on his own vision of 
communication, children have chosen their own grid analysis of the topic and sug-
gested a soundtrack of which they themselves have been the creators and actors, the 
author was given a space for an audio address to the public to attach permanently to 
the work the motivations which energized his thought. An additional text in the piece 
itself includes all the information concerning the author and the identity of the work.  

The painting was shown to a range of 48 people between the ages of 12 to 56 years 
old, of different educational levels and socio-professional categories and with varying 
levels of interest in art. It allowed us to study the impact of the interaction between a 
painting, photos, audio messages and text on people at a painting exhibition. Before 
making the experiment, users have been taught for ten minutes on how the mobile 
phone has to be used. This approach to art/technology has enabled communication 
between the artist, other artists and the public. 
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Abstract. In this study, we develop a new digital sugoroku game that portray 
the phenomenon of vegetation succession in a forest. The results of the experi-
mental evaluation showed that the game was effective in stimulating the interest 
of the students who participated in the game. 

Keywords: Interaction game, Digital sugoroku, Environmental learning,  
Vegetation succession. 

1   Introduction 

In the field of science education, because Games can provide fun-fill learning envi-
ronment, there is plenty of previous research on the subject of introducing digital 
games to support learning [1] [2]. In this study, we develop a new digital board game 
to support learning related to the phenomenon of vegetation succession, which can 
provide fun-fill learning environment regarding the complicated topics in the field of 
environmental learning.  

2   Design and Development of the Vegetation Interaction Game 

The vegetation succession game is a digital sugoroku board game that works with 
Adobe AIR (Adobe Integrated Runtime). We used Mt. Rokko located in the outer 
reaches of Kobe city in Japan, as a background for this game.  
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Figure 1 is the main window of 
the digital game. 6 pieces represent 
6 characteristic plants that grow in 
the Mt. Rokko region. The sur-
rounding part of the board is the 
grid area of the sugoroku board. In 
the central part, there is an event 
cards area a direction window to 
move pieces, and a visualization 
window to show vegetation suc-
cession according to the progress 
of the game. We set the event 
cards to correspond to the kinds of 
disturbances.  

3   Evaluation of the Vegetation Interaction Game 

To evaluate the effectiveness of the digital game in students’ learning about the concept 
of vegetation succession in a joyful way, we conducted an experimental evaluation in a 
university in Japan. The subjects comprised 18 graduate and undergraduate students who 
don’t major in botany. 

A questionnaire survey including 4 items was conducted after the experiment. The 
subjects were asked to answer the questions using a 4-point scale that ranged from “I 
think so” to “I don’t think so.” It took about five minutes for each subject to answer 
the questions. The results show that for the item “I learned in a joyful way,” the posi-
tive evaluation significantly outnumbered the negative (p<.01). Further, it was re-
vealed that for the items of understanding of the disturbance, positive evaluations 
significantly outnumbered the negative ones (p<.01). These results show that this 
game was effective in supporting the students’ interest and learning in a joyful way. 
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          Fig. 1. Main window of sugoroku board 
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Abstract. This paper describes 4-views display system that can be viewed from 
any direction (i.e., the display has four viewing zones so as to perceive a screen 
view of the display at all directions around a table). The authors have ever re-
searched information display systems involving 3D imaging. However, a con-
ventional monitor display is viewed from one direction, that is, the display has 
narrow viewing angle and observers cannot view the screen from the opposite 
side. Hence we developed a tabletop display system for collaborative tasks co-
operated by two users. This tabletop display can provide different images to two 
users surrounding the system utilizing the image splitting technologies for dis-
playing a stereoscopic 3D image. The viewing zones of this display are gener-
ated at both sides in front of observers’ eyes. But screens on the monitor cannot 
be viewed correctly by all users from any direction. Thus, conventional display 
systems enable users not to do collaborative tasks on the round table. To solve 
this problem, we developed new viewing systems. 

Keywords: all around viewing, group work, grating film, table-top display. 

1   All-Around Viewing System 

To enable all-around viewing from four directions, a virtual screen is generated and 
floating above the top level of an actual display panel.  Many techniques have been 
ever proposed in order to float images and locate pseudo images at different places 
from original positions.  To simplify an optical layout, the authors utilize a grating 
sheet.  The grating sheet provides a diffracted image which is arranged under or above 
original position. The grating sheet diffracts or scatters a light beam with a designed 
angle.  This interesting phenomenon reminds us of method to shift image positions by 
a simple optical layout. Our developed a 4-views display system consists of four LCD 
panels and a square pyramidal optical screen. Fig. 1 shows a display unit and its lay-
out constituted of four panels. Fig. 2 shows a square pyramid for generating four 
virtual screens above original positions of the actual display panels. An LCD display 
produces their image by having a liquid crystal layer that when a current runs through 
the pixel, it turns on that shade of color. The problem with the liquid crystal is that 
this color can only be accurately represented when viewed straight on. The further 
away from a perpendicular viewing angle, the color will tend to wash out. Thus, LCD 
displays have a limited viewing angle. As an observer watches a viewing screen on the 
panel with overlooking through the grating sheet, it loses contrast and becomes hard to 
read at out of the viewing angle as shown in Fig. 3(a). The snapshot of Fig. 3(a) is 
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taken from upward diagonal direction.  To correct visual clarity of an LCD’s viewing 
screen, the LCD panels are covered with the grating sheet because a grating diffracts a 
ray into upwards and downwards.  Although the snapshot of Fig. 3(b) is taken from 
upwards at same angle, it has more contrast and is easier to read at out of the viewing 
angle using the grating sheet. 

A square pyramidal optical screen consists of four grating sheets on its surface so that 
the four virtual viewing screens are floating in the air.  We shaped the viewing screen 
into a solid pyramid in order to enable all-around viewing from any directions.  The 
grating sheet on the pyramid surface drifts a viewing screen in front of an observer’s 
face.  But an observer perceives not only a front view but also neighboring views.  To 
solve this trouble, it is necessary to block lights of both neighboring views.  Although 
louver film can also restrict a viewing angle, we utilized polarizers in consideration for 
easiness to obtain.  The polarizer can switch whether a light goes through or not.  If 
polarizers oriented at 90 degrees to each other, no light gets through.  Meanwhile the 
polarizer passes a light wave when arranged for the same directions.  As shown in Fig. 1 
and Fig. 2, the LCD panel and the pyramid surface are covered by polarizers.  For ex-
ample, the horizontally oriented polarizers are attached on north and south display pan-
els and east and west panels are covered with the vertical polarizers.  North and south 
pyramid surfaces are also covered with the horizontal polarizers.  East and west surfaces 
have the vertical polarizers too.  The lights of both neighboring LCDs are blocked by 
the polarizers because polarizers on the LCD panel and the pyramid surface are oriented 
at 90 degrees to each other.  An observer can perceive the only forward display through 
polarizers which have the same direction of polarization. 
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Fig. 1. Display unit Fig. 2. Square pyramid Fig. 3. Grating sheet 
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Invisible Two-Dimensional Code Display 
for Additional Information 
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Abstract. The authors have researched a support system of the reminiscence 
and life review activity. This support system consists of an interactive tabletop 
display and interface system. Many interaction systems are proposed until now. 
An invisible code is one of the useful technologies for a computer interaction. 
The invisible codes provide us with an operating environment using a pen-like 
device. However, this technology is applied to the only paper media. The au-
thors think we want to realize an interaction using the invisible code on an elec-
trical media. In this paper, we propose a method to display invisible codes using 
LCD panels and to detect a polarized symbol image with a conventional CCD 
camera. 

Keywords: 2D code, group work, polarized invisible code, polarized light  
control, table-top display. 

1   Invisible Code Display 

The printing technology using a special pigment enables us to provide a publication 
embedded with invisible codes. This technique is useful for developing an interaction 
system. We want to make good use of invisible codes at an electric display as well as 
a paper. To display visual information and to embed invisible additional information, 
the display panel needs to hide code symbols so as not to interfere with screen view-
ing as shown Fig. 1. So we utilize a polarized symbol image to overlap additional 
information on the visual screen. The polarized light wave has a useful characteristic 
to generate hidden images. You know you cannot perceive digits of a calculator if a 
polarizer is removed from an LCD, i.e., it is impossible for human’s eyes to distin-
guish characteristics of polarization. In our interaction display system using LCD 
panels, we utilize characteristics of polarization. As shown in Fig. 2, our proposed 
display system consists of a conventional LCD panel, an additional liquid crystal (LC) 
layer and some optical elements. LC layers can rotate the direction of the polarization 
axis according to the applied voltage. The LC layer sandwiched between both polariz-
ers displays visual information. This structure functions as an LCD panel. Then this 
LCD panel emits the polarized light due to the existence of a surface polarizer (it is 
called an analyzer). Moreover, the overlaid additional LC layer changes the direction 
of polarization from LCD outputs. This LC layer generates invisible symbol patterns.  



 Invisible Two-Dimensional Code Display for Additional Information 293 

 

A 1/4 wave plate is used to turn-polarized light into circularly polarized light and vice 
versa as shown in Fig. 3. The final LC layer and this 1/4 wave plate output left or 
right circular polarized light waves. This difference of rotating direction makes a 
binary symbol image. As humans cannot perceive differences of polarization, they 
directly watch only visual images on the viewscreen without perceiving symbol  
patterns. 

 

(a) view of normal camera 

 

(b) thru horizontal polarizer 

 

(c) thru vertical polarizer 

Fig. 1. Invisible display unit 

At the detection, the polarized symbol pattern images are observable through the 
1/4 wave plate and the polarizer because the combination of these optical elements 
blocks the wave or not as shown in Fig. 4. This enables a camera to detect the invisi-
ble code on the display panel. Humans and cameras can perceive the hidden pattern 
through these optical elements. So the display panels show visual images and invisi-
ble symbols simultaneously. Human’s eyes can get only visual information and a code 
reader finds an only binary symbol pattern. 

To simplify optical techniques, Fig. 5 shows an illustration in which a structure in-
volves no 1/4 wave plate. This figure clearly shows the basic concept of an invisible 
code display.  The additional LC layer turns the linear polarization from LCD outputs.  
We can perceive the difference of polarization using a polarizer. Assume that the 
polarizer rotates 90 degrees. Then the direction of polarizer converts vertical into 
horizontal or vice versa. This means that a detector gets an inverse image which is 
white and black reversed. If the polarizer rotates 45 degrees, the detector perceives no 
information. A 1/4 wave plate can solve this problem. The 1/4 wave plate can cancel 
this direction dependence. Using this invisible code, the display system provides all 
users with visual information and assistance like an audio guide if the user needs a 
support and it can realize the adaptive interface. 
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Development for Teaching Spelling to Young Children 
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Abstract. A 3D educational mobile game is designed and implemented with the 
aim to teach hard-to-spell words to young children exploiting their natural affin-
ity towards games entertainment in order to increase the likelihood of useful 
knowledge acquisition while having fun. The educational game features a 
fighter plane style environment in which spelling is accomplished by shooting 
down letters. Incentives and motivation such as points and medals encourage 
learning and motivate children to develop skills. The J2ME Mobile 3D Graph-
ics library is used with 3D models developed in 3DS MAX, and development 
taking place in Netbeans.  

Keywords: educational game, mobile game, game design, game development. 

1   Introduction, Goals, and Design Principles 

Rapid technological development has led to modern mobile platforms having equiva-
lent computational power with the early nineties PCs – this has set the grounds to 
develop entertaining educational mobile games leading it to be a rapidly developing 
field all over the world.   

In this paper, we present an educational mobile game in which a child takes the 
role of a pilot being tasked with the mission to shoot down various letters and oppo-
nents necessary to spell a word correctly. The child is guided by various multimedia 
cues (such as photos) and blanks representing letters as to which letter should be 
spelled. In the sequel, we elaborate on key aspects considered in MobiSpell’s design 
referring to deployed technologies and theories, and continue by describing the basic 
implementation, with conclusions for future work.  

MobiSpell’s game design has focused on achieving an increased player experience, 
fun and at the same time learning. Enjoyment directly affects the time spent playing 
and hence the knowledge retention a child will achieve [1], which made it the primary 
design principle. Motivation mechanisms such as rewards in the form of praise, points 
and power-ups have been included as an integral part of the game in order to stimulate 
game play (Figure 1) with enemies and a timer to play against providing a competitive 
element [2] to increase enjoyment.  

An AI component has been included based on a defined state machine interoperating 
with autonomous moving agents [3] in order to provide an additional competitive  
element.   
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Fig. 1. Health power-up (1), shot power-up (2) , and medal (3) are examples of reward and 
incentive mechanisms. Letters and 3D models designed in 3DS Max should be pleasing (4,5) 

Finally, except for the application of motivational mechanisms, significant effort 
has been made on providing a pleasant 3D environment since this also plays a role in 
user satisfaction. 

2   Implementation, Performance and Conclusions 

For MobiSpell implementation, Netbeans Mobility Pack, 3DS Max, Adobe Firefox 
and the Hi-Corp M3G Plug-in are utilized. Multimedia content is created in a three 
step process: 2D textures are first created in Adobe Fireworks, 3D Models are then 
created using the textures, the models are exported into the J2ME Mobile 3D Graph-
ics format and finally imported in J2ME. Extensive use is made of the M3G library to 
provide the 3D environment. 

The performance of the game was acceptable on a Nokia 6085 cell phone as long 
as less than two enemy planes and 15 letters existed within the level. Optimization 
strategies such as using public variables, using a pool design pattern for bullets, and 
avoiding object oriented encapsulation strategies reduce overhead.  

Educational games are effective towards promoting learning - used in conjunction 
with mobile technology increase all-the-time access to novel learning paradigms. 
Future work will focus on game extension adding non visual multimedia such as 
sound (e.g. a spoken word) and optimizing code.  
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Live Demonstration of the Pervasive Game “GPS Joker” 
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Abstract. From the virtual to the real, everybody is looking for the Joker... your 
mobile phone guides you through the city. Be the first one to win the Joker.  
Enter the game and play your session here in Paris! 

Keywords: pervasive games, ubiquitous games, urban games. 

1   GPS Joker  

The mobile telephone operator SFR [1] and the urban game studio XiLabs [2] devel-
oped the permanent and persistent pervasive game GPS Joker [3]. 

Game idea Find the maximum of “Oblocs” to win the big price at the flashmob. 
Game type Multiplayer LBS Game. Permanent play. Persistent game-world. 
Game scenario 

Game alternates between two game phases: a permanent phase and an event-type 
phase. In the permanent phase you increase 
your hero’s strength by searching and snatch-
ing virtual objects in your city. As you ad-
vance into higher game levels, the objects get 
more and more difficult to catch. 

Every two weeks, a flashmob is organized. 
If you get there on time, you invest your 
player’s strength in the common pot in order 
to increase the price payout. If you are the 
lucky one, you win the big price after the 
countdown. Otherwise, you might just share a 
glass with the other players on spot. 
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Abstract. The paper describes a technique which lets designers imple-
ment artistic ideas rapidly into an autonomous interactive art system.
The technique consists of two parts: the fixed set of computer vision algo-
rithms and image-based rendering with branching animation sequences.

Despite some limitations, the technique provides easy implementation
of the wide range of fascinating interactive scenes.

The availability of low-cost desktops, compact computing systems, digital cam-
eras and TV panels together with existing sophisticated algorithms and software
provides an opportunity for spreading the autonomous interactive art installa-
tions widely into everyday life. A lot of systems and toolkits are available for
developing and deploying such installations [1].

But it is hard to find a system which provides the designer with a fast and ef-
ficient way to implement artistic ideas into the interactive form. So there is a de-
mand for a software platform which would allow to implement a wide range of the
interactive scenes in a simple way. In this paper, the technique for constructing
such a platform is proposed.

Usually an autonomous interactive installation plays some scene while perceiv-
ing and responding to a user’s activity. We will consider a video interactive instal-
lation with hardware consisting of video input device (video camera), a processor
(desktop or compact computing device) and a video output device (TV panel).

The key modules for interactive installation software are:

1. Video Analysis: interpretation of user’s actions. It is possible to construct
a robust computer vision module, working in uncontrolled light conditions
and performing following tasks [2]:

– detect objects appearing and disappearing;
– detect objects’ motion direction and speed;
– recognize human face and its expression;
– recognize several hand gestures.

The output data of the module is enough for many camera-based interactive
scenarios.

2. Behaviour & Dynamics: scene internal state representation and changing
accordingly the user’s actions.
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3. Render: visual representation of the scene state. We propose to use image-
based rendering [3] as the universal and simple way for utilizing the ani-
mation obtained with different methods: 2d, 3d animation and live video
recordings. More specifically, it is proposed to represent the object’s dy-
namics by a number of animation sequences. This sequences have common
frames, in which it is possible to switch between the sequences while playing.
Such sequences can be called “branching animation sequences” (Fig. 1).

Fig. 1. Four Branching Animation Sequences

The experimental platform for testing the proposed technique was developed.
A number of interactive installations were implemented. The experiments proved
the simplicity of implementing the interactive scenes. It seems that the capabili-
ties are quite enough for the mass production of the wide diversity of the simple
interactive installations.

Part of the research was supported by the grant 09-01-00523 from the Russian
Foundation for Basic Research and the Presidium of the Russian Academy of
Sciences fundamental program 29, project P(29)7-2. The author would like to
thank G. Malyshev and P. Zakrevskiy for 3d animation, S. Zamuraev for fruitful
discussions, I. Ilyin for the help in programming, S. Perevalova for the help in
demo, A. Poptsova for the text correction.
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Abstract. This paper explores the development of an Artificial Intel-
ligence system for an already existing framework of card games, called
SKCards, and the experimental results obtained from this. The current
Artificial intelligence in the SKCards Blackjack is highly flawed. Rein-
forcement Learning was chosen as the method to be employed. Rein-
forcement Learning attempts to teach a computer certain actions, given
certain states, based on past experience and numerical rewards gained.
The agent either assigns values to states, or actions in states. This will
initially be developed for Blackjack, with possible extensions to other
games. Blackjack is one of the simpler games and the only current game
in the SKCards package which needs an Artificial Intelligence agent.
All the other games are single player. To test the performance of the
Reinforcement Learning agent, several experiments were devised and run.

1 Background

1.1 Current System

The current system is a framework for all card games. There is a reresentation
of Cards and gameplay is represented by the interdependant Interfaces Player
and UI. The Blackjack Player has an attempted AI implementation, which is a
number of nested if-else if-else clauses. This does not work.

1.2 Blackjack

[1] The object is to get upto 21 points in a maximum of 5 cards. This is achieved is
by assigning values to each of the cards in the deck: 2-10=Face value; Courts=10;
Ace=1/11. The player may then take another card(hit) or end thier turn(stand).

1.3 Reinforcement Learning

Reinforcement Learning learns from rewards for taking a sequence of actions in
an evirnoment, based on its knowledge. This will lead to a change and eventually
a reward. The agent will accordingly adjust its knowledge. Agents can act based
upon values of states or actions in states. It learns based on past rewards for
an action, A, and the reward received for action A. For simplicity, we take the
average of the previous rewards and update it and also allows the agent to know
how good a reward is.
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The agent implemented is a softmax selection agent. It choses actions based on
thier probability, from the equation below [2]:

eQt(a)\τ∑n
b=1 eQt(b)\τ

(1)

This strikes a balance between exploitation and exploration. The parameter
0 < τ < 1 is called the temperature and decides how much the agent explores.

The basic value method uses discounted. The agent passes back the reward
multiplied by a constant 0 < γ < 1, known as the discount rate. Multiplying the
reward by the step-size parameter, 0 < α < 1, mitigates the effect of noise in
the data. By calculating these values, the agent learns a policy, P , which is the
action the agent will take in a given state. We aim to learn a policy P � P ∗.

2 Experiments and Results

4 basic tests were devised. Each test uses different values of rewards to achieve
a different purpose. The first test uses the normal values: Win = +10; Push =
+5; Lose = -10; Bust = -10. The subsequent tests involve doubling one reward
value and keeping the rest at the norm. The dealer hits until a set value. The
constants used were: τ = 0.5; α = 0.6; γ = 0.75; A sample of the results are
given in Table 1.

Table 1. Final Results

DEALER WIN LOSE BUST FINAL WIN LOSE BUST NET
POLICY REWARD REWARD REWARD POLICY (%) (%) (%) WINS(%)

11 10 -10 -10 17 44.62 17.6 30.66 -3.64
17 10 -10 -10 18 19.08 17.4 38.74 -12.86
11 20 -10 -10 16 45.98 23.1 22.02 0.86
12 20 -10 -10 17 42.76 19.54 29.82 -6.6
15 10 -10 -20 12 19.48 58.88 0 -26.26
16 10 -10 -20 12 18.3 58.26 0 -25.72
16 10 -20 -10 20 20.46 5.8 59.86 -31.12
17 10 -20 -10 20 16.14 6.04 59.02 -25.7

3 Conclusion

The results show that by altering the rewards, alters the policy of the agent. It
is seen that altering negative rewards has a larger effect than altering positive
rewards. From the net wins, we can see that policy alone cannot win.
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Abstract. “Plug: Secrets of the Museum” (PSM) is a game played with
NFC-enabled mobile phones inside a museum containing dedicated pas-
sive RFID tags. During a PSM session, 8 teams exchange virtual cards
representing objects located in the museum. These exchanges are done
either with RFID tags or with other teams. PSM game design results
in an educational and entertaining game which is much more attractive
than the plain old treasure hunt proposed by several museums. Thus
PSM is a good companion to discover and even take up a museum.

1 Introduction

Museums intend to arouse visitors’ interest in their pieces. Computer games can
contribute to this mission [1].

[2,3] present examples of such games. None of them meet simultaneously all
of the following requirements: 1) the game is educational but also entertaining;
2) installation and operating costs are limited; 3) it can be played by anyone
(whatever their age and their social category); 4) it is a family game; 5) the same
player can play several times without getting bored.

This is why we have developed “Plug1: Secrets of the Museum” (PSM).
Section 2 presents its game design and how it matches all of the requirements.
Section 3 concludes.

2 Game Description

In PSM, 8 teams play with NFC-enabled handsets. They manipulate virtual
playing cards, which represent specific objects of the museum. These cards are
stored either on handsets, or on RFID tags located besides these objects.
1 PLUG is a research project funded by ANR and labelled by Cap Digital. Its con-

tributors are academics (CNAM, Institut TELECOM, Université de La Rochelle),
companies (Net Innovations, Orange, TETRAEDGE Games), a museum (Musée des
arts et métiers) and an association (Dune–Aventure).
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The goal is to get the best score throughout the game session. To gain points,
the teams may prove: their collector’s ability, by gathering on their handset 4 cards
of the same family (through exchanges “card stored in their handset⇔ card stored
in a RFID tag” or “card stored in their handset ⇔ card stored in another teams
handset”); their public-spiritedness, by storing a card to its reference RFID tag
(thanks to an exchange “card stored in their handset ⇔ card stored in a RFID
tag”); their generosity, by exchanging one of their cards with another team; their
curiosity, by answering quiz related to the objects of the Museum.

PSM is educational as, in particular, players discover parts of the museum
they would not have paid attention to, if they had not played PSM. Nevertheless
players considered it as very entertaining.

Installation of PSM consists in the deployment of tags throughout the mu-
seum. Moreover no network is needed at game time. This results in limited
installation and operating costs.

Because there are several ways of gaining points, PSM reaches a broad audi-
ence (e.g. young children like its collector aspect whereas seniors enjoy quiz).

PSM suits a family visit. Family members can choose to play either together
(in the same team), or against each other (in different teams).

A player can play several sessions of PSM without getting bored: each time,
they can decide to choose a different strategy (focus on generosity points, focus
on curiosity points. . . ). Moreover their competitors will always be different and
this will give a different thrill to each session.

3 Conclusion

12 public game sessions (with 150 players) showed that PSM makes players take
up the whole museum. PSM gives them the desire to stay after their session, in
order to focus on some parts of the museum discovered during the game.

During ICEC 2009, we intend to demonstrate PSM by making participants
play PSM sessions in the Musée des arts et métiers museum.

PSM key concept is to collect cards through exchanges with RFID tags or
other teams. This concept can be generalized easily to any kind of museums,
with limited installation and operating costs. Thanks to PSM’s educational but
also entertaining features, one of the main missions of museums (arouse visitors’
interest in their contents) is fulfilled.
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Abstract. In this paper we describe the development of a method and system 
for training metacognitive agility (self-awareness and self-regulated learning) in 
serious games applications. We introduce a unique design that features a novel 
role for real-time, in-game peer performance assessment and feedback to en-
courage user reflection and self-explanation. This approach has been imple-
mented in two serious games currently in use today whose focus is intercultural 
competence and intercultural sensitivity education. 

Keywords: serious game, metacognitive agility, reflection, in-game performance 
assessment, peer learning, intercultural competence, sensitivity. 

1   Reflective Evaluator Role in Multiplayer Serious Games 

A serious game is defined in this paper as the use of interactive digital technologies for 
training and education in private, public, government, and military sectors. In multi-
player serious games play is usually followed by a debriefing period in which key 
learning points and participant performance are discussed in a large group after an 
exciting game session. It is typical in these cases, therefore, for the reflection and peer 
learning to occur outside of the game experience, while the game experience focuses 
on individual task performance [1]. It is also typical to hear these users and instructors 
say that the real learning occurs outside of the game, not as part of the game. However, 
this trend need not persist. By applying principles from social learning theory and 
entertainment game design we can embed in-game opportunities for user real-time 
reflection and peer learning during game play. 

Honing one’s metacognitive agility and reflection is integral to competence educa-
tion [1]. Metacognitive agility is the ability to actively control the learning process [2] 
such as possessing the ability to reflect and analyze the way oneself or others think, 
discern when different cognitive strategies are needed, and employ those strategies to 
enhance one’s learning and performance [1]. Operating competently requires the 

                                                           
*  Sandia is a multiprogram laboratory operated by Sandia Corporation, a Lockheed Martin 

Company, for the United States Department of Energy under Contract DE-AC04-
94AL85000. 
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ability to be aware of oneself and others, reflect on salient experiences, evaluate or 
assess situations, and act purposefully on those evaluations.  

The reflective evaluator role is based on the Real-time In-Game Assessment, 
Evaluation and Feedback system [1, 3] which consists of a game interface and role for 
making in-game evaluations of player’s actions, decisions, communications, etc. as 
they occur in real-time and as they correspond to competencies and learning objec-
tives. In each multiplayer session, Trainees, instructors, evaluators, or subject matter 
experts play roles for characters or peer observer/evaluators.  

Our design goal with the introduction of this new role for reflective learning (ob-
servation and evaluation) was to encourage growth toward intercultural sensitivity [4, 
3] and cultural relativism [5], or the ability to reflect and evaluate phenomena relative 
to cultural context. Therefore our intent was to expand trainees’ solution set for  
ill-defined problems through their game session and subsequent participation in a 
follow-up discussion. More detailed information on the role is available from [1, 3]. 

Peers in the reflective role help focus and teach others participating in the debrief-
ing to connect theories and/or concepts to actions demonstrating stages of intercul-
tural competence and sensitivity [3, 4]. Trainees in the reflective role are therefore 
held accountable for explaining criteria of intercultural competence to others after 
observing modeled behaviors. This often accelerates learning as they internalized 
concepts and new vocabulary more quickly than others. 

By training in roles that allow users to act (character roles) and reflect (Reflec-
tive Evaluator role) the trainees perform different cognitive tasks.  More concrete, 
active experimentation (e.g. negotiating from a different point of view) takes place 
with character role participation, while abstract conceptualization and reflection is 
fostered by the Reflective Evaluator role (e.g. pause, look at the problem in light of 
the cultural context, critically consider best practices, and communicate solutions 
to others). Thus intercultural competence education is grounded in experiential 
learning theory—namely concrete experience, active experimentation, reflective 
observation, and abstract conceptualization [6]. This approach is entertaining and 
educational. It is used with multicultural groups to engender out-of game discus-
sions of cultural differences and diverse approaches to problem-solving in two 
serious games currently in use today. We are extending this work by conducting 
user studies that investigate how to further improve experiential learning and by 
adapting the game environment in real-time as a result of performance, reflection, 
and in-game peer evaluation. 
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Abstract. This paper proposes a first sketch on the state of the art regarding inter-
active edutainment games delivered through mobile multimedia museum guidance 
systems used in the context of a cultural visit. The goal is to identify current prac-
tices but also potential functional requirements, through the introduction of a first 
set of classification criteria emerging from a literature review of representative  
projects. The issue of related evaluation practices is also discussed. 
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1   Introduction and Motivation for Research 

About one third of museum and gallery audiences are made up by children accompa-
nied by their families. As interactivity and action is vital for children, a perception  
that the museum visit will be fun is crucial. In this context, educational games for mu-
seum handheld devices may constitute an alternative to PDA-escorted guided visits, 
especially attractive for children and adults by triggering curiosity and promoting  
engagement physically, mentally and emotionally [1].  

2   A First Set of Classification Criteria 

Multimedia games for museum handheld devices can be solitary games (e.g. [2, 3]) or 
team games [4, 5, 6, 7]. Teams can be consisted of individuals [4, 5] or groups of two or 
more players [5, 6, 7]. When teams or team members are given the possibility to commu-
nicate between them, communication can be synchronous -as is more often the case- or 
asynchronous [2]. Another distinction can be made according to whether the game pro-
poses the use of one or multiple delivery platforms [7] such as stationary workstations, 
video projectors or head mounted displays [4]. The environment in which the game takes 
place can also be used for classification purposes; three categories can be distinguished: 
outdoor games in cities, historical or archaeological sites [4], indoor games in museums 
and galleries [5, 6, 7] and games that combine tasks that should be accomplished both in 
an indoor and an outdoor environment [7]. Similarly, the games can also take place in a 
variety of computer environments: 2D environments, 3D environments, Augmented 
Reality environments or combinations of the above [7]. The examined games are often 
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inspired by already well known educational museum games, like “treasure hunts” and 
observation games [4, 7] or mystery/detective games, in which the players have to solve 
a mystery case regarding one or several museum objects ([4, 5]). According to the nature 
of the proposed activities, edutainment applications for mobile multimedia museum 
guidance systems can be also distinguished in observation games, reflection games or 
video/arcade games [2]. Finally it should be noted that additional activities are sometimes 
also proposed for the pre- and post-visit phases [3].  

3   Perspectives and Directions for Future Work 

Games can provide an important ally in mobile museum guides’ and edutainment 
projects. However, the number of evaluation studies carried out regarding edutain-
ment interactive applications on museum handheld devices is significantly inferior to 
this concerning the effectiveness of use of mobile multimedia museum guides. In 
addition, scarce are the studies regarding the effectiveness of PDA delivered educa-
tional games as compared with more “traditional”, educational, paper and pencil 
quests. Hence, the urge to further invest in the conception, assessment and evaluation 
of mobile museum guides’ edutainment applications is crucial. 
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1 Song Composition Algorithm Considering Prosody

We present an algorithm for song composition using prosody of Japanese lyrics.
Since Japanese is a “pitch accent” language, listener’s apprehension is strongly af-
fected by the pitch motions of the speaker. For example, the meaning of Japanese
word “ha-shi” changes with the pitch. It means “bridge” with an upward pitch mo-
tion, and “chopsticks” with the motion inversed. A melody attached to the lyrics
cause an effect similar to the pitch accent. Therefore we can assume that pitches
of Japanese lyrics give constraints on pitch motions of the melody. Furthermore,
chord progression, rhythm and accompaniment give constraints on the transitions
and occurrences of the melody notes. If a certain melody for the lyrics were ob-
tained, the melody would satisfy these constraints. Conversely, we can compose a
song by finding the melody which optimally meets the condition.

2 Implementation and Experimental Results

Orpheus is an automatic composition system that we implemented using melody
composition algorithm based on prosody. This system computes melody from the
lyrics input with choices of chord progressions, rhythm patterns, and accompani-
ment instruments. We used Galatea-Talk[4] text-to-speech engine to analyze the
prosody of Japanese lyrics, and HMM singing voice synthesizer[5] to generate
the vocal part. We also implemented the system as a web-based application1.

We did two experiments to evaluate the system. Firstly, we asked a classical
music composer to evaluate 59 generated songs in five-grade evaluation. Secondly,
we uploaded our system to get comments from a large number of users on the
internet. During a year of operation, about 56,000 songs were generated by the
users and 1378 people answered the questions about Orpheus and the generated
songs. The results are shown in Fig. 1 and Fig. 2. Judging from the results,
about 70.8% commented that the generated songs are attractive, and 84.9% of
the users had fun trying this system.
1 http://orpheus.hil.t.u-tokyo.ac.jp/automatic-composition/index.en.cgi
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Fig. 1. Evaluation results on 59 songs by
a classical music composer [%]

Fig. 2. Evaluation results on generated
songs and the Orpheus by 1378 users [%]

3 Discussions and Conclusion

This research attempted to design an algorithm to compose a song automatically
from the lyrics using prosody information, which enables users to make their
original songs easily. The results indicate that our method and implemented
system Orpheus is an enjoyable solution for amateur musicians.

However, it should be noted that our algorithm can be applied to lyrics writ-
ten in “pitch accent” languages only. As a next step, we plan to extend the
composition algorithm to handle “stress accent” languages, such as English, by
putting constraints on metric structure of the melody.

Acknowledgments. We would like to thank Hitomi Kaneko for the evaluation
of generated songs and useful discussions from the composer’s point of view.
This research was funded by the Crest Muse Project[6].
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Abstract. Big Fat Wand (BFW) is a handy laser show system, which includes a 
portable laser show device newly developed and a laptop PC with easy-to-use 
authoring toolkits. This paper describes basic principles and architecture of 
BFW, then demonstrates how BFW is used in an open space environment.  

Keywords: Laser Show Device, Entertainment in an Open Space, Interactive 
Sessions. 

To enhance human-computer interaction activities, we are developing a new intelli-
gent pointing device: Big Fat Wand (BFW). Compared with a conventional laser 
show device [1], the size is as small enough as we use it in hand. Furthermore, com-
pared with a conventional laser pointer, it is connected with a laptop PC and pro-
grammable to allow the user to specify the pattern displayed via any characters and/or 
symbolic patters on the targeted object.  BFW stands for the very big magic wand.  
The device displays various information to any kinds of target objects, even if they 
are in a bright place. 

BFW originally aims at edutaining hearing-impaired students for out-of-classroom 
lectures. So far, intensive experiments on art sculpture lectures at a large room have 
uncovered that BFW is a cutting-edge system for the purpose [2].  However, BFW 
can be used as a general entertainment tool.   

Big Fat Wand system has the following components: i) A laptop PC with line 
drawing image generation, image display, and editing software, ii) A one-board mi-
cro-computer to convert the digital information of the drawings to the analog ones to 
control the device, and iii) Laser show device with laser light generator, small dy-
namic mirror devices to control displays of the drawings, and power supplies. The 
system is also equipped with special purpose authoring tools for naïve users to  
prepare the explanation materials.   

Very unique points of BFW are summarized as follows: i) A one-board 16 bit mi-
cro-computer manages DA conversion of explanation and controlling the images, ii) 
The portable cylinder part is carefully designed to avoid heat damages of the laser 
devices, and iii) the components of the devices are packaged in separated two parts to 
easily use the system. 
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We show how BFW is used for entertainment purposes. The first example is to dis-
play any images into target objects (Figure 1).  The second example is about an  
on-going project Skelton Dances, whose objective is to develop a new interactive  
entertainment system with both displayed animated characters and human actors  
(Figure 2). 

Our future work includes 1) to prepare interesting interactive scenarios for the  
display images and human actors and 2) to improve BFW to Small Smart Wand. 

 

Fig. 1. Demonstration of BFW for Daily Explanation and Amusement 

 

Fig. 2. Interactive Session with a Display Image and a Human Actor 
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1   Description 

Every creative project needs to have an ideation process. A good ideation process 
relies on a simple yet effective way of putting ideas on the table and sorting through 
them, also discarding them easily if necessary. However, for this ideation to be suc-
cessful it has to be a process in which cheap and simple ways of exploring ideas are 
used along with tools that are readily accessible to everyone in the field to use.  

It is known that the video game industry is mostly a production-oriented industry. 
This emphasis on production has neglected research into the ideation process neces-
sary in a field of this nature. Very little has been taken into account regarding new 
ideas of gameplay, rather the focus is more on the aesthetics of the game. This means 
that the gameplay of many games of the same genre is identical, except for the back-
ground story and characters. This phenomenon is linked to the rapid growth of the 
industry and the vast sums of money that it is needed in order to produce a modern 
game.  

We feel that this is a problem that should be addressed and solved, and for this we 
have suggested a tool in which ideas can be “sketched” in minutes with a whole team 
of designers and developers.  

This tool is called Sketch-it-up!, It is an extension of the GameSketching system 
conceived by Dr. John Buchanan and his team in 2007. It is not just a software tool or 
a solution to a particular problem, but rather a set of processes and technologies that 
allow game development teams to explore and communicate ideas. Sketch-it-up! 
builds on the previous GameSketching system making it more accessible, whether the 
users are gamers, programmers, designers or artists.   

Sketch-it-up! is a process that should happen in parallel to ideation, brainstorming 
and tools creation in games. Not to be confused with prototyping, which would re-
quire having game ready assets, the concept of sketching relates to hasty executions of 
ideas without using game ready assets or code. This would enable focused conversa-
tion between members of a team about the bare bones of a game, the essentials, the 
pros and cons of the idea itself.  

Up to this day this ideation process was done through paper sketching and similar 
contraptions. Our tool is different because it is interactive in such a way that every 
member of a team can control different aspects of the sketch. It also reduces the con-
fusion on writing and erasing things in the same paper at once. Different views are 
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also provided so that the idea can be expressed from different angles and different 
game genres can be sketched. It can be shared and worked upon in real time on any 
network like ad-hoc, LAN or internet which is a huge advantage over paper sketching. 

Sketch-it-up! is built on a Client/Server architecture. We refer to the Clients as 
puppeteers, and these puppeteers are connected to a main server. The puppeteer and 
server then load up the same world and each time an object is added by a puppeteer, it 
appears throughout the world. To avoid confusion, all requests to add/modify/move 
characters go through the controller and are granted only if those objects belong to 
that particular puppeteer. Each of the puppeteers has his own camera view to facilitate 
better maneuvering of his puppets.  

Sketch-It-Up! is built on Disney’s Panda3D engine because of its simple licensing 
policy and rapid development cycle due to the use of Python. Sketch-It-Up! is pre-
loaded with a number of assets that can be used to sketch many types of games. But if 
needed, assets can be created in Maya, 3D Studio Max or Blender and imported into 
the tool.  

To make a tool that the industry really needs, we presented it to game companies 
and got their feedback. We also constantly tested the tool ourselves to fix bugs and 
add features. This led us to make the current, robust tool that we have now. 

However, in making this tool, we found that it has its limitations, as not every 
question or every genre can be sketched. But we see that features can be born during a 
sketch thanks to the spontaneity and improvisation of the puppeteers doing the sketch. 
Situations can be created in order to reinforce a game idea already implemented mak-
ing that game unique even though its genre relies on a determined mechanic, such as 
fighting games like Street Fighter where we could sketch the layout of the fight, but 
not the fight itself.  

We have found that sketching also improves the quality of ideas while saving time 
and money while enabling the team to have fun in the process.  

References 

1. Sketch-It-Up!, http://www.sketch-it-up.com 
2. Panda3D, http://www.panda3d.org 



 

S. Natkin and J. Dupire (Eds.): ICEC 5709, pp. 315–318, 2009. 
© IFIP International Federation for Information Processing 2009 

Automatic Chat Generation of Emotional Entertainment 
Characters Using News Information 

Jun’ichi Hoshino, Tetsuya Saito, and Kenichi Hirota 

University of Tsukuba, Graduate school of Systems and Information Engineering, 
1-1-1, Tennodai, Tsukuba-shi, Ibaraki, Japan 

{jhoshino,stetsuya,hirota}@entcomp.esys.tsukuba.ac.jp 

Abstract. Currently interactive entertainment characters have their conversa-
tion topics prepared beforehand by the creator. In this paper, we propose the 
automatic chat generation engine for emotional entertainment characters using 
real-time news information. The character emotionally reacts to the news con-
tents based on their interest and feelings so that the users can have intimate feel-
ing. The character also incrementally learns user’s interest from their response.  

Keywords: chat generation, RSS, emotional character, user learning. 

1   Introduction 

Currently, various games and movies offer the means to conduct conversations with 
characters. In role-play games, there are often scenes in which a player talks about the 
progression of the game with non-player characters, hears two characters talking, or 
joins in the small talk. In this paper, we propose an entertainment character that gen-
erates various utterance topics using dynamic sources of news, weather reports, etc., 
which exist on the Web as sources of real-world information. Since the Web informa-
tion used is up-to-date, the utterance content of the character can be updated at any 
time without the need for the creator’s intervention. Moreover, an expression of feel-
ing for the topic is a critical factor in improving the expressivity of the utterance, and 
in this paper, we propose a technique for simply generating the expression of the 
character’s feeling from the directionality of the chat content. Using this technique, 
the character can express surface feelings appropriate to the topic. The latest news, 
weather forecasts, etc., are used as chat topics so that generating an appropriate  
conversation becomes possible using information acquired from the Web.  

2   Related Works 

Studies dealing with a dynamic source involve a sport system based on ball move-
ment, game data, and the team impression in soccer simulation [1]. However, the 
focus is on an ongoing soccer game, and therefore, not suitable for utterances in chat 
communications. In addition, studies involving characters that read Web content, 
convert it into broadcasts and talk-show type content using character animation 



316 J. Hoshino, T. Saito, and K. Hirota 

 

[2][3][4]. Interfaces that interactively retrieve a formula from the user and some char-
acters have also been proposed [5][6].  

3   System Design 

Fig. 1 shows the outline chart of the technique. This system talks about the news and 
weather as real-world information. The topic is acquired and accumulated from XML 
and RDF files describing the news, weather forecasts, etc., on the Web, which  
are delivered as RSS feeds. Hereafter, these data files have been designated Web 
information files. 

 

Fig. 1. Outline of the chat generation system 

Conversation between the user and the character starts with text that the user inputs 
or with the character’s voluntary utterances to the user. The topic is decided using the 
user’s and character’s level of interest to generate a significant utterance for the user, 
and not just make random conversation. If a topic garners a high level of interest, it 
can easily be selected as the conversation content. Moreover, the level of interest in 
the topic changes tending to favor the user and the character through small talk. 

This system uses parameters of favorability that judge the topics as pleasant or un-
pleasant to improve the character’s utterances. When the character utters, it automati-
cally calculates the favorability of the topic and selects an appropriate expression, 
behavior, and the utterance template. 

The conversation flow is coordinated according to several patterns and used to en-
able continuous utterances and an easy conversation between the user and the charac-
ter. Moreover, the flow of an appropriate conversation between characters is achieved 
by equipping the character with a conversation pattern that has a level of interest 
similar to that of the user.  

When the conversation begins from the user’s text input, the character selects a 
topic suitable for the user’s demand. The input content is accumulated as an informa-
tion genre in line with the user’s interest. When the conversation begins from voluntary 
utterances made by the character, the topic is selected from the genre in which the 
character has an interest or that in which the user has an interest. Next, expressions, 
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gestures, and the utterance template of the character that match the favorability  
are selected by referring to the calculated favorability of each topic resulting in an  
animated utterance. 

Fig. 2 shows an example of an expression and operating the character according to 
favorability. Since these operations consider only the directionality of the content in 
the chatting topic, the character does not develop feelings that the person actually has 
beforehand. However, we consider that it is superficially possible to react appropriately 
for the topic. 

 

Fig. 2. Example of Feelings and Gestures for the Topic 

 

Fig. 3. Example of Conversation between Characters 

4   Conclusion 

In this paper, we propose the concept of emotional chat for characters in games 
through the use of Web information to generate utterances. In the proposed system, 
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the conversation character can behave more naturally toward the user and talk flexi-
bly. In the future, we intend to develop this system and obtain natural-speaking char-
acters that can engage in interesting conversations. 
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Abstract. One of the limitations of computer opponents in action games is that 
the character AI is constructed in advance, and players may become bored 
quickly. We have built an online action game system in which a non-player 
character (NPC) can incrementally learn sequences of action and combinations. 
NPCs can adopt different fighting strategies for fighting with different players.  
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1   Introduction 

One of the limitations of computer opponents in action games is that the character AI 
is constructed in advance, and players may become bored quickly. A human player 
can play the same game repeatedly, learn the behavior of the computer-controlled 
game character, and win easily. This is one major reason why human players soon 
grow tired of “fighting with a computer.” Thus, many players prefer playing with 
another human player to playing with a computer. 

In this paper, we propose an online action game system in which a non-player 
character (NPC) can incrementally learn sequences of action and combinations in real 
time. NPCs can adopt different fighting strategies for fighting with different players. 
Individual fighting styles can be generated from the unique fighting history. We have 
developed a new engine of action learning that analyzes a human player’s action pat-
tern automatically and extracts the effective fighting sequences. Action control trees 
are generated automatically and incrementally added to a player’s action profile. 

2   Learning Game Character 

Fig. 1 shows the concept of an online colosseum game system in which non-player 
characters (NPCs) can incrementally learn sequences of action and combinations by 
fighting with human players. NPCs can adopt different fighting strategies for fighting 
with different players. Fig. 2 shows the growing process of NPCs. Individual fighting 
styles can be generated from the unique fighting history.  
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A player profile is created from the play data of the imitated player. The informa-
tion recorded in a player profile includes the player’s tactics, which we discussed in 
the preceding sections, the tactic sequences that represent the player’s strategies, and 
the frequency with which each of these sequences appears. When the system applies 
a profile to the actual playing of the game, it reads the tactics and strategies and 
creates a chart of the tactic graph based on the tactic sequences (strategies) and 
stores it in the pool of graphs. While playing a game, the computer chooses a tactic 
graph that matches the selection criteria closest to the situation at a specific time, 
chooses the tactics in the tactic graph that corresponds to the situation that such a 
tactic graph refers to, and applies the actions to the game character by referring to 
these tactics. In the following sections we will discuss how the tactics and strategies 
are chosen. 

 

                                          (a)                                                                    (b) 

Fig. 1. Concept of an online action game system. (a)Many players and persistent NPCs can 
fight each other on the virtual colosseum. (b)NPCs can obtain different skills by fighting with 
different players.  
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Fig. 2. Overview of the player profile sytem 

3   Learning Strategy from a Human Player 

1) Common Sequences of Tactics  
Searching for a usable action pattern from accumulated action patterns is a technique 
often used for creating fighting strategies. In this paper, this is called method 1. The 
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sequences of tactics in the player profile, created from the game data, are evaluated, 
and patterns that the opponent used repeatedly are given a high value. However, if a 
tactic is used too much, it might not be imitated. A certain value is chosen that repre-
sents the ratio of that action to the total length of the sequence of tactics. The standard 
for what sequence of tactics is suitable to imitate changes depending on this value. 
Therefore, setting of this at a different in various characters affects how the character 
evolves.  

2) The Sequence of Tactics Contains Actions That the NPC Executes 
This method of imitating adversary tactics includes using actions that we execute 
effectively. In this paper, this is called estimation method 2. In this method, new ac-
tions that the NPC does not execute are not added, because only actions that the NPC 
has already used are evaluated. This evaluation adds new conditions for executing 
actions that have already been used, and new sequences of tactics composed of  
existing actions.  

3) Sequences Containing Actions that the NPC Does Not Execute 
Imitating the tactics of an adversary that do not include actions that we execute effec-
tively is a method used when a person imitates how to fight others. In this paper, we 
call this estimation method 3. In this method, the new actions—ones that the NPC 
does not execute, are added by evaluating sequences consisting only of these actions. 
Therefore, adding these sequences enables the NPC to execute new actions. The 
evaluation value is determined from the success rate, the occurrence count, and the 
sequence length, as in the previous evaluation method. 

4   Experiments 

Fig. 3 shows a screen shot of our fighting game. The initial player profile was made 
from the play data of 10 games. This initial player profile contains 549 tactics and 48 
sequences of tactics. A player played ten games against the NPC based on this player 
profile, and we checked the added tactics and sequences of tactics as a result of the 
ten games. The probability of imitating the adversary’s sequence was set high be-
cause it was an evaluation for only 10 games. As shown in Fig 4(a), four sequences 
and 21 tactics were added after 10 games. Fig 7(b) shows the number of the major 
actions. 

 

Fig. 3. Screen shots of the fighting game 
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(b) The number of the major actions. 

Fig. 4. Result of imitation learning 

5   Conclusion 

In this paper, we proposed a system that enables a computer character to imitate a 
human player. To do so, the system first acquires tactics and tactic sequences from 
play data of a player. Then, from the tactic sequences collected it creates tactic graphs 
that represent the strategic actions of the player. From these graphs, the system selects 
tactics that suit different situations. We also demonstrated the effectiveness of the 
system in an evaluation experiment. Furthermore, we created many different behav-
ioral patterns for the computer by changing player profiles, which are the collections 
of tactic sequences and tactic graphs of the particular players.  
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Abstract. In traditional English learning as a second language, learners rarely 
have the opportunity to practice oral communication, so the acquisition of oral 
proficiency is a slow process.  In this paper, we propose a task-based second 
language learning game system. The task-based learning method enables learn-
ers to obtain communicative skills through the practice of particular “missions” 
using voice and gesture communications with life-size 3D game character.  

Keywords: Task-based language training, Conversational game character,  
Locomotion control, Negotiation of meaning. 

1   Introduction 

In traditional English learning in Japan, learners rarely have the opportunity to 
practice oral communication, so the acquisition of oral proficiency is a slow proc-
ess. On the other hand, the task-based learning method enables learners to obtain 
communicative skills through the practice of particular “missions”. As a result, the 
efficient improvement of communication skill becomes achievable.  In this paper, 
we propose a task-based second language learning game system. The task-based 
learning method enables learners to obtain communicative skills through the prac-
tice of particular missions using voice and gesture communications with life-size 
3D game character.  

   

Fig. 1. A snapshot of using second language learning game system and the map of the town. 
Many daily conversational tasks can be experiences. 
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2   Game System Design 

Fig. 1 shows a snapshot of using second language learning game system. The use 
environment of the system is a public classroom or a personal study room. The learn-
ers are assumed to be people who studied English in junior high school and high 
school. As a result, further study should build upon the skills one has learned, instead 
of wasting the knowledge acquired in school. The interface of the system consists of a 
large screen, a camera for the user behavior analysis, and a voice recognition system. 
The game character recognize user’s voice and return conversation sentences based 
on the negotiation of meaning model.  

The learner experiences task-based language training in various daily situations 
such as shopping, cooking, and job. The task-based learning method enables learners 
to obtain communicative skills through the practice of particular missions using voice 
and gesture communications with life-size 3D game character.  

This system, using TBLT methodology, provides the negotiation of meaning func-
tion, and through its use, the imperfect understanding between the learner and the 
game character can be resolved. The learner advances through tasks by ‘talking’ with 
English-speaking characters in a virtual city environment. The content of the conver-
sation is displayed in a balloon above the heads of the characters, and the learner 
types their response.  
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Fig. 2. Task model for TBLT 
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Fig. 3. Flow chart of conversation 

3   Conclusions 

We have presented an approach to promoting communication and achieved learner's 
greediness for learning through the negotiation of meaning model in the task-based 
learning system. Moreover, the effectiveness of the game character’s was acknowl-
edged in the learner’s evaluations of the experiment. In future, it will be necessary to 
evaluate a series of tasks in order to improve the conversation function of game  
character’s. 
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Abstract. This paper describes the process of designing and developing an in-
tuitive controller that helps lower the threshold for novice gamers to play Halo 
3. To help novices to master the controller, most controls have been replaced 
with rich and meaningful interaction. To help novices understand the game, ex-
tra feedback channels have been added to reinforce information given onscreen 
so critical information is not missed.  

Keywords: Game Controller, HALO3, XBOX 360, and Product Design. 

1   Introduction 

The most important objective of this project is to lower the threshold for novices to 
play games. While the design of the current XBOX 360 controller is not difficult for 
novices to hold, the controls (buttons, joysticks) require a lot of training to master 
them, which is often good enough reason for novices to stay away from the XBOX 
360. We are also concerned with providing some guidance for novice players. The 
result of all this is consisting of two controllers, one for each hand, providing the user 
with more freedom. These controllers are equal in level of importance, sharing the 
same design and dividing the controls as evenly as possible. In the redesign of the 
controller, we are focusing on some key feedback given to players (see the work of 
Paras (2006) in this area).  

2   Aiming 

Aiming has specifically received a lot of attention. It is done by changing the angle of 
your head and turning around your axis. We have implemented a control that com-
bines the strengths of the joystick (relative control) and the mouse (absolute control).  

To give a more natural link between the control and the activity (aiming), a slider, 
equipped with force sensing resistors (FSRs) is used. By sliding the slider with the 
thumb the angle of the characters head is determined in an absolute way. By applying 
force with that same thumb, either to the right or the left of the middle, the acceleration 
by which the character turns around his axis is determined in a relative way. We have 
evaluated our design with user tests, focusing on the novelty of our design and how 
easy can one learn to use the controller. We asked 18 students at Industrial Design to 
use three devices in random order to perform a targeting task on a computer display. 
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Figure 1 shows the improvement of the scores (means) for the left and right hands for 
the three devices: Joystick (1), Mouse (2), Combined Controller (3) after 5 repeated 
sessions with each device. While for the left hand, the Mouse is the best improver, for 
the right hand it is our combined controller that has the best improvement. 

  
Fig. 1. Score improvement (means) for Joystick (1), Mouse (2) and combined controller (3) 

4   Conclusion 

We have designed, developed and integrated several original controls and coupled 
interactions within our controller. Novices should have less difficulty in understand-
ing the game mechanics and more fun playing Halo 3. Our design lets gamers control 
the Halo 3 character without having to displace his/her fingers and thumbs. The de-
vice has controls and interactions that are linked more naturally to the outcomes in 
game and placed more logically. Furthermore, the guidance in the controller enforces 
the information given on screen. The reloading prompt, enacted by the dropping of 
part of the controller, is very strong. It is also a combination with the reload control.  
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Abstract. Since the early 90’s, affective computing researches have mainly been 
focused on emotions recognition and less on original entertainment contents that 
could be proposed. We present a prototype resulting from the association of a 
physiological sensing device with an original game. 

Keywords: video game, affective interaction, physiological sensors. 

1   Related Works 

Since the precursor work of Picard in the 90’s [1] many researches were conducted in 
the affective computing field. First of all, physiological aspects were studied to de-
termine which variables are interesting to be monitored. Then, patterns for recogniz-
ing specific emotions were revealed by looking to variables’ variations in particular 
situations. Since then, the hardware needed to monitor humans became smaller, more 
accurate and even wireless [2]. The researches led to numerous fields of application, 
from health care [5] to entertainment computing [6, 7]. 

Using the physiological information to disturb the game, adapt its contents and 
even manipulate the player is quite interesting, in a game validation process. It would 
be very useful for a game development team to be able to test some particular aspects 
of the gameplay, from the early development stages. We present in this paper such a 
game (prototype) born from the association of a physiological sensing device with an 
original virtual reality game. 

2   AZ66 

The physiological monitoring device was built by us [8]. We designed a hardware 
which is able to monitor the heart signal (EKG), the galvanic skin response (GSR) 
and the temperature (TEMP). Thanks to a socket mechanism (Fig.1), all the data is 
transmitted wirelessly and integrated into the Unreal Engine 3. The interactions re-
main typical (through the keyboard and the mouse) and only the monitoring hardware 
differs from a usual playing environment. 
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Fig. 1. Hardware and software architecture and artwork 

The story brings the player to pass three tests with his physiological states being 
taken into account. The originality of this game is that the player thinks he always has 
the control on the game because he has (sometimes fake) bio-feedbacks: 

- Defuse the Bomb: this situation is expected to be the most stressful since bio 
feedbacks are fake and not taken into account. The user is powerless. 
- Shoot the Enemy: the number of enemies is proportional to the player arousal 
level (GSR) and heart rate. 
- Exit the Maze: bio feedbacks are taken into account to disturb the player. 

At the end of the game, the player gets a global feedback, including his lot in the story 
and showing how his (real) body reacted during the game, linking the events to the 
different challenges.  

Beyond the rich interaction provided by the dynamic adaptation of game, we ex-
pect to design a game validation tool. It will allow the game development team to 
compare the effective effects of a specific gameplay with the expected ones. 
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Abstract. This paper presents the Art Ludic Installation in Virtual Reality, 
named “WHO AM I?”.  

Keywords: Art, Ludic, Installation, Virtual, Augmented, Reality.  

1   Introduction 

WHO AM I ? is an installation adapting in augmented reality the principle of the 
game “Le Scotché”. Imagine that instead of having a card stuck to your forehead, a 
virtual head placed on your shoulders reacts emotionally to real time actions… 

The simple idea of the change of head has come up after a discussion about the no-
limited capacities of the Virtual Reality. So we just thought it was funny to change 
our face with a virtual head! So The “WHO AM I?” Project is born! 

2   Technical Points 

We developed “WHO AM I?” with the software Virtools Dassault Système. This 
software is a platform to compute graphics in real time. We installed the plugging 
named VirtoolKit, to use a patterns system to enable a tracking functionality within 
the Virtools environment. We have two computers working in network. This network-
ing is necessary because the software Virtools can’t handle two monitors in full 
screen in the same time. 

3   Construction of the Box 

We built the box ourselves. We had a specific idea about the construction of our box. 
We wanted to hide the computers and other technical objects. 

So we built a 49x50cm by 88cm high box, suspended 1.50m above the ground. 
This box is suspended by 4 chains 1.50m long, screwed to the 4 corners of the 
wooden support board. These 4 chains are joined about 50cm above the box and are 
linked to a 5th chain which is about 2m long. On two of the opposing faces 35x25cm 
rectangles are cut to make the two 17inch screens visible. Inside the box, three 
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shelves are installed, the two above supporting the portable computers, the lower one 
a printer. The customised keyboards are laid in front of the cut faces, on the small 
shelf below the cut-out area. 

4   Design Points 

The design interface is very important in this project. It determines the atmosphere of 
this Art Ludic Installation. We wanted the design of this project to look like some-
thing elegant and fun. So like we realized virtual portraits, we have chosen to draw 
wallpaper to post them.  

So we created original wallpaper to define a good atmosphere corresponding to the 
virtual head. 

We also created an atmosphere around this installation, so we have chosen a real 
wallpaper and we made frames with paper. We created a presentation video where 
you can see a simulation of a tracking with 2D pictures. 

A musician friend composed for this installation three musical pieces with acoustic 
guitar. This music style with the “WHO AM I?” design breaks with the association 
between virtual reality and electronic picture and music. 

We want really created a special atmosphere. We want created the “WHO AM I?” 
specific atmosphere. 

5   Description of the Artistic Goals 

Computer science permits a passage from the real world to a virtual world. Here we 
transform a real interaction (the old game) to a virtual interactivity (the set-up). In 
creating this adaptation, particular care must be taken when selecting the platform 
because each tale, each memory, each dream has a lexical or emotional field that we 
must make ours to best interpret it. The interpret must therefore judiciously select the 
medium or platform that will best express his ideas. Here, augmented reality in  
the form of the installation is the platform that makes the most sense for the  
re-interpretation of this game. 

Thanks to the augmented reality devices, the audience is more included by digital 
arts. In the “WHO AM I?” device, beyond the gaming experience, we propose to the 
players a communication through a machine interface. This man-machine interface 
allows to play with reality by adding, by augmenting the players for the duration of a 
game. 

During this game, the spectator lives a symbiosis with the 3D head, they cannot be 
dissociated from each other without destroying this hybrid of an augmented spectator. 
These augmented spectators form an army of machine hybrids: cyborgs. 
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Abstract. Due to the diversity of studies towards detection of affective state of 
a user, it is hard to distinguish amongst them toward specific needs. Our ap-
proach consists in realizing a comparative study taking in account specificities 
such as mobility to be able to choose the best settings for a specific set of con-
straints. These issues will be applied in the context of the PLUG project which 
aims at creating an ubiquitous affective game that will take place in a museum. 
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1   Introduction 

During the last fifteen years, the theoretical background on human emotion mechanisms 
has dramatically evolved. Whereas it was formerly considered as a non scientific matter, 
it is now obvious that emotions play a significant role in decision making. 

In 1887, James and Lange proposed a theory of emotions suggesting that emotion 
is largely due to the experience of bodily changes. 

In 1929, Cannon and Bard suggest another theory arguing that emotion triggers or 
stimulates behaviors, as opposed to James-Lange theory. 

In Lazarus’ theory (appraisal theory - 1991), even if some emotions can be trig-
gered unconsciously, emotions arise from the conscious cognitive evaluation of an 
event. Scherer further developed the appraisal theory of emotions. 

Damasio studied patients having decision-making and emotional disorders due to 
localized brain damage causing both a degradation in the ability to feel and express 
emotions and decision-making troubles. His observations led him to the hypothesis 
that emotions play a biasing role in decision making, probably acting a bit like a heu-
ristic: preventing an infinite exploration of rational possibilities and evaluating  
outcomes a priori. 

Based on this idea that emotions are needed for rational behavior, Picard defined a 
field of study for computer science focused on the implication of emotion in Human 
Computer Interactions (HCI) called Affective Computing.  

2   Previous Work 

2.1   Affective Computing  

Wastell and Newman showed that physiological measures have a valuable role to play 
in system validation. 
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Huber et al. and Ang et al. used prosodic speech analysis to detect anger in  
utterances respectively with acted data and naturally occurring data. 

D’mello et al. built an intelligent tutoring system using affect-sensing technologies 
(facial expressions, posture information, conversational cues). 

Meehan et al. studied presence in stressful virtual environments using physiologi-
cal measurement (Heart Rate (HR), Galvanic Skin Resistance (GSR) and Skin  
Temperature). 

2.2   Affective Gaming 

Iida et al. developed a metric of entertainment for board games only based on the 
characteristics of the game using variants of chess game. 

Gerasimov used physiological measurement as a gameplay mechanism towards 
personal health monitoring. 

Syked and Brown correlated gamepad interactions during play experience with  
the difficulty of the game. They showed that the gamepad provides physiological 
information on the user, though further study is needed. 

Mandryk et al. used fuzzy logic to extract arousal/valence information from 
physiological data successfully correlated with subjective emotional evaluations of 
subjects (e.g. GSR with fun, Electromyogram (EMG) with challenge).  

Beaume et al. used game states as a measure of flow in Pac-man game to evaluate 
fun and difficulty in the game. 

3   Researches 

We expect that the comparative study of physiological signals acquired in conditions that 
allow comparison, from normalized stimuli, would permit to determine the set of sensors 
that best fits specific constraints. From that, we intend to extract a smaller set of physio-
logical measures that are compatible with mobility in terms of intrusivity, encumbrance 
and dataflow, and focus on noise resistance for these specific biofeedbacks. 

An experimental framework for the study of the effect of emotions on physiologi-
cal measures would also enable the comparison with other measures such as measures 
on the standard interaction which could complement more intrusive measures. 

The evaluation of user reactions to software events opens the possibility of developing 
new strategies of adaptation and optimization towards user-friendliness. It also allows to 
consider using physiological data for design validation for software development which 
is a crucial issue generally limited to subjective report today. 
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You Are Here 

Luc Courchesne 

Artist, Professor, Director of the Art and Design Center, University of Montreal 

Abstract. The continuing expansion of the visible domain, increasingly includ-
ing and giving force (and reality) to the creations of our imagination and to 
formerly inaccessible places and dimensions of our unfolding universe, has 
produced a radical shift of the shared concepts of time and space. Suddenly, the 
statement « you are here » has a very different meaning. Thanks to the prolif-
eration and increased mastery of interactive, immersive and socially engaging 
media, we have passed beyond the simple curiosity for technologies to find our-
selves, as MacLuhan professed, dressed and immersed in them. Immersed in-
deed we are, collectively engaged in a « reality jam » with the physical, the  
artificial, the augmented, and the virtual. In the process, we have turned from 
spectators to users, visitors and now inhabitants of our own crafts. Questions 
such as « Who am I? », « Who are you? », « Where are we? », « How are we 
supposed to behave? », are now being asked with new relevance and urgency. 
Survival skills such as conversation, posture, attitude, or simply what to wear, 
are being reformulated on the fly by the natives and immigrants of this new ter-
ritory that does not always perfectly accommodates the biological features we 
inherited from evolution. 

The Author. Luc Courchesne took part in the emergence of new media arts in 
the nineteen eighties when, as a videographer inspired by a generation of ex-
perimental filmmakers such as Michael Snow and Hollis Frampton, he was  
introduced to computers and interactive video technologies. Initially, his work 
focused on portraiture which he attempted to renovate with his use of interac-
tive technologies to simulate conversion. He later moved toward landscape art 
which he made interactive and immersive with the Panoscope 360°, a system 
and method he invented to, in his words, « transform the spectator of the art-
work into a visitor ». He created to date over 30 installation works that were 
exhibited in close to 100 venues the world over including the ICA in Boston in 
1983, the Museum of Modern Art in New York in 1994, The ZKM/Karlsruhe 
since 1997, Paris's La Villette in 1999, Helsinki's Kiasma in 1997 and 2003, 
The Museum of New South Wales, in 1996 and 2001, the Montreal Museum of 
Fine Arts in 2007 and the National Art Museum of China in 2008. He was 
awarded the Grand Prize of The ICC Biennale in Tokyo (1997) and an award of 
distinction at Prix Ars Electronica in Linz (1999).  

Courchesne, who graduated from the Nova Scotia College of Art and Design 
(1974) and from the Massachusetts Institute of Technology (1984), is now di-
rector of the School of industrial design at University of Montreal, a board 
member of the Conseil des arts et des lettres du Québec and a founding member 
of the Society for Arts and Technology. 
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Game Experience May Vary: Understanding Play 

Gonzalo Frasca 

Researcher in Game Design, Director of Powerful Robot studio, Uruguay 

Abstract. Why do we call it game research and not play research? For the last 
decade of videogame studies, most of the attention has been paid to games as 
formal entities. At first, games seem easier to understand: they generally have 
clear rules and goals. They would be perfect machineries with formal mechan-
ics if it was not for one factor: humans and their stubborn love for misbehaving. 
This talk provides an ontological approach to play and games and will analyze 
the relationship between the two concepts by taking into account the player's 
mindset. If this sounds too theoretical and abstract, there's no need to worry.  
It holds the key to better understanding the differences between casual and 
hardcore games. 

The Author. Gonzalo Frasca (1972) is a game developer & researcher. He's co-
founder of Powerful Robot Games, a game studio based in Uruguay with clients 
including Cartoon Network, Lucasfilm, Mattel and BBC. His latest hit game for 
Cartoon Network, AwesomeHouseParty.com, gathered over 22 million player 
accounts. Frasca obtained his PhD on games at the Center for Computer Games 
Research in Denmark. His research focuses on game design and rhetoric, par-
ticularly educational and political games. In 2003, he co-developed the first of-
ficial videogame ever created for a US Presidential campaign. In a previous life, 
he blogged at Ludology.org 
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The New Pact: How Online Worlds Forge a New Form of 
Alliance between Players and Designers 

Nicolas Gaume 

Founder and CEO of Mimesis Republic 

Abstract. Today’s Pop Culture is tomorrow’s classic. Entertainment is often 
able to reflect a society’s questions and anxieties of the day. We will discuss 
how and why today’s Digital Generation has replaced their grandparents’ he-
roes and their parents’ anti-heroes by their very own avatars. How and why the 
empathy with heroes that has traditionally been utilized by movies has been 
gradually overtaken by the personalized and immersive experience of games as 
lived through the eyes of an avatar? How multiplayer activities are now estab-
lishing new social paradigms where these avatars help us all deal with the natu-
ral schizophrenia of everyday life by allowing us to explore our possible selves. 
The Social Networks boom has demonstrated our appetite for connections with 
others; and games our appetite for second lives, our desire to involve ourselves 
and master complex worlds. Perhaps, tomorrow new public Agoras will be cre-
ated from a new generation of Virtual Worlds built using the grammar that 
video games have forged over the last 40 years…  

The Author. Nicolas Gaume founded in 1990, at the age of 19, Kalisto Enter-
tainment, a video game development studio. Over its 12 years of life, Kalisto 
produced more than 50 titles for PC and consoles. Kalisto also worked with Or-
ange to launch their mobile games efforts. The company employed a staff of 
over 350 people in the USA, Japan and France. Besides his Kalisto venture, 
Nicolas Gaume founded in 1994, NGM Productions, a children book publishing 
company in China. NGM published popular French series such as "Père Castor" 
(Flammarion) or "Les Incollables/Brain Quest" (Play Bac) between 1994 and 
1999, when the company was sold. He also co-founded, in 1995, one of the first 
French web agency, Wcube, sold to Swedish group, Framfab, and, in 2000, a 
wine promotion site, winealley.com. He was also board member of the French 
media group Sud-Ouest, of the TV animation production company, Xilam & of 
the German data management software publisher, NXN, sold in 2004 to Avid. 
Between July 2002 and May 2005, Nicolas has worked as a consultant advising 
media group such as AOL, Orange or Lagardère and game companies such as 
Codemasters or Ubisoft, primarily on their development & partnerships strate-
gies. For thee years, Nicolas Gaume was then Senior VP & GM of the mobile 
games & applications division of Cellfish Media, a Lagardère company. Early 
2008, he founded a new company, Mimesis Republic, focusing on the design, 
development and operation of virtual worlds and social networks. He also cur-
rently serves as chairman of the French national video game development 
school –ENJMIN- and president of the French game developers association, 
SNJV. 
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The International Game Developer Association (IGDA) 
Education Special Interest Group (EdSIG) 

Susan Gold 

Professor, Full Sail University; Executive Director, The Global Game Jam™, Director of 
Game Program Review, Chairperson, IGDA Education SIG 

Abstract. Developed in 2006 the IGDA EdSIG mission is to create community 
resources that will strengthen the academic membership of the IGDA while 
enhancing the education of future and current game developers. Since the 
inception of the SIG there have been two major projects: 1) 2008 IGDA 
Curriculum Framework which has become the standard for game education; 2) 
The Global Game Jam™ where experimentation, innovation and creativity are 
the main components of it's success. The Global Game Jam™ creates 
collaborations and partnerships globally to promote game studies.  

Author. Susan Gold recently joined the faculty of Full Sail University’s 
Graduate Program in Game Design. Prof. Gold’s personal focus is on 
collaboration, which resulted in the now annual Global Game Jam™ (http:// 
globalgamejam.org) which she found and serves as the Executive Director. The 
Global Game Jam™ (GGJ) was established in 2009 with great success and 
media attention, 1650 participants creating 370 video games. GGJ brings 
together talented individuals and teams from around the globe and rallies them 
around a central theme, for which they have 48 hours to create their game. 
Susan serves as chairperson of the International Game Developers Association 
(IGDA) Education Special Interest Group (EdSIG) and her work with the IGDA 
EdSIG has created numerous resources for instructors in game education. Susan 
spearheaded the industry and academic collaborative project, the 2008 IGDA 
Curriculum Framework. Currently, her EdSIG work is focused on building an 
outreach campaign to meet the needs of educators worldwide, while continuing 
to develop tools & resources for educator professional development. Ms. Gold 
is a partner in the Game Program Review, a consulting firm specializing in 
game education game curricula. Susan is an artist, teacher, and activist with a 
specialization in digital art, new media and videogames. Her artwork and 
writing has been featured in numerous galleries, museums and publications. 
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Story of a Video Game Workshop: "Ico", an Interactive 
Fairy Tale for Children Less Interaction 

Michael Stora 

Clinical Psychologist, Co-creator of the “Observatory of Digital World in Human Studies”, 
author of “Guérir par le jeu par les jeux vidéo, une nouvelle approche thérapeutique” 

Collection les Presses de la renaissance, Paris, 2005 

Abstract. The Since several years, I use the video game as a therapeutic object. 
This new mediation seems pertinent for children that we qualified "limit". 
Those children are more in the game in the gambling sense, than in the Winni-
cot's play. The video game is relevant in a clinic sense for two reasons essential. 
The first reason is that mediation is in picture and children and adolescents have 
an intimate attachment to these who have the power to do emerge affects and 
words that in generally are repressed. The second reason is this meeting be-
tween narcissism pathology and the use of video game as a place of virtue's 
passage in act. The acting becomes symbolic and the conflict showed by the 
narration of the video game is in a dynamic point between drive and narcissism.  

The Author. After my education as a film-maker, I became a clinical psy-
chologist, and, ever since I am constantly preoccupied by the unconscious links 
between human being and images. In 2000, I created a Partnership Association 
named: "Observatory of Digital World in Human Studies", for developing new 
theories on Interactivity, this new connection to images. I, moreover, used video 
games as a therapeutic tool for children with violent behaviour troubles. In 
2008, I launched the Company "Implicit Game" with the aim of creating video 
games for healing. I am currently working on a project of an on-line game for 
youngs adutls and teen agers suffering of cancer. 
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Japan's Arcade Games and Their Technology 

Y. Sambe 

CTO Executive Director of TAITO Corp. 

Abstract. The Japanese computer entertainment market is $20 billion in size. Of 
that, the arcade market makes up the biggest share of revenue ($6 billion), with 
the home market and mobile phone market following at $3.5 billion and $2 bil-
lion, respectively. Abroad, however, home console gaming dominates 
and revenues from arcades make up only a small portion of the total market. In 
this session, I will introduce the arcade machines and supporting technology, 
discuss reasons for the enduring widespread popularity of arcade gaming in Ja-
pan, and explore potential directions for the future of arcade technology .  

The Author. 1979 Joined Taito Corporation. Worked in the field of arcade ma-
chine research and development. 1992 Invented network karaoke (via server & 
client karaoke machines), transforming the service into a viable business. 
1995 Established the home network karaoke business. 1995 Promoted to Executive 
Director. 1999 Founded TAITO's mobile content business. 2004 Assigned as 
Senior Executive Director. 2006 Created TAITO's Key Technology Research 
Center R&D Division for new business 2007 Named TAITO's Chief Technology 
Officer  (after resigning as Senior Executive Director).  

Awards. 1993: Nihon Keizai Shimbun: Recognition for establishing the network 
karaoke business. 1995: Nihon Keizai Shimbun: Recognition for contributions to 
the home network karaoke business. Member of The Institution of Professional 
Engineers, Japan Technology Committee Member of CESA (Computer Enter-
tainment Supplier’s Association)   
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