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APWeb/WAIM 2009 Workshop Chair’s Message

APWeb and WAIM are leading international conferences on research, devel-
opment and applications of Web technologies, database systems, information
management and software engineering, with a focus on the Asia-Pacific region.
Previous APWeb conferences were held in Beijing (1998), Hong Kong (1999),
Xian (2000), Changsha (2001), Xian (2003), Hangzhou (2004), Shanghai (2005),
Harbin (2006), Huangshan (2007) and Shenyang (2008) and previous WAIM
conferences were held in Shanghai (2000), Xian (2001), Beijing (2002), Chengdu
(2003), Dalian (2004), Hangzhou (2005), Hong Kong (2006), Huangshan (2007)
and Zhangjiajie (2008).

For the second time, APWeb and WAIM were combined to foster closer col-
laboration and research idea sharing. In 2007, APWeb and WAIM were first
combined and had co-located excellent workshops on specialized and emerging
topics. To continue this excellent program, we were pleased to serve as the Work-
shop Chairs for APWeb-WAIM 2009.

This volume comprises papers from four APWeb-WAIM 2009 workshops:

1. International Workshop on Web-Based Contents Management Technologies
(WCMT 2009)

2. International Workshop on Real-Time Business Intelligence (RTBI 2009)
3. International Workshop on DataBase and Information Retrieval and As-

pects in Evaluating Holistic Quality of Ontology-Based Information Retrieval
(DBIR-ENQOIR 2009)

4. International Workshop on Process-Aware Information Systems (PAIS 2009)

These four workshops were selected from a public call-for-proposals process.
The workshop organizers put a tremendous amount of effort into soliciting and
selecting research papers with a balance of high quality and new ideas and new
applications. We asked all workshops to follow a rigid paper selection process,
including the procedure to ensure that any Program Committee members (in-
cluding Workshop Program Committee Chairs) are excluded from the paper
review process of any papers they are involved in. A requirement about the
overall paper acceptance rate was also imposed on all the workshops.

We are very grateful to Qing Li, Ling Feng, Jian Pei, and Jianxi Fan and many
other people for their great effort in supporting the conference organization. We
would like to take this opportunity to thank all workshop organizers and Program
Committee members for their great effort to put together the workshop program
of APWeb-WAIM 2009. Last but not least, we thank the generous funding sup-
port from the Future Network Centre (FNC) of the City University of Hong Kong
under CityU Applied R&D Centre (Shenzhen), through grant number 9681001.

April 2009 Lei Chen
Chengfei Liu



International Workshop on Real-Time Business
Intelligence (RTBI 2009) Chairs’ Message

The first workshop on Real-Time Business Intelligence (RTBI 09), co-located
with the APWEB/WAIM 2009 conference, focused on the challenges associ-
ated with the modeling, architectural designs, technologies, and applications
for real-time business intelligence. As one of the most critical tools in obtain-
ing competitive advantage (and thus surviving) in the business world, real-time
business intelligence is one of the key driving forces in IT investments. Reliable
and real-time collection of business intelligence requires co-operation among the
many loosely coupled components of the IT infrastructure of an enterprise. Con-
sequently, as these infrastructures become more complex and as the data sizes
reach the petabyte levels, designing and deploying real-time business intelligence
solutions is becoming a real challenge. In this workshop, we explored alternative
solutions to the imminent “scalability” problem in real-time business intelligence.

April 2009 Wen-Syan Li
K. Selcuk Candan



International Workshop on Web-Based Contents
Management Technologies (WCMT 2009)

Chairs’ Message

The Web is ever-increasing in size and involving a quite broad range of tech-
nologies such as databases, XML and digital contents, data and Web mining,
Web services, Semantic Web and ontology, information retrieval, and others.
WCMT 2009 was held in conjunction with the WAIM/APWeb 2009 conference
and invited original research contributions on XML, Web, and Internet contents
technologies. WCMT 2009 aimed at bringing together researchers in different
fields related to Web information processing who have a common interest in in-
terdisciplinary research. The workshop provided a forum where researchers and
practitioners could share and exchange their knowledge and experience.

April 2009 Dickson K.W. Chiu
Yi Zhuang



International Workshop on Process-Aware
Information Systems (PAIS 2009) Chairs’

Message

Recently, the concept of process has become one of the hottest issues in the
Web-age enterprise information technology arena; consequently process-aware
information systems (PAIS) have been rapidly spreading their applications over
various industry domains. These phenomena come from the strong belief that
process-aware information systems help large organizations improve their busi-
ness operations and management; moreover, these systems have proved to be
very effective. Nevertheless, many of the PAIS products have been found to be
ineffective in some serious applications due to the lack of functional capabil-
ity, architectural extensibility and agility for the new requirements coping with
many advanced features and functionalities. Therefore, through this workshop,
we explored the process-aware information systems domain and looked for fea-
sible solutions for those PAIS products suffering from serious functional and
architectural problems.

April 2009 Kwang-Hoon Kim
Clarence A. Ellis



International Workshop on DataBase and
Information Retrieval and on Aspects in

Evaluating Holistic Quality of Ontology-Based
Information Retrieval (DBIR-ENQOIR 2009)

Chairs’ Message

Information retrieval (IR) is a traditional research field different from the field of
DataBase(DB). They both have evolved independently and fruitfully over many
decades. However, modern applications, in particular Web-enabled applications,
such as customer support, e-business, digital libraries require of search the both
structured, or tabular, data and semi-structured or unstructured data. DB and
IR on their own lack the functionality to handle the other side. Thus DBIR is
emerging as a hot research area. One of popular topics in this area is keyword
search over relational databases.

The ENQOIR aims to deeper understanding and to disseminate knowledge
on advances in the evaluation and application of ontology-based information re-
trieval (ObIR). The main areas of the workshop are an overlap between three
evaluation aspects in ObIR, namely, evaluation of information retrieval, evalu-
ation of ontology quality impact on ObIR results, and evaluation of user inter-
action complexity. The main objective is to contribute to the optimization of
ObIR by systemizing the existing body of knowledge on ObIR and defining a
set of metrics for the evaluation of ontology-based search. The long-term goal of
the workshop is to establish a forum to analyze and proceed toward a holistic
method for the evaluation of ontology-based information retrieval systems.

April 2009 Xiao Zhang
Shan Wang

Darijus Strasunskas
Stein L. Tomassen

Jinghai Rao
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ScaMMDB: Facing Challenge of Mass Data Processing 
with MMDB* 

Yansong Zhang1,2,3 , Yanqin Xiao1,2,4, Zhanwei Wang1,2, Xiaodong Ji1,2,  
Yunkui Huang1,2, and Shan Wang1,2�

1 Key Laboratory of the Ministry of Education for Data Engineering and Knowledge  
Engineering, Renmin University of China, Beijing 100872, China  

2 School of Information, Renmin University of China, Beijing 100872, China 
3 Department of Computer Science, Harbin Financial College, Harbin 150030, China 

4 Computer Center, Hebei University, Baoding Hebei 071002, China 
{zhangys_ruc,xyqwang,swang }@ruc.edu.cn 

Abstract. Main memory database(MMDB) has much higher performance than 
disk resident database(DRDB), but the architecture of hardware limits the scal-
ability of memory capacity. In OLAP applications, comparing with data vol-
ume, main memory capacity is not big enough and it is hard to extend. In this 
paper, ScaMMDB prototype is proposed towards the scalability of MMDB. A 
multi-node structure is established to enable system to adjust total main mem-
ory capacity dynamically when new nodes enter the system or some nodes 
leave the system. ScaMMDB is based on open source MonetDB which is a 
typical column storage model MMDB, column data transmission module, col-
umn data distribution module and query execution plan re-writing module are 
developed directly in MonetDB. Any node in ScaMMDB can response user’s 
requirements and SQL statements are transformed automatically into extended 
column operating commands including local commands and remote call com-
mands. Operation upon certain column is pushed into the node where column is 
stored, current node acts as temporarily mediator to call remote commands and 
assembles the results of each column operations. ScaMMDB is a test bed for 
scalability of MMDB, it can extend to MMDB cluster, MMDB replication 
server, even peer-to-peer OLAP server for further applications. 

1   Introduction 

Data accessing in main memory is much faster than data accessing on disk. More and 
more MMDBs enter enterprise applications such as TimesTen, solidDB and Altibase 
et al., most MMDB systems are employed in high performance real-time processing 
                                                           
*  Supported by the National Natural Science Foundation of China under Grant No. 

60473069,60496325; the joint research of HP Lab China and Information School of Renmin 
University(Large Scale Data Management);the joint research of Beijing Municipal Commis-
sion of education and Information School of Renmin University(Main Memory OLAP 
Server); the Renmin University of China Graduate Science Foundation No. 08XNG040. 
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areas for example telecom applications. The advanced hardware technique supports 
large capacity memory(from GB to TB memory) for high-end servers, but comparing 
with the data volume of large database for example the top ten databases[1] in the 
world, the capacity of memory is far below the data volume. The capacity of memory 
can not increase as data volume increases because of the interface limitation on  
motherboard or hardware compatibility problem. 

There are some limitations with scalability of MMDB servers: 

1. High-end servers with large memory capacity support are much expensive; 
2. When updating servers, the memory capacity is limited by the amount of 

RAM slots, the model of memory bank, the parameters of memory bank(e.g. 
memory frequency, working voltage etc); 

3. Non-stop applications demand more smoothly memory updating mode while 
adding memory bank on motherboard has to power off the server; 

4. Memory is the new performance bottleneck in MMDB system, cache capacity 
can not enlarge as memory capacity increases, so the performance gap be-
tween cache and memory becomes larger. The scalability not only focuses on 
memory capacity but also focuses on processing capacity. 

Our research work focuses on MMDB in OLAP areas which involve a large amount 
of complicated queries with large computing workloads. We propose a loosely man-
aged MMDB server network named as ScaMMDB which takes the advantage of high 
speed network to form a virtual “network memory” for enlarging the total memory 
capacity of the system. Fiber optic network operates at high speed from Gb/s to Tb/s, 
it is much faster than the speed of data accessing from hard disk limited by the rotat-
ing speed of disks. Each server node shares its memory just as a secondary main 
memory of query responsing node. Furthermore, each node has data processing capa-
bility; they can either act as dumb memory sharing node or act as data processing 
node to process the “pushed down” operations.  

Our contributions are as follows: 

1. We propose a multi-node based DSM MMDB system, which can dynamically 
enlarge the total memory capacity to adapt to the data volume requirement of 
large database. 

2. We use high speed network to extend traditional memory, MMDB nodes 
share their memories through network to form a virtual “netMemory” which 
can provide higher performance over hard disk and acts as the auxiliary main 
memory. 

3. We establish a prototype based on open source MMDB MonetDB which is a 
high performance MMDB for OLAP applications. We extend the low level 
module and APIs to enable data sharing among multiple nodes and executing 
queries just like a single MonetDB server. 

The background notions and conventions are presented in Sec.2. Architecture of 
ScaMMDB is discussed in Sec. 3. Sec.4 shows the core modules of system. In Sec.5 
we show our experiment results. Finally, Sec.6 summarizes the paper and discusses 
future work. 
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2   Preliminaries 

We design experiments to test the effect of performance with different memory ca-
pacity conditions. We select MonetDB as our testing target which has higher per-
formance in TPC-H testing than DRDBs and other typical row storage MMDB. We 
gradually increase data volume at granular-
ity of 25% memory capacity, the 
power@size measure of TPC-H shows that 
it drops as data volume increases. When 
data volume exceeds 75% of memory ca-
pacity, power@size value rapidly decreases 
till system crash when data volume exceeds 
total capacity of memory and swap. So the 
high performance of MMDB relies on suf-
ficient memory supply. When data volume 
exceeds maximum memory capacity that server can support, how can we obtain addi-
tional memory resource without updating hardware? 

Our research focuses on MMDB OLAP applications which involve a lot of high 
selectivity clauses, joins and aggregate operations, the computations are usually costly 
but the query results are always small. Column storage(DSM) is superior to row-wise 
storage(NSM) in OLAP scenarios[5-7], our experiment results also show that MonetDB 
which is DSM based has higher TPC-H measure values than other candidate systems. 
Naturedly, we consider how to extend memory capacity by storing column data in 
other MMDB servers.  

2.1   About MonetDB 

MonetDB is a typical DSM MMDB system, each column is stored independently in 
binary data structure named BAT with OID and data either on disk or in memory. 
BATs of same table have the same OID and OID value of same tuple is equal. For 
traditional SPJ operations, select operation applies only on relative BATs, project 
operation is efficient because only selected BATs are accessed, join operation occurs 
between two BATs with data matching firstly to get matched tuple OID set and then 
joining other output BATs with OID set. 

Shown as figure 2, a SQL statement is divided into multiple BAT algebra opera-
tions, the operands and results are both BAT structure. SPJ operations can be divided 
into set of BAT operations. OLAP queries include many join operations, where 
clauses and aggregate operations, only small percent of fields are accessed during 
SQL statements executing and the results are always with small amount of fields and 
tuples. If SQL statements include low selectivity clauses and many output fields or 
SQL statements involve set operations, DSM MMDB is not superior to NSM MMDB. 
In our research work, we focus on OLAP applications which are suitable to 
MonetDB. 

MonetDB supports two different kind of clients, one is SQL client, the other is 
MAL(MonetDB Assembly Language) client. There are two set of query processing 
modules for the two clients, MAL module acts as back end processing components in  
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OID DATA
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Fig. 2. BAT operations 

MonetDB. A SQL statement can be divided into a set of independently processed 
MAL commands. It is difficult for us to directly re-writing SQL engine module, so we 
carry out our project with extending MAL modules. 

2.2   Memory Hierarchy 

We extend memory hierarchy with additional mem-
ory layer of “netMemory” which is built on high 
speed network for multiple MMDB nodes as figure 3 
shows. Fibre optic technique supports high speed 
network even to Tb/s, while data access speed of disk 
is limited by disk rotating speed of around 100MB/s 
and although RAID 0 technique can improve data 
accessing speed for several times but proved to be 
less reliable for enterprise applications. The transmis-
sion speed of fiber optic technique is much higher 
than disk. Due to data accessing bottleneck of disk, 
the gap will become even larger in the future.  

In our prototype system ScaMMDB, multiple MMDB server nodes have symmet-
rical or dissymmetrical computing power or memory capacity. A global data diction-
ary is replicated in each node for data distribution. Every node can independently 
response users’ requirements and each BAT operation is transformed into local BAT 
operation or remote BAT operation according to global data dictionary, BAT can be 
replicated node-to-node by extended data accessing API, where clauses can be pushed 
down to BAT resident node for computing with only small result BAT returning back 
to requiring node. netMemory acts not only as dumb  virtual data storage layer over 
low speed disk but also as column processing agent with extended computation 
power. 

Maim Memory

L1 Cache

Register

CPU

L2 Cache

netMemory

 

Fig. 3. netMemory  
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3   Architecture of ScaMMDB 

ScaMMDB works in scalable application requirement scenarios based on shared-
nothing architecture to obtain scalability of system capacity[2-4], users may meet such 
problems, for examples, scenario A: Data volume in DW exceeds system memory 
capacity, MMDB system is running with poor performance with a lot of I/Os. High-
end server with large memory capacity is beyond budget, but there are several servers 
with total memory capacities satisfying memory requirements, can system enlarge 
memory capacity by assembling several low-end servers to establish a MMDB cluster 
and each node can response users’ requirements independently? Scenario B: some 
servers may join system to enhance system capacity, some servers may leave system 
for some reasons, can system still work without re-install? Scenario C: Unfortunately, 
some servers are crashed suddenly; can system keep working without data lost? The 
target of project is to develop a shared-nothing MMDB cluster with scalability of 
memory storage and processing power, replication mechanism is considered for future 
work to improve reliability during m of N nodes fault. In ScaMMDB, our main tar-
gets are: 

 Supporting dynamic memory sharing mechanism with remote BAT 
storing and accessing 

 Supporting SQL statements automatically transforming into MAL 
commands with remote BAT accessing operations 

 

 

Fig. 4. Overall system architecture of ScaMMDB 

Figure 4 shows the architecture of ScaMMDB, boxes with dashed line denote the 
extended modules. The functions of extended modules are as follows: 

 LWDD(Light Weight Data Dictionary): storing distribution of col-
umns in database, including meta data and nodeId of each column. 
LWDD is global maintained and synchronized when updating. 

 BAT distributer: storing column data in different nodes according to 
LWDD. 

 BAT RCP(Remote Call Processing): interface of remote BAT access-
ing. This module supports remotely calling BAT processing functions 
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in real BAT storage servers. BAT RCP module enables BAT process-
ing on resident locations. 

 MAL transformer: transforming formal MAL commands into ExMAL 
commands with BAT RCP functions. 

 BAT replica management: managing BAT creating, transferring, repli-
cating, sharing and life cycle of remote BATs or remote result BATs.  

When new node entering system to allow scale-up of memory capacity, we can use 
two kind of BAT re-distributing policy to manage total memory resources. One is 
incremental re-distributing policy. According to statistic information of BAT access-
ing frequency and workload of current system, migrating part correlative BAT from 
heavy workload nodes to the new member node, LWDD in each node is updated to 
record new memory resources. Another policy is to make global re-configuration with 
additional memory capacity of new node. BAT distributer module analyzes meta 
information of each node and tables to generate an optimized column data distribution 
policy. Then re-distributing all the BATs in system, LWDD in every node is updated 
subsequently. 

When a node is going to leave system, BATs in memory are transferred to certain 
nodes with free memory capacity or temporarily migrated to nearby nodes with some 
low frequently accessed BATs storing on disk. At the same time, LWDD is refreshed 
and broadcasted to all the nodes. After BATs are removed from current node, this 
node can quit from system and re-distributing procedure can be called by system to 
optimize query processing. 

Comparing with distribution policy in SN parallel NSM databases, column(BAT) 
is complete data unit for BAT algebra and can be replicated in other nodes without re-
distributing global data. In a NSM SN based parallel database system, distribution 
policy such as hash or range distribution policy is global and when the amount of 
servers is changed, all the distributed data has to be re-organized according new hash 
or range policy based changing server amount. ScaMMDB support smoothly updating 
system capacity with non-stop service. 

4   Core-Modules of ScaMMDB 

4.1   Optimization of BATs Distribution 

Data distribution leads to transmission cost whatever in NSM model or DSM model 
[8-10] and none of distribution policies can satisfy all queries with locally processing. In 
parallel database, tables are distributed into multiple servers based on hash or range 
distribution policies to reduce data transmission for queries. In DSM database, there 
are many high selectivity clauses which can generate very small result data in column 
operations. If we can generate co-operation column group in different servers then 
only small result data need to be transferred between servers. In a typical OLAP ap-
plication such as TPC-H database, types of queries are relatively stable, so analysis of 
queries can provide meaningful information for data partition.  

Our column distribution policy follows two rules, one is load balance, and the 
other is co-operation column clustering. According to our performance test results, we 
make BAT distribution plan with total size less than 75% of memory capacity to get 



 ScaMMDB: Facing Challenge of Mass Data Processing with MMDB 7 

better performance, we also mix high frequency accessing BATs and low frequency 
BATs together to get better load balance for system. We optimize column distribution 
policy by clustering co-operation columns, such as join, group-by, order-by columns 
together to reduce column transmission cost.  

We form a matrix for TPC-H queries analysis, Attribute Distance (AD) of attribute 
Ai and Aj can be defined as follows: 

 
From TPC-H testing query Q1 to Q22, we divide each query into some field affinity 
groups, for example, “select A,B,C,SUM(D) from T1,T2 where T1.E=T2.F group by 
A,B,C” can be divided into two affinity groups, A,B,C,D form output affinity group 
and group-by affinity group, E and F form join affinity group. Each affinity group is 
then transformed into field pairs to identify relativity of each other. After establishing 
Attribute Distance matrix, clustering algorithm is applied to the AD matrix to get N 
clusters(N denotes the amount of nodes). Adjusting procedure then is called to adjust 
memory capacity based on number of clusters, memory capacity of each node, col-
umn accessing frequency, etc. Finally, column distribution policy generates LWDD 
for system and call distributer module to physically distribute BATs. Time cost of 
memory resident BAT processing is very small, so time cost of BAT transmission on 
Gbps NIC(Network Interface Card) influences query processing remarkably. With 
support of higher speed NICs of 10Gbps or Tbps, the time cost percent of transmis-
sion can be much smaller. Details can be referenced from another research paper of 
“A Data Distribution Strategy of Scalable Main-Memory Database”.  

4.2   Generation of ExMAL Commands 

ExMAL represents Extended MAL which re-writes MAL commands into distributed 
MAL commands. The core function of transformation of MAL is to envelop common 
MAL command with remote calling function according to the location where BAT is 
stored. For example, “G_3:=algebra.join(G_1[:1],G_2[:2]);”, G_1 is stored in node 1 
and G_2 in node 2, we compare the sizes of G_1 and G_2, then select the larger BAT 
location to be operation locality and transferring another BAT to operation locality, 
the result BAT G_3 is generated in operation locality node.  

We extend the system APIs to support remote BAT exchanging and shared BAT 
accessing between different threads. A set of transformation rules is created to enable 
original MAL commands to be re-written into ExMAL commands. Details can be 
referenced in our research work in NDBC 2008.  

In MonetDB, a remote connection generates a processing thread. We use remote call 
procedure to control BAT processing among multi-node, the query responsing node acts 
as temporary mediator node to generate remote call MAL commands. MAL commands 
for shared BAT processing through BBP(BAT Buffer Pool) are also generated by Gen-
ExMAL algorithm. Figure 6 shows that ExMAL procedure includes remote BAT proc-
essing commands, connection management commands, shared BAT accessing com-
mands and other commands such as temporary BATs management command.  
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Algorithm. GenExMAL(SQL,LWDD, rwRule)
1:    Transform SQL command into MAL commands MALset;

2:    Initiate system scenarios and connections; 

3:    for each mal in MALset do

4:       ParsingMAL(mal, result, function, operandSet);

5:       executeNode=lowcostNode(operandSet);

6:       for all bat in operandSet do

7:          conn=seleConn(executeNode,bat);

8:          addToExMALsetRemoteGetOrPutBatMal(conn,bat);

9:       end for  

10:   Exmal=matchRule(mal, LWDD, rwRule);

11:   addToExMALset(Exmal);

12: end for 

13: free temporary BATs and connections; 
 

GenExMAL algorithm can be seen as a naїve algorithm that directly translate 
MAL commands into remote call procedures. The same BAT operation may be called 
by different nodes in different threads in the same node as figure 5 shows, BAT op-
eration is invoked privately for several times and the result must be stored in BBP for 
shared accessing. This mechanism increases complexity of MAL transformation. In 
our future work, we are going to develop a public BAT accessing interface for remote 
accessing and integrate BAT transmission and shared accessing functions. The unique 
public interface can simplify remote BAT accessing procedure just like web service in 
web function integration. 

 

node0

node1

node2

network

用户1

Q1

MAL sequence

_56[1]:bat[:oid,:dbl] := sql.bind("sys","line_item20","l_quantity"[1],0);
……

_95[2] := algebra.join(_24[2], _56[1]);
……

_56[1]:bat[:oid,:dbl] := sql.bind("sys","line_item20","l_quantity"[1],0);

_56:=RemoteBind(1,_56[1]);
_95[2] := algebra.join(_24[2], _56[2]);

Node0-2 

Connection

Node2-1 

Connection

BBP

_56

Node0-1 

Connection

 

Fig. 5. Remote BAT processing 

4.3   BAT Transmission Module 

In our experiments, BAT transmission is a costly procedure for ExMAL commands. 
Optimizing BAT distribution policy can reduce BAT transmission cost but there are 
still some big BATs need to be transferred between nodes. Under our experiment envi-
ronment, the data accessing speed of disk and network is about 70MB/s:100MB/s, 
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loading BAT from netMemory is faster than from disk. A complete BAT transmission 
procedure includes three steps: read column data from BAT into sending buffer, trans-
fer data between nodes, clone a new BAT with column data of receiving buffer.  

The most important consideration of this module is efficiency. Firstly, we develop 
BAT transmission module bases on system API of reading and writing BAT storage 
unit. There are millions of loops of reading or writing operations during one BAT 
transmission operation(1GB TPC-H database has 6,000,000 tuples in fact table), the 
time cost of reading millions of data units into sending buffer and writing millions of 
data units into cloned BAT from receiving buffer are much higher than column 
transmission itself. Finally, we optimize BAT transmission API with BAT memory 
mapping which uses source BAT storage area as sending buffer and target BAT stor-
age area as receiving buffer, so time costs of BAT decomposing and re-constructing 
can be saved. The fixed length type BAT can employ BAT memory mapping API but 
variable length type BAT stores offset addresses in BAT storage area and all real data 
in another memory area which has to transfer two independent memory contents and 
re-assign offset addresses in target BAT. 

1Gb/s NIC can provide about 100MB/s data transmission rate. Higher perform-
ance NIC such as 10Gb/s or Tb/s NIC can provide even higher data transmission 
rate. netMemory based on large amount of inexpensive servers can improve the scal-
ability of main memory databases. Combined with replication policy for reliability, 
Redundant Array of Independent Memory Network(RAIMN) can also developed for 
higher memory capacity and reliable requirements application backgrounds. In 
OLAP application scenario, TB level data warehouse exceeds the processing capac-
ity of single MMDB server, RAIMN architecture can combine many inexpensive 
servers as a large virtual memory pool for mass data processing. Based on network 
technique and netMemory architecture, MMDB cluster, MMDB replication service 
and RAIMN facing very large database MMDB application will gradually become 
practical. 

5   Experiments 

In order to get a credible experiment results, we perform our test with TPC-H data-
base and testing queries. We perform our test on 3 HP Intel Itanium-64 servers with 
two 1.6G CPUs running Red Hat Enterprise Linux ES release 4 (kernel version 2.6.9) 
with 2GB RAM, 2GB Swap and 80GB hard disk.  

A. Client and main functions of ScaMMDB 
Figure 6 shows ScaMMDB interface. There are three nodes in experiment system; we 
can choose any node as working node. (a) shows the query interface of query execu-
tion, it is same as single server. (b) displays the analysis information of ExMALs, we 
can get information of time cost and time cost rate of each ExMAL command to ana-
lyze how to improve performance. 

Comparing with original MAL commands, system adds connection maintenance 
commands, remote BAT accessing command and envelops remote call BAT opera-
tions in ExMAL commands. 
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B. Performance of BAT transmission 
In figure 7, we compare the transmission performance of different type data of BATs. 
Ideal network speed of Gbps NIC is computed as 128MB/s, but influenced by addi-
tional network packets data, main board bus speed and other factors, the real data 
transmission speed is less than 128MB/s. In our experiment, transmission speed is 
computed as: T(MB/s)=sizeofBAT(MB)/timeCost(s).  

 

   
     (a) Query result of ExMALs                     (b) Analysis of ExMALs 

Fig. 6. Overall time cost of delta table merging algorithms 

 

 

Fig. 7. BAT transmission performance 

BAT transmission includes two types of getBAT and putBAT which enable node 
can “pull” or “push” BAT from or to other node. The speed of getBAT is a little more 
than putBAT because of no need of block operation when generating target BAT. The 
average speed of BAT transmission is about 110MB/s which is very close to ideal 
network speed and more than data accessing speed from disk. 

C. Performance of TPC-H queries in ScaMMDB 
We select TPC-H testing queries of Q1,Q6,Q10,Q13 as targets. According to given 
LWDD, different queries have different BAT copy time cost. For example in Q6(node 
2), the cost of BAT copy takes more than 60 percents of total time cost. If we use high 
speed NIC of 10Gbps or Tbps, the BAT copy cost will be remarkably reduced as 
figure 8(a) shows. In ScaMMDB, remote MAL call take additional cost than local 
MAL command of average 0.89% more time in 4GB testing data and it will be 
smaller as volume of database grows. With modern network technique, ScaMMDB 
can extend data and processing capabilities with acceptable network latency. 

There are three main types of remote BAT accessing policies. The “M” mode  
use other node as secondary memory, replicating needed remote BAT first and then 
processing query with local BAT replicas; the “N” mode means that when a MAL  
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                (a) BAT transmission speed                                        (b) Time cost analysis 

Fig. 8. BAT transmission time cost rate 

command has multiple parameters which have different locations, system chooses 
working node which has the maximum number of BATs or local node when numbers 
are equal; the “S” mode uses total transmission size instead of numbers as parameter. 
Both “N” and “S” modes are local optimizing policies based on current ExMAL 
command, global optimizing policy is more complex and in our future research 
works. 

“S” mode has nearly equal time cost of BAT transmission but “N” mode has dif-
ferent cost in different node e.g. Q6 in node 1 and node 2. Figure 8(b) shows the time 
cost of testing queries in each node, we can see that with low speed NIC configura-
tion, time cost of BAT transmission effects performance greatly and BAT distribution 
policy is important for performance of system. 

6   Conclusions and Future Work 

Comparing with typical cluster system e.g. Oracle RAC or Shared-Nothing parallel 
systems, the key point of ScaMMDB is the column based distributing policy and 
column-centered processing. In RAC system, single database is accessed by multiple 
instances, both disks and memory are shared by multiple instances. But in main mem-
ory database systems, data is memory resident and memory capacity is limited, the 
key problems are how to distribute data among multiple nodes and how to reduce 
redundant data replicas when data in other node. Most SN parallel DBMSs are hori-
zontally partitioned with row-store tuples. In Data Warehouse, fact tables have mil-
lions of tuples and multiple dimensional attributes which will join with multiple  
dimensional tables. It is difficult to select suitable horizontal partition policy to avoid 
data transferring when fact table joins with multiple tables. For column-store MMDB, 
column is the basis unit for distributing and not only column itself but also processing 
upon column can be shared among multiple nodes. 

We develop prototype of ScaMMDB to improve scalability of MMDB in modern 
OLAP application scenarios. According to techniques of modern hardware of large 
memory and high speed network, netMemory is presented to extend memory hierar-
chy for dynamical system re-organization in this paper. MMDB based on netMemory 
can provide scalable memory capacity for OLAP applications, and we extend 
MonetDB to support query processing over multi-node system. ScaMMDB provides a 



12 Y. Zhang et al. 

mechanism to solve mass data processing with high performance MMDB. In our 
present prototype, we didn’t consider redundant BAT mechanism because of memory 
capacity, most time cost is BAT transmission cost, appropriate redundant BAT 
mechanism can improve performance further. We will continue our research on opti-
mizing ExMAL commands and distribution policy. MMDB cluster is another research 
topic in our future work. 
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Abstract. Main-Memory Database (MMDB) System is more superior in less 
response times and higher transaction throughputs than traditional Disk-
Resident Database (DRDB) System. But the high performance of MMDB 
depends on the single server’s main memory capacity, which is restricted by 
hardware technologies and operating system. In order to resolve the 
contradiction between requirements of high performance and limited memory 
resource, we propose a scalable Main-Memory database system ScaMMDB 
which distributes data and operations to several nodes and makes good use of 
every node’s resource. In this paper we’ll present the architecture of ScaMMDB 
and discuss a data distribution strategy based on statistics and clustering. We 
evaluate our system and data distribution strategy by comparing with others. 
The results show that our strategy performs effectively and can improve the 
performance of ScaMMDB. 

Keywords: MMDB, ScaMMDB , Data Distribution Strategy.

1   Introduction 

In the recent years, with the rapid development of data warehouse, data mining and 
other OLAP applications, traditional Disk-resident Database (DRDB) System can not 
meet the requirement of high performance. More and more researchers have focused 
on Main-Memory database (MMDB) system. The key difference between DRDB and 
MMDB is that the primary copy of data in MMDB lives permanently in memory, data 
can be accessed directly in memory and little time is spent on I/O which is the 
bottleneck of DRDB. Thus MMDB can provide much better response times and 
transaction throughputs. 

But the high performance of MMDB depends on the single server’s memory 
capacity, which is restricted by hardware technologies and operating system. For 
example, in OLAP applications, data volume often arrives at several TB [1], but no 
ordinary single sever can provide TB memory now. After carefully researching and 
analyzing, we can draw a conclusion that the performance of MMDB will drop 
rapidly when the data volume exceeds 75% of memory capacity, and it will not work 
any more when it reaches 200%. We’ll present strong evidence in section 4. Thus 

{hyk,zhangys_ruc,jixiaodong,mayjojo,swang}@ruc.edu.cn

Shan and 

L. Chen et al. (Eds.): APWeb and WAIM 2009, LNCS 5731, pp. 13–24, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 



there’s a huge contradiction between requirement of high performance and limitation 
of single server’s memory capacity. In order to solve this contradiction, we can’t 
move back to traditional DRDB, since network transport will definitely be much 
faster than disk I/O in the future, we implement a scalable Main-Memory Database 
System by combining several nodes together with high speed network, it is called 
ScaMMDB, which mainly focuses on improving the performance of OLAP and other 
Query-Intensive applications. 

ScaMMDB is a system based on column stored model, having Shared Nothing (SN) 
architecture. The most important advantages of ScaMMDB are breaking up the 
restriction of single node’s memory capacity and distributing the data and operations 
to several nodes. However, the cost of transporting between nodes is an additional 
negative factor for high performance. So it is extremely important to find an effective 
way to minimize the cost of accessing data items during transaction processing.  

In fact, transport cost totally depends on the data distribution strategy, which is 
really the key point of improving performance. In this paper, we present a data 
distribution strategy based on statistics and clustering. In the case of this strategy, 
transaction processing cost is minimized by increasing the local processing of 
transactions (at a site) as well as by reducing the amount of accesses to data items that 
are remote. We analyze every executed query, calculate the distance of each two 
attributes, and then clustering attributes based on the attribute distance matrix, the 
result is that attributes in one cluster are correlative as much as possible and attributes 
between clusters are irrelative. We distribute the data in one cluster to one single node 
of ScaMMDB, and also take the processing capability and memory capacity of every 
node into account. We’ll evaluate this strategy by comparing with typical vertical 
partitioning methods in distributed database latter. 

In the past decades, with the depreciating of random access memory and widely 
using of the 64 bit CPU, more and more companies and researchers have focused on 
MMDB, and a few of prototype systems and commercial systems have been 
developed. Such as Dalí[2], TimesTen [3] and MonetDB [4, 5]. On the one hand, 
researchers primarily focus on the MMDB itself. Such as the optimization of 
Cache[6], index technology [7], backup and restore etc. few researchers care about the 
issues of Parallel and Distributed Main-Memory Database System, only a few discuss 
some commit protocol[8] and other key technologies[9]. No integrated scalable 
MMDB has been implemented until now.  

On the other hand, according to distributed DRDB, there are primarily three kinds 
of data partition methods. Horizontal partition, Vertical partition and mixed partition. 
Most of the Distributed DRDB adopts Horizontal partition method because of their 
row stored model. But ScaMMDB adopts the column stored model, so we mainly 
discuss some vertical partitioning algorithms here. In the past decades, several vertical 
partitioning algorithms have been proposed. Hoer and Severance [10] measure the 
affinity between pairs of attributes and try to cluster attributes according to their pair 
wise affinity by using the bond energy algorithm (BEA) [11]. Navathe and Ra [12] 
construct a graph-based algorithm to the vertical partitioning problem. where the 
heuristics used includes an intuitive objective function which is not explicitly 
quantified. Jeyakumar Muthuraj [13] summarizes the formal approach of vertical 
partition problem in distributed database design. We will evaluate our algorithm by 
comparing with BEA latter. 
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The rest of the paper is organized as follows. In section 2, we introduce the general 
architecture of ScaMMDB. We mainly discuss the three stages of our data distribution 
strategy in section 3. Our experimental results will be reported in section 4, and in 
section 5, we make a conclusion. 

2   System Architecture 

ScaMMDB is a scalable MMDB prototype system which includes several nodes,
complex queries can be executed concurrently. The architecture of ScaMMDB (Fig.1 
shows) is based on Shared Nothing (SN) structure. Every node has its own CPU, 
Memory, Disk and other hardware. Nodes are connected by a gigabit network. Every 
two nodes are equal, and none is master or slave. We optimize the storage architecture 
and add one level of NetMemory, which is the memory resource of other nodes. On 
every node, there is a MMDB based on the open source MMDB MonetDB [5] which 
adopts the column stored model. Each column is stored as a Binary Association Table 
(BAT). BAT is the smallest object of operation. Query is transformed into MonetDB 
Assembly Language (MAL). MAL is a kind of execution plan, also a sequence of 
operations. We expand MAL by implementing an Extended Parallel MAL (EPM) 
interface, and then adding the operations of visiting, transporting and rebuilding the 
Remote BAT, which enable every node to participate in the data processing. 

Data Distribution Strategy (DDS) is the foundation of ScaMMDB. Different DDS 
will give rise to data being distributed in different nodes, and the performance will be 
different too. Light Weighted Data Dictionary (LWDD) is the representation of DDS, 
and also is the foundation of query executed. Every node has its own LWDD, which 
stores the information of every attribute and every node, such as attribute name, BAT 
size, node ID that it belongs to, IP address and memory capacity of every node. 
LWDD is updated simultaneously when the DDS is changed. 

We can propose query request on any node at any time. After query reading, 
parsing, rewriting and optimizing stage, query is transformed into MAL clauses, then 
each clause is distributed to the relevant node according to the involved attributes’ 
location information which can be found in LWDD, and the results are finally 
gathered to the query requested node. So data transport is necessary. 

The cost model of ScaMMDB must be as follows: 

T = TMemory + TNetMemory = TCPU + TTLB + TL1 + TL2 + TL3 + TNetMemory (1) 

Where: TCPU is the CPU computing time. TTLB is the address translating time.
Address translation is carried on in Translation Look-aside Buffer (TLB). TLi is Li
level cash missing time. TNetMemory is the transporting time among nodes. 

Network transport speed is faster than disk I/O speed now, and with the rapid 
development of network technology, the gap will be larger and larger. But now, In 
ScaMMDB, transport cost is still the bottleneck. How to decrease TNetMemory makes a 
great impact on performance. In fact, TNetMemory is decided by the data distribution and 
network transporting speed. Find an effective data distribution strategy is the key 
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point of improving performance of ScaMMDB. The following part of this paper will 
mainly discuss a data distribution strategy based on statistics and clustering. 

Fig. 1. Architecture of ScaMMDB 

3   Data Distribution Strategy 

3.1   Overview 

Our Data Distribution Strategy (DSS) is a statistical information based algorithm. 
Generally speaking, the system must experience a period of learning, accumulating 
attributes distance information, and then redistributing the data based on this 
information. That is because of the principle of 80/20. There is a serious “Skew” 
phenomenon when attributes are visited by queries in practical applications. That 
means some attributes are visited by every queries for several times, but some 
attributes never be visited by a query. So we accumulate the attribute affinity 
information based on executed queries in the learning period. New queries will also 
comply with this information after learning period. 

The data distribution strategy can be divided into three stages. Firstly, generating 
Attribute Distance Matrix (ADM) based on user input or statistical information. 
Secondly, clustering attributes into several clusters, and attributes in each cluster are 
distributed into one node of ScaMMDB. Finally, compute the total data volume of 
every single node, if the total data volume excesses 75% of node’s memory capacity, 
an adjustment must be performed. The following part of this paper will discuss details. 
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3.2   Generate Attribute Distance Matrix 

We take estimated total data volume S and number of nodes M into account at first. If 
S is smaller than the minimum memory capacity of all nodes, just copy the data to 
every node in order to get high performance and parallelism. If S is larger than total 
memory capacity of all nodes, ScaMMDB can not deal with this situation, more nodes 
are needed. On the other hand, if the ratio of attributes number to node number is too 
small (for example, less than 5), that means there are too many nodes and few 
attributes, transport cost will be too high. User need to get rid of a few nodes or do 
some data duplications between nodes. The following part of this paper mainly 
discuss the normal situation not these extreme cases. 

The attribute affinity can be defined preliminarily by user or we can analyze the 
executed query. Attribute affinity is closely related to data storage model, query 
structure and executing methods. For ScaMMDB, on one hand, user can define which 
attributes are affinity and the distance of each two attributes, that’s to say, user can 
define Attribute Distance Matrix (ADM) at first as input parameter. ADM is a 
symmetric matrix whose dimension is the same as number of attributes. On the other 
hand, we analyze every executed query at query parsing stage, and store the attribute 
distance as ADM based on some principles simultaneously. If each two attributes 
have one time affinity, we update the corresponding value in ADM.  

In ScaMMDB, attributes have one time affinity is defined as follows: 
1. Putting “select” attributes, “group by” attributes and “order by” attributes into 

one set, any two attributes in this set have one time affinity. Because the “select” 
attributes must be outputted according to “group by” attributes and “order by” 
attributes on the requested node. 

2. Putting all the attributes involved in “and” clause into one set, there may be join 
operations, comparison operations and arithmetic operation. 

These principles may only be suitable for ScaMMDB because of its special storage 
model, query executing methods and Monet Accessing Language (MAL). But there 
must be an attribute affinity principle being suitable for the other systems. 

Attribute Distance (AD) of attribute Ai and Aj can be defined as follows. Definitely, 
weights of different attribute size should be different. We must take attribute size Si
and Sj into account, take average size of attributes Savg as a const factor. 

1              Ai and Aj have no affinity and ji

Distij =  n

avgji

avg

SSS
S )(   Ai and Aj have n times affinity and ji

0              ji

(2) 

In the process of parsing every query Q, the attribute distance will be computed,
and ADM will be updated according to Algorithm 1. If user has already defined ADM 
at first, we do not need to parse queries and get affinity information. The ADM will 
be stored permanently unless user sends a reset command. 
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need_init: whether ScaMMDB needs initialization. 
1: if is_defined == TRUE then 
2:    return 
3: else 
4:    if need_init == TRUE then 
5:        InitADM() /*traverse all tables, generate a initial ADM dist[N][N] for N 

attributes. dist[i][j] = 1 only if ji , and if i = j, dist[i][j] = 0. */ 
6:    else 
7:        read dist[N][N] from disk 
8:    end if 
9:    while Q != NULL do 
10:        Parse(Q)  /*parse the query. */ 
11:        find all <i, j> that makes attribute Ai and Aj have one time affinity 
12:        for each <i, j> do 
13:            dist[i][j] = dist[i][j] * 0.5 
14:       end for 
15:   end while 
16:   write dist[N][N] to disk 
17: end if 

If ScaMMDB runs at the first time and no ADM is defined by user, a default initial 
ADM will be created. In the matrix dist[N][N], the distance of each two different 
attributes is 1, and cater-corner value of dist[N][N] is 0. ADM will be written to disk 
after query executed completely. Next step will be attributes clustering. 

3.3   Attributes Clustering 

There are so many clustering methods in data mining area, such as partitioning 
method, hierarchical method, density-based method, grid-based method and model-
based method. Each method has its own scope of application. There are not too many 
attributes in practical applications, especially for OLAP application. However, a lot of 
complex queries bring on “Skew” phenomenon for visiting attributes. That means so 
many values of the Attribute Distance Matrix (ADM) are 1. Hierarchical clustering 
method is simple, easy to implement and more suitable than other methods.  

There are a set of N attributes to be clustered, an N*N distance matrix dist[N][N], 
and M nodes in ScaMMDB. Starting by assigning each attribute to a cluster, so that if 
you have N attributes, you now have N clusters, each contains just one attribute. Then 
find the closest (most similar) pair of clusters and merge them into a single cluster, 
delete the rows and columns corresponding to these two clusters, so that now you 
have one cluster less, then compute distances between the new cluster and each of the 
old clusters. Repeat until all attributes are clustered into M clusters.  

For computing distance between clusters, there are many different ways of defining 
distance D(r, s) between cluster r and cluster s. 

Single linkage clustering
between groups is defined as the distance between the closest pair of objects, where 
only pairs consisting of one object from each group are considered. In the single 
linkage method, D(r, s) is computed as 

. The defining feature of the method is that distance

Algorithm .1  GenerateADM (Q, is_defined, need_init) 
Require: Q: the input query; is_defined: whether ADM has defined by user; 
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D(r,s) = Min {Distij: Where object i is in cluster r and object j is cluster s } (3)

Complete l inkage  clustering. Also called farthest neighbor, clustering method is
the opposite of single linkage. Distance between groups is now defined as the distance 
between the most distant pair of objects, one from each group. D(r,s) is computed as 

D(r,s) = Max {Distij: Where object i is in cluster r and object j is cluster s } (4)

Average linkage clustering. ere the distance between two clusters is defined as
the average of distances between all pairs of objects, where each pair is made up of 
one object from each group. D(r,s) is computed as 

H

sr

rs

N*N
Ts)D(r, (5) 

Where Trs is the sum of all pairwise distances between cluster r and cluster s. Nr
and Ns are the sizes of the clusters r and s respectively. At each stage of hierarchical 
clustering, the clusters r and s, for which D(r,s) is the minimum, are merged. 

Average group linkag  Groups once formed are represented by their mean values 
for each variable, that is, their mean vector and inter-group distance is now defined in 
terms of distance between two such mean vectors. The two clusters r and s are merged 
such that the average pairwise distance within the newly formed cluster is minimum. 
Suppose we label the new cluster formed by merging clusters r and s as t. The 
distance between clusters r and s is computed as 

e.

D(r,s) = Average {Distij: Where observations i and j are in cluster t.} (6) 

Ward's  method. Ward proposed a clustering procedure seeking to form the
partitions Pk, Pk-1, …, P1 in a manner that minimizes the loss associated with each 
grouping and to quantifies that loss in readily interpretable form. Information loss is 
defined by Ward in terms of an error sum-of-squares (ESS) criterion. ESS is defined 
as the following 

K

K Cx

p

j
kjij

ki

xx
1 1

2)(ESS (7) 

With the cluster mean Ckxi xijn
x

k
kj

1 , where denotes the value for the i-th

individual in the j-cluster, k is the total number of clusters at each stage, and is the 
number of individuals in the j-th cluster. 

xij

n j

We will evaluate the result of clustering in section 4, especially these different 
ways of distance defining methods between clusters. According to the experiments, 
Average group linkage method is the most useful methods for ScaMMDB. After all 
attributes are clustered into M clusters, an adjustment must be needed. 
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3.4   Adjustment 

All attributes have been distributed into M nodes, attributes in one node have high 
affinity and attributes between nodes have low one. But the processing ability of each 
node and available memory is limited. So the result of clustering must be adjusted in 
order to make good use of every node in ScaMMDB. 

Let’s make a definition: 

%100SCi
i

i

MC
DS

Where: DSi is the data volume of node i, MCi is the Memory capacity of node i
We can get a high performance on a single node only if the SC is under 75%. So 

Adjustment is needed on the nodes whose SC is over 75% and redistribute some 
columns to the other nodes which have enough memory capacity and high affinity 
with. Local node is the node of results exhibiting. We should distribute the cluster 
which has the most “select” attributes to local node. The algorithm is as this: 

Algorithm .2  Adjustment(Si) 
Require: Si: size of attribute i 
1: compute SCj for every node j 
2: for each node Nj whose SCj > 75% do 
3:    while SCj > 75% do 
4:        s = min{Si | attribute i in node Nj} /* find the smallest data volume of attribute in 

node Nj*/
5:        find node Nk that SCk < 75% after add attribute i and each attribute in Nk have 

smallest sum distances with attribute i. no Nk is found, report errors and more 
nodes needed. 

6:        transform attribute i from Nj to Nk and compute the SCj
7:    end while 
8:    find the node k which has the most “select” attributes; 
9:    if nodelocal _k
10:        exchange the attributes between node k and local node 
11: end for 

After analyzing queries, generating ADM, clustering and adjusting, attributes are 
distributed into several nodes based on our data distributed strategy. ScaMMDB will 
generate Light Weighted Data Dictionary (LWDD) according to the attribution 
distribution. LWDD is the foundation of remote column operation and query 
execution. At last, we will evaluate this strategy by the experimental results. 

4   Experiments 

Our experiments have been designed to evaluate the foundational principle of 
ScaMMDB, the effect of different distance computing methods between clusters in 
our strategy and the performance between our strategy and other methods. 
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ScaMMDB involved in three nodes, each node has two Intel Itanium-64 1.6G CPU 
running Red Hat Enterprise Linux ES release 4 (kernel version 2.6.9) with 2GB RAM, 
2GB Swap and 80GB hard disk. Nodes are connected by Gigabit networks. The 
baseline version of ScaMMDB is MonetDB Server v5.0.0. We adopt TPC 
Benchmark™ H [18] data sets as our test data sets and implement the TPCH test tool 
TPCH-Tester on our own.  

Firstly, we carry out TPC Benchmark™ H based on an open source MMDB 
MonetDB, compute the TPC-H query processing power TPCH Power@Size,  We 
primarily focus on Query-Intensive applications and leave refresh stream out of 
account. So we define Power@Size as follows:

9
22

22

1

)0,(

*3600Power@Size
i

i
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Where: SF is the scale factors, QI(i,0) is the timing interval, in seconds, of query 
Qi within the single query stream of the power test. 

The high performance of MMDB (Fig.2 shows) is just limited to the situation that 
SC (rate of data volume to memory capacity) is below 75%, the performance falls 
sharply when SC is over 75%, and system will breakdown when SC arrives at 200%. 

Fig. 2. Power@Size under different SC 

So 75% of SC is the critical point of single node’s high performance. This also 
provides an important and reasonable foundation for scalable Main-Memory database 
and data distribution strategy. 

Secondly, in order to select the best suitable methods for clustering under the 
specific applications of ScaMMDB. We carry out experiments under the data volume 
of 3GB, and do comparison between different methods of computing distance 
between clusters. Unfortunately, clustering based on single linkage clustering, 
complete linkage clustering and average linkage clustering give rise to the data 
distribution seriously skew (Fig.3. shows), data volume in Node1 is 2.6GB of 3GB 
total, far exceeds its memory capacity. That illustrates the necessity of doing an 
adjustment. 
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Fig. 3. Data distribution under different cluster distance computing methods 

Obviously, single linkage clustering, complete linkage clustering and average 
linkage clustering are not suitable for this attribute relationships because of their 
terrible clustering results, and adjustment will not take effect either. 

We compare the Average group linkage with Ward’s method following an 
adjustment. For Statistic and Clustering Algorithm, based on the statistical 
information of queries Q1 to Q15 which are executed before on local node, we 
regenerate LWDD, executing all of the 22 queries under the newly generated LWDD 
and then computing the transmission quantity. Every node is equal, so queries 
requested on any node takes the same effect. The result (Fig.4 shows) demonstrates 
that Average group linkage is more suitable under these OLAP applications 

Fig. 4. Transmission Quantity under different cluster distance computing methods 

Finally, we carry out experiments under the data volume of 3GB, and compare the 
results of different data distribution strategies. These are Round-robin, Bond Energy 
Algorithm (BEA) [13] and our Statistic and Clustering Algorithm. Round-robin is a 
fully equal distribution method, and BEA is one of the most common and famous 
algorithms in distributed database design. It generates a clustered affinity matrix 
(CAM) at first, and then does binary vertical partition recursively. But BEA doesn’t 
take the query semantics and dealing ability of nodes into account. There is definitely 
an imbalance of data distribution. In Statistic and Clustering Algorithm, we adopt the 
Average group linkage method to compute the distance of different clusters. 
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We can see from the results (Fig.5 shows), Round-robin as a naïve strategy gives 
rise to the most transmission Quantity, and Bond Energy Algorithm also can not do 
better than the Statistic and Clustering Algorithm. Transmission quantity is close to 
zero for some queries, because the related attributes are already been clustered into 
one node. 

5   Conclusion 

In this paper, we proposed the architecture of scalable Main-Memory database system 
and primarily discuss a statistic and clustering based data distribution strategy. Unlike 
other methods, we generate the ADM (Attribute Distance Matrix) by analyzing the 
executed queries and also take every node’s processing ability into account. We 
distribute data between nodes as equally as possible and every node plays a great role 
in the process of query executing. The evaluation experiments show that our strategy 
obtains an improvement of effectiveness over others. 

In the future, there will be a complex, iterative and dynamic process of learning 
according to generate attribute distance matrix. We will do more work on designing 
the algorithms of query learning and LWDD rebuilding, Algorithms in machine 
learning may take effect. We will try to optimize our approach by combining the 
adjustment and clustering together, take attribute affinity and data volume into 
account simultaneously. Generating data dictionary will be an iterative processing in 
order to obtain an optimum data distribution. Our strategy is not the only one solution 
for ScaMMDB. This approach fits for ScaMMDB under OLAP does not mean it is 
suitable for every scalable Main-Memory database system under any applications. We 
will try to explore a general strategy under OLTP and other common applications. 
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Abstract. The trend that organizations are linking Service Oriented Architec-
ture (SOA) efforts closely to real-time processes makes research and industrial 
community increasingly focus on the SOA and Event Stream Processing (ESP) 
connection. ESP needs to correlate multiple continuous events involved in 
complex temporal relationship and attribute logic relationship to more abstract 
complex events in richer semantic. Due to high speed arrival rate of events and 
vast volume of registered complex event queries, memory consumption and in-
cremental event query evaluation demand a comprehensive dedicate event 
stream processing framework with low-latency and high scalability. In this pa-
per, we study problems of query optimization for ESP, especially topics on 
temporal restriction query. We first propose a framework to integrate ESP fea-
tures with business process management and monitor. We then describe a query 
plan-based approach to efficiently execute ESP queries. Our approach uses al-
gebraic conversion to efficiently handle temporal restriction queries, which are 
a key component of complex event processing, and computes temporal rele-
vance condition at compile time to obtain event relevance time for a given  
expression. We demonstrate the effectiveness of our approach through a  
performance evaluation of our prototype implementation. 

1   Introduction 

Organizations are re-architecting of existing business processes with Service Oriented 
Architecture (SOA) principals to provide integration and interoperability, meanwhile 
different industry sectors are using Event Stream Processing(ESP) for all critical 
business processes, thus pushing its span beyond financial and simulation applica-
tions. The trend that organizations are linking SOA efforts closely to real-time proc-
esses, makes research and industrial community increasingly focus on the SOA-ESP 
connection[1]. Many complex event queries in ESP need to detect interested events 
during intended time scopes[2]. In this paper, we study the query optimization problem 
in a SOA monitoring environment that consists of potentially a large number of dis-
tributed event sources. We specially focus on topics on temporal restriction query. 

Temporal restriction is a key component for complex event query in ESP. It deter-
mines temporal constraints for target queries. Many works model temporal restriction 
as window query and temporal selection condition during query evaluation [2, 3]. In this 
paper we will leverage algebraic equivalence of event expression with temporal  
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restriction, then at compile time compute the temporal relevance condition to get 
respective storage lifetime of event tuples for target event queries. This topic is dis-
cussed in section 3 and 4, and is optimization for memory consumption of event query 
evaluations. 

2   Basic Framework 

Events are defined as activities of interest in a system[4]. All events signify certain 
activities, but they have different meaning in hierarchy and semantic level. We get 
concepts as primitive event and complex event. Complex events basically form an 
event hierarchy in which complex events are generated by composing primitive or 
other complex events using a set of complex event operators. 

In our event stream model, we assume time is a discrete, ordered domain, isomorphic 
to the domain of natural numbers. So we can represent timestamps as natural numbers. 
All events have an element called event interval that indicates its occurrence period. A 
time interval i consists of two timestamps i.s and i.e, which are the end points of the 
interval, called the interval’s start time and end time. We assume primitive events are 
instantaneous and complex events are durative. Thus for primitive events, this interval is 
a single point (i.e., identical start and end time) at which the event occurs. For complex 
events, the intervals contain the time intervals of all sub-events. 

2.1   Complex Event Operators 

We support operations over events like A+B, A|B, AB, A;B, A*, A-B, A||B, AN, AG, AT, 
which respectively represent the conjunction, disjunction, concatenation, sequence, 
concurrency, iteration, negation, predicate selection, aggregation and time restriction 
of events[5]. Due to the interval semantic, the language consist of these operators is 
composable other than the famous SASE[2] and SASE+[6] language. So we can con-
struct hierarchical complex event expressions using these operators recursively. For 
detail semantics of the language, please refer to our work in [5]. 

2.2   System Architecture 

We integrate ESP feature into our Service-Oriented Computing Platform InforSIB[5]. 
The ESP encompasses event expression algebra, a language implementing this alge-
bra and runtime which is build for the efficient execution of event queries over vast 
amounts of events, Fig. 1 shows those parts schematically. 

At compile time, the front-end query optimization takes care of parsing complex 
event queries. If with temporal restriction constraints, event expressions are first con-
verted to alternative but easy detected form. Then expressions with outmost negation 
operator are rewritten into expressions with predicates injected into the denotation of 
operators in right places. At last we compute the temporal relevance of primitive 
events to the registered queries. An arbitrarily complex event query is converted to an 
event tree. There is one node in the tree for every temporal related and logic operator 
(sequence, its variants like concurrency, and logic like conjunction) in the query and  
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Fig. 1. System Hierarchy for Event Stream Processing 

 

Fig. 2. Implementation Framework for Event Detection 

the structure of the tree is derived from the hierarchical structure of the event opera-
tors in the query. 

After we converted the complex event query expressions as evaluate-friend form, 
we generate plans for these queries with event trees input shown in Fig. 2. Common 
events in different event trees, which we called here shared events, are merged to 
form nodes with ancestors in an event graph. Nodes in an event graph are either 
primitive nodes or operator event nodes come from event trees. The inputs to operator 
nodes are either complex or primitive events and their outputs are complex event. The 
query plan runs 3 steps as  in Fig. 3, and the sample query is semantic equal to the 
SASE’s example query plan in [2]. We evaluate complex event queries apparently 
different in the selection step. The selection step has 3 parts to evaluate in order, first 
is results from predicate injection into the negation as explained in Section 3.2, then 
the temporal restriction in Section 3.1, at last we get the normal selection as in SASE. 
We treat the negation and window (we call it temporal restriction here) as selection 
and evaluate it as early. 
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Fig. 3. Query Plan for Complex events 

3   Query Conversion 

We have two forms of query conversion. The first is to convert event queries with 
temporal restriction operators to alternative but easy detected form; this is based on 
the algebraic equality of event expressions under the same input. We further convert 
the queries with rewrite rules, which convert the queries with negation as outmost 
operator to forms with predicates injected into the denotation of operators in right 
places. 

3.1   Algebraic Conversion 

Every primitive event Ei(identity of i) has a schema Ri, Ri={i.s, i.e, x1,…, xn}.We 
define the occurrence time of a tuple e in the result of expression E is the latest time-
stamp in e. For event expressions A and B, we define A≡B if A and B have the equiva-
lent denotation under the same input stream. Trivially, ‘≡’ is an equivalence relation. 
We can easily get forms of equivalence as below: 

 

Based on the equations above, we can convert event expressions into evaluate-friend 
forms, which mean they can be evaluated with less event instances and terminate the 
evaluate as early too. First, the conversion process is automatic and it treats temporal 
restriction and restriction-free expressions uniformly, i.e. we define E= E∞. Second, if 
B≡BT, we can convert sequence A;B to the equivalent form of A;TB, we can see from 
the detection algorithm from [5] that A;TB can be detected with less memory and its 
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detection can be terminated as early. And more, as we will explain in Section 4, A;TB  
has short relevance time than A;B, so it can be used later during the compile time to 
expire unnecessary reference to event tuples. We present the conversion algorithm in 
Table 1. Evidently the time complexity of this algorithm is linear to the size of input 
event expression. 

Table 1. Conversion Algorithm for Temporal Restriction 

Algorithm TSConvert 
Input: Event expression E, Temporal Restriction T 
Output: Converted target expression E’, Converted target 

temporal restriction T’ 
1. CASE E of 
2. [E∈P]: 
3. E’=E;T’=0 
4. [A|B]: 
5. <A’,Ta>=TSConvert(A,T) 
6. <B’,Tb>=TSConvert(B,T) 
7. E’=A’|B’;T’=max(Ta,Tb) 
8. [A+B]: 
9. <A’,Ta>=TSConvert(A,T) 
10. <B’,Tb>=TSConvert(B,T) 
11. E’=A’+B’;T’=∞ 
12. [A-B]: 
13. <A’,Ta>=TSConvert(A,T) 
14. <B’,Tb>=TSConvert(B,min(Ta ,T)) 
15. E’=A’-B’;T’= Ta 
16. [A;B] 
17. <A’,Ta>=TSConvert(A,T) 
18. <B’,Tb>=TSConvert(B,T) 
19. IF Tb≤T 
20. E’=A’; Tb B’;T’=∞ 
21. ELSE 
22. E’=A’; T B’;T’=∞ 
23. [AT’’]: 
24. <A’,Ta>=TSConvert(A,min(T,T’’)) 
25. IF Ta≤min(T,T’’) 
26. E’=A’;T’= Ta 
27. ELSE 
28. E’=A’ T’’;T’= min(T,T’’) 

3.2   Rules for Rewriting 

Given that the expression specified in temporal related operators can be very complex 
and may involve multiple levels of negation, it becomes quite hard to reason about the 
semantics of event expression if there exist selection constraints specified as AN. As-
sume the event expression is AN where N is a selection predicate P and the A specified 
form is a complex event E, thus we denote it an algebraic alternative form SELECT 
{P}(E). SASE inject predicates in N into the denotation of temporal related operators, 
and the position of injection depends on whether the operators involve negation or 
not[2]. Predicate injection require that the selection predicate P to rewritten as a dis-
junctive normal form P=P1∨P2∨...∨Pk, where each Pi is a conjunction. Further we 
rewrite Pi as Pi+^ Pi-, with Pi+ denoting the conjunction of those predicates that do not 
involve a variable referring to a negative component, and Pi- representing the rest. 
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Since there is no satisfactory semantics in the case when selection predicate Pi is not 
equivalent to Pi+^ Pi-

[7], we therefore  regard such queries as invalid inputs and will 
reject them upon query registration. As CEDR pointed out, problems will occur dur-
ing rewriting if we use the same as SASE when outmost negation operator exists[7]. 
We modify the rewrite rules as below:  

If the top level operator in temporal related operators is not a negation, we can pro-
ceed in a way similar to SASE as Rule1.  

Rule1:SELECT{P}(E)=SELECT{P1∨P2∨...∨Pk}(E)=SELECT{P1}(E)∪SELECT{
P2}(E)∪...∪SELECT{Pk}(E). 

When negation is the outmost operator, we get Rule2. 
Rule2:SELECT{P+^P-}(E1-E2))->SELECT{P-}(E1)-SELECT{P+}(E2). 
Rewriting in Rule2 is not bidirectional, just a uni-directional process to inject 

predicates into the denotation of operators in right places. The injection process is 
recursive, and when it gets down to the primitive event instead of a complex event 
expression, we inject P- into the original denotation of negation operator. 

4   Determine Temporal Relevance of Event to Queries 

4.1   Computing Temporal Relevance Conditions 

After the algebraic conversion and rewriting, complex event expressions are now with 
temporal and non-temporal constraint selection conditions. In this subsection, we will 
discuss how to compute the lifetime of event reference relevant to a given query. 

The CERA[8] treats temporal operation as selection constraint combined with join, 
and they propose an approach to static determine temporal relevance of event to que-
ries, remove event tuples from the histories when know for sure that the tuples will 
not affect any future answers. We adopt similar approach but differ in the data model. 
In this paper, for all the complex event expressions to be evaluated, each input event 
just has one instance, the shared parts (primitive event and intermediate complex 
event) will be a reference to the instance and the lifetime of the reference is the same 
with the temporal relevance in CERA, while the instance’s lifetime is determined by 
the times reference to it and the reference’s lifetime, i.e. a reference count approach. 
The intermediate complex events reference to the instance by pull or by push that the 
instance initiates.  

For a given complex event query, there is a set of temporal relevance conditions, 
one for each of input relation R of each shared intermediate uncompleted complex 
event. Temporal relevance conditions have the form as: 

TRR in Q ≡i1≥now – rt1^…^im≥now – rtm^ im+1>now – rtm+1^…^ in>now – rtn 
All rti are fixed lengths of time and can be treated as individual temporal restriction 

for each timestamp in the condition. 
To compute the temporal relevance condition of each complex event queries, i.e., 

for a given expression E, compute the relevance time rtR in E(i) of each timestamp i  of 
an input relation in E. And, for each relevance time, we can compute the temporal 
distances td(i,j), which is the least upper bound the temporal distance from i to j, then 
we can choose the longest of all  temporal distances td(i,j) from i to other timestamp j 
of E. 
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Fig. 4. Computing Temporal Relevance Condition for Complex Event Query 

Since all temporal condition in selection are equivalent to a conjunction of com-
parisons of the form j-i<t or j-i≤t, computing all temporal distances in an expression E 
is just turn out be an “all pairs shortest paths” problem in a directed, weighted graph. 
In this temporal distance graph (TDG) CERA called, the nodes are all the timestamps 
(the date model, not the value) occurring in E. Every selection condition from tempo-
ral restriction j-i≤t will generate a directed edge from node i to j with weight t. For 
each pair of one interval i.s and i.e, we generate an edge with weight 0 from i.e  to i.s. 
Then the temporal distance td(i,j) corresponds to the shortest path from i to j in the 
graph. All the shortest paths between all timestamps in E can be computed using stan-
dard algorithm, at last we get relevance time rt(i) for i as the maximum entry in the 
row where i stands. 

The expression represented in our event algebra ((AB) 2hour
[x];D)4hour

[x]+(D;E)1hour
[x] 

is equivalent to example query in CERA. We name the intermediate sub-event (AB) 

2hour
[x] as C, and (C;D)4hour

[x] as V and the whole expression as F. The temporal rele-
vance conditions are computed as in Fig. 4. 

4.2   Event Tree 

After the computing of temporal relevance conditions, we get event trees for each 
event query. 

The leaf nodes in the event tree are primitive event nodes. A primitive event node 
exists for each primitive event type and stores references to the instances of that  
 

 

Fig. 5. Event Tree 
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primitive event type. Operator nodes execute the event operators on their inputs, and 
they are the non-leaf nodes. The event tree is executed in a bottom-up manner. The 
event tree parsed from event expression in section 4.1 is shown in Fig. 5. 

4.3   Memory Management for Event Tree 

As a space optimization, we do not materialize each copy of a base event inside the 
operator independently. Here, only a copy of the event is maintained in a Primitive 
Event Cache and intermediate events consist of pointers to events in this cache. If 
multiple queries have common parts in their event trees, the respective intermediate 
events will be materialized to be shared among these queries. Every materialized 
intermediate event has information about the relevance time of events to it (square 
beside the tree node in Fig. 6). Every logic and temporal related complex event opera-
tor has its tailored strategy to combine this information into his memory management 
framework, thus make ESP runtime know how to handle these event tuples’ lifetime 
and abandon them at exact time. 
 

 

Fig. 6. Memory Management for Event Tree 

5   Experiments 

In this section, we will present the experimental results on the efficiency of our query 
optimization approach. Our experiments consist of two parts to evaluate the query 
performance, the throughput and processing latency of query execution. All experi-
ments were conducted on a 2.8 GHz PentiumIV PC with 1GB memory, running Win-
dows XP Professional SP2 with JDK 1.6.0_02. All experiments are averaged over  
3 runs. 

Events out of order or irrelevant to the registered queries are called irrelevant event 
or noise event. The two variables in these tests are: the total number of events send and 
the irrelevance ratio. The two target ESPs for tests are the simple ESP framework in [5] 
and the one with query optimization presented in this paper. When needed, the JVM 
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tuning will be set to “-Xms512m –Xmx512m -Xns128m -XX:+UseParNewGC”, to 
trigger the Garbage Collection. 

5.1   Throughput 

Two factors are measured: total time to complete test and the memory usage of the 
ESP framework. The total time to complete test is the sum of time needed to send all 
the events and the time needed to do the callbacks when complex events are detected. 

The tested event queries are 4 queries in section 5.2 with the varying send times of 
irrelevant input events D of different value of x. That is, we send M times (A(1), B(1), 
N times of D(1), D(2), E(1)) with the desired temporal restrictions and N is the vary-
ing times of sending D. 
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Fig. 7. Throughout of Event Query Evaluation: Total Processing Time and Memory Consumption 

We can see the improved performance in Fig. 7: above 2 times faster and saving 
memory consumption from 23% up to 75%. 

5.2   Latency 

Latency for ESP processing is the total time to completely detect a complex event, 
from sending the first event to the ESP until a callback is received when the complex 
event fires a match. 
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Fig. 8. Latency of Event Query Evaluation 
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The tested event query is ((AB) 2hour
[x];D)4hour

[x]+(D;E)1hour
[x] with the varying send 

times of irrelevant input events D of different value of x. That is, we send A(1), B(1), 
N times of D(1), D(2), E(1) with the desired temporal restrictions and N is the varying 
times of sending D. The query optimization can obtain roughly linearly curve of la-
tency lower than the optimization-free one as in Fig.8. 

6   Related Work 

We study optimization for temporal restriction queries in ESP. Temporal restriction 
query as a key component and multi-query optimization (MQO) in ESP are interest-
ing and emerging research areas for ESP performance and scalability. 

The conventional approaches for stream query processing are to use selection-join-
aggregation queries[9, 10], but they are inconvenient and the unintuitive queries are hard 
to write and understand. It is not suitable to adopt these conventional approaches in 
ESP. Recent studies have started to address efficient evaluation of ESP queries [2, 3, 6], 
and tailored query optimization [8, 11, 12] are presented to obtain high-performance query 
for ESP.  

SASE[2] and its successor[6] are NFA-based ESP engine that uses a stack implemen-
tation to filter and correlate events. They present optimizations for handling large 
windows and reducing intermediate results[2] and exploit aggressive sharing in storage 
of all possible complex event matches[6]. As for the expressibility of query language, 
they have to be further extended in order to support full compositionality in these 
languages.  

Cayuga demonstrates the use of their NFA-based ESP for Web feeds and stock 
prices[3]. It can run multiple queries concurrently and events sequences are imple-
mented by NEXT-FOLD constructs. Cayuga provides an implementation and a set of 
well documented patterns used for ESP implementations. Those patterns are mainly 
concerned with efficient execution of queries, indexing, data management, and gar-
bage collection. But it doesn’t output the complete matches. 

7   Conclusions 

In this paper, we propose a query planed approach to evaluate complex event queries 
in ESP. The query optimization approaches in ESP framework achieve performance 
gains. As for further performance improvement, we will leverage more potentialities 
for optimization, including runtime query optimization by exploiting event relevance 
constraints as in [12]. 
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Abstract. Disparity information enables a multi-layered representation of a 
video frame. But how to extract object attracting the users’ interest is still to be 
considered. Based on the definition and estimation of image disparity, we pro-
pose an approach to segment video objects for video conference. Chrominance, 
luminance, position and other information are introduced to compute the sali-
ency map, and the edge information is used to obtain the disparity map. Com-
bining with the disparity estimation results, the layer representing the most  
interested object that contains most of conspicuity values can be easily seg-
mented. The experimental results demonstrate this algorithm is capable of  
segmenting video object from sequences quite effectively. 

1   Introduction 

Although most video archives mainly consist of 2-D video sequences, the use of 3-D 
video, obtained by stereoscopic or multiview camera systems, has recently increased 
since it provides more efficient visual representation and enhances multimedia com-
munication. 3-D video enables users to handle and manipulate video objects more 
efficiently by exploiting, for example, depth information provided by stereo-image 
analysis. Furthermore, the problem of content-based segmentation is addressed more 
precisely since video objects are usually composed of regions belonging to the same 
depth plane [1]. Various applications, such as video surveillance, image/video index-
ing and retrieval, or editing of video content, can gain from such 3-D representation. 
For this reason, 3-D data acquisition and display systems have attracted great interests 
recently and consequently archives of 3-D video information are expected to rapidly 
increase in the forthcoming years. 

Depth information would enable a multi-layered representation of a video frame. 
Each layer would contain image regions that are at a specific distance from the video 
camera. The depth information of a scene is contained in a so-called depth map. 
However, depth information is difficult to estimate. Compared with depth estimation, 
disparity is more easily obtained, and it is mainly used in video transmission and 3D 
reconstruction. In this paper, visual attention concept is considered. The saliency map 
represents human concentration grade is calculated with multiple features like 
chrominance, luminance, position and etc. It is integrated with disparity information 
to extract most interested object from video sequences. The experimental results 
demonstrate the capability of our algorithm. 
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The rest of this paper is organized as following. Section 2 gives a brief introduction 
of disparity definition and estimation approach. Section 3 proposes an approach to 
extract video object based on disparity. Section 4 demonstrates the effectiveness of 
the proposed approach. Section 5 is the conclusion. 

2   Disparity Definition and Estimation 

2.1   Disparity Definition 

Disparity is defined as the relative displacement between the left and the right image 
points belonging to the same object point, as defined in Fig. 1. Without first needing 
camera calibration, it will find more applications in generic video communications. 
We will investigate how disparity information can be incorporated into existing video 
segmentation techniques, which would pave the way to developing novel techniques 
that will provide a significant improvement over existing methods. 

 
Fig. 1. Definition of Disparity 

2.2   Disparity Estimation 

It is well known that disparity estimation is still a hard problem, and much progress 
has been made over the past 25 years or so. It remains a difficult vision problem for 
the following reasons: noise, textureless regions, depth discontinuities and occlusions. 
The algorithm proposed in [2] is used to obtain the disparity map. Compared with 
other disparity estimation algorithm, it uses edge propagation and interpolation 
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method,  without using block matching, the boundaries of objects have no blocky 
results and all the pixels in the same region have similar disparities. 

Disparity information enables a multi-layered representation of a video frame. But 
how to extract object attracting the users’ interest is still to be considered. Visual 
attention is a neurobiological concept having the ability to concentrate the mental 
power upon an object on close observation. Different applications may have different 
attention model definitions. Moving object segmentation approaches assume that 
objects of interest have distinct motion with background. Photographers always think 
the most important objects should to be located in the center of the image. Video 
surveillance system takes human as interesting objects. 

Multiple features in the following formula are used to generate the saliency map 
(SM), which indicates the saliency at every location in the visual field by a scalar 
quantity. 

( , , , , ,

, ....)

SM f depth color contour texture size

location motion

=
                              (1) 

 
Layer Li represents layer i, when Li contains the largest conspicuity value SLi, Li will 
be 1 and extracted. 
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Here SMLi denotes the conspicuity value of every layer Li and N(Li) is the total pixels 
number of every layer Li. 

3   Video Object Segmentation Based on Disparity 

3.1   Existing Methods and Their Restrictions 

The motivation of segmentation head-and-shoulder type video sequences stems from 
the popular presence of head-and-shoulder type video signal in real-time services such 
as videophone and web chatting is to extract the person in front of the camera. 
Though segmentation of head-and-shoulder sequence is very useful, among the algo-
rithms we reviewed so far, most algorithms are based on face detection and motion 
information, whose results are not good enough. Moving object segmentation uses 
motion information as rule to group regions. It assumes that physical objects are often 
characterized by a coherent motion, which is different from that of the background. 
As a result, these kinds of algorithms primarily take advantage of motion information, 
and are not able to handle interesting objects without motion. If the shoulder of hu-
man is stationary, it will be lost throughout the sequence. To illustrate this problem, 
an example is shown in Fig. 2.  In Grandmother sequence, only the head of the 
woman has motion. So if use the motion as the only cue to extract objects, the body 
below the head will be lost. 
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(a)                                                    (b)  

Fig. 2. Segmentation results of the Grandmother sequence: (a) original frame, (b) segmentation 
results 

 

   
(a)                                         (b)                                      (c) 

Fig. 3. Claude stereoscopic image pair: (a) Original image, (b) segmentation result of [5], and 
(c) segmentation result of [3] 

Using color information is another method to detect human. These kinds of algo-
rithms can only detect skin color pixels, like the face and hand parts, which have been 
discussed in [3-5]. Fig. 3 (b) and (c) show the segmentation results of algorithm in [3] 
and [5].  But in common sense, human’s head and shoulder can not be separated, they 
should be the parts of one object. So in some applications, like video surveillance, 
these methods will fail. 

3.2   Object Segmentation in Video Conference 

Disparity information enables a multi-layered representation of a video frame. Since 
video objects are usually located on the same depth plane, so depth segmentation 
provides meaningful frame content representation. The advantage of using disparity is 
robust to motion fluctuation, even the object stays still for arbitrarily long period of 
time or when its different parts exhibit different motion characteristics. 

In a video conference sequence, the main object of interest is always the person in 
front of the camera. In this case, the general position of the person and the skin color 
become very important information in extracting the object (the person’s head and 
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shoulder). Face saliency map (FSM) proposed in [5], which considered chrominance, 
luminance and position information, will indicate the human position.   

Assume (x, y) represents the spacial position of a pixel in the current image. The 
corresponding luminance and chrominance components of the pixel are denoted by Y 
(x, y), Cb(x, y), and Cr(x, y), respectively. The FSM can be defined as 

1 2 3( , ) ( , ) ( , ) ( , )FSM x y P x y P x y P x y= ⋅ ⋅                             (4) 

where P1, P2, and P3 denote the “conspicuity maps” corresponding to the chromi-
nance, position, and luminance components, respectively.  

Chrominance Conspicuity Map (CCM) P1: It is known that face region generally 
exhibits the skin-color feature. Therefore, using the skin-color information, the facial 
saliency map can be easily constructed to locate the potential face areas. The P1 is 
defined as 
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             (5) 

'( , ) ( ( , ) )cos( ) ( ( , ) )sin( )Cr CbCr x y Cr x y Cb x yμ θ μ θ= − + −          (6) 

'( , ) ( ( , ) )cos( ) ( ( , ) )sin( )Cb CrCb x y Cb x y Cr x yμ θ μ θ= − + −           (7) 

where 153Crμ = , 102Cbμ = , 20CrΔ = , 25CbΔ = , 4

πθ =
 and 

( , )v x yω
 ( or v Cr Cb= ) is a 

weight coefficient. 
Position Conspicuity Map (PCM) P2: In typical head-and-shoulder video sequences, 

most of the face locations appear at or near the center of the image in order to attract 
user attention distinctly. Few human faces are captured and placed at the boundary of 
the image, especially the bottom of the image. Hence, it is reasonable to assume that 
the probability of the face pixels existing at the center of the image will be larger than 
other locations. Let H and W denote the height and width of the image, respectively. 
Based on this characteristic, the Position Conspicuity Map P2 is defined as 
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                            (8) 

Luminance and Structure Conspicuity Map (LSCM) P3: From the histogram of Y 
component for the facial test data, the region of [128-50, 128+50] tends to contain 
most of conspicuity values for the facial skin area. The darker the intensity value of a 
pixel, the less possible will be a skin-tone color. Similar result can also be found for 
the very bright pixels. With these observations, LSCM P3 is defined as 

2

3 2

( ( , ) '( , ) )
( , ) exp{ }

2
L

L

x y Y x y
P x y s

γ μ⋅ −= ⋅ −
⋅ Δ

                               (9) 

where 128Lμ = , 50LΔ = , ( , )x yγ denotes the luminance compensation coefficients. Here 
s denotes the structural coefficient, which is employed to characterize the luminance 
variation in face region.  
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(a)                  (b)                       (c) 

Fig. 4. Claude stereoscopic image pair: (a) Original image, (b) SM, and (c) disparity map 

According to (4), the final FSM can be easily obtained by employing the three con-
spicuity maps (5), (8), and (9).  
With the observation of above FSM map, it can be found that in the face region, the 
pixel’s FSM value is larger and pixels with large value are more centralized. Combing 
with the disparity estimation results, the layer representing human tends to contain 
most of conspicuity values for the facial skin area.  

M ( , ) ( , ),     ( , )Li f iS FSM x y w x y x y L= × ∈∑                      (10) 

where FSM(x, y) is the face saliency value of pixel (x, y), wf  is the a weight coeffi-
cient, which is employed to characterize the density of bright pixels in neighboring 
region of pixel (x, y). The larger density value and the larger FSM value of pixels, the 
larger conspicuity value SMLi will be. In order to avoid the influence of discrete bright 
pixel, the weight coefficient wf is defined as  
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maxT Fτ= ⋅
                                            (13) 

max max( )F FSM=
                                             (14) 

where τis a threshold. According to the performance of a lot of experiments, the value 
of 0.7 is recommended, which can provide better constraint result for the candidate 
face pixels selection. Only the pixels with FSM value larger than the threshold will be 
considered, the pixels with small FSM will not influence the conspicuity value of 
every layer. When we calculate wf of pixel (x, y), only r r×  neighborhood of pixel (x, 
y) are considered. From (11), we can see that only those pixels with larger FSM val-
ues and higher weight coefficient will be taken into account, which means that the 
influence yielded by the discrete pixels with large FSM values and consecutive pixels 
with small FSM values will be reduced significantly. 
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4   Experimental Results and Analyses 

Claude stereoscopic image pair is a typical video conference scene. Figure 4 (b) is the 
SM of stereoscopic image Claude, and the layer representing human is depicted in 
Fig. 5(c).  
 

      
(a)                                   (b)                                      (c) 

Fig. 5. Claude stereoscopic image pair: (a) Original image, (b) disparity map, and (c) layer 
representing human 

Disparity can not only be used to segment video conference image, but also be util-
ized to segment other video images. To illustrate the effectiveness of our algorithm, 
more experimental results have been given in Figure 6~ 8.  

 

   
(a)                                   ( b)                                      (c) 

Fig. 6. Image pair of Flower Garden: (a) original image, (b) disparity map, (c) center object 

 

Figure 6 and 7 show two examples of center object segmentation. When camera 
moves to capture object of interest, the most important objects should usually be lo-
cated in the center of the image. So segmentation of this kind of sequence, the posi-
tion is the most important feature. The saliency map (SM) can be defined as  

( )SM f position=                                               (15) 

The object in the middle of scene can be extracted, as illustrated in Fig. 6 (c) and 
Fig 7 (c). 

Figure 8 is an example of nearest object segmentation. If we pay more attention to 
nearest objects, the SM should have higher value in near object. Position feature is the 
most important cue. SM is defined as following: 

( )SM f depth=                                                    (16) 
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(a)                                     (b)                            (c) 

Fig. 7. Stereoscopic image pair of Piano: (a) original image, (b) disparity map, (c) center object 

 

   
Fig. 8. Synthesized stereoscopic image pair: (a) Original image, (b) disparity map, (c) nearest 
object 

 

      
(a)                                                                  (b) 

Fig. 9. Claude stereoscopic image pair: (a) Original image, (b) nearest object 

According this kind of application, the nearest object will be extract.  Figure 8 is a 
synthesized stereoscopic image pair. There are several objects in the scene, and the 
nearest object is shown in Figure 8(c). Figure 9 depicts the result of nearest object 
extraction.  Differed from the result in Figure 5, the extracted object is the computer 
not the human. 
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All the above experimental results have demonstrated that our method is capable of 
segmenting video object quite effectively. 

5   Conclusion and Future Work 

In this paper, we propose an approach for video object segmentation based on dispar-
ity information and visual attention. Disparity can be an important feature, which 
provides layer information to segment video object from sequence. According to 
different applications, experimental results proved its efficiency. However, the dispar-
ity estimation proposed in the reference [2] has two limitations. One is that for a re-
gion without matching feature points (usually this kind of region has no texture  
information) the algorithm cannot find the accurate disparity value inside such region. 
This also exists in other stereo matching algorithms. Another limitation is that  
the interpolation method is based on the color information. When foreground and 
background objects have similar color or objects have gradually changing color, the 
algorithm will not work as well. Our algorithm based on this disparity estimation 
algorithm is time consuming. To achieve a real-time computation target, many proc-
esses in the algorithm should be optimized in future works.  
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Abstract. In this paper, we studied the efficiency and break-event point of stor-
ing video objects into DBMS and proved that storing “small” video objects into 
database is a suitable solution. To the video objects that stored in database as 
BLOB data type, we devised a database based time-oriented approach to speed 
up the video content access. Our experiments showed that, because of we ex-
tracted some system-aware metadata and stored into database transparently, the 
read performance was become practicable. 

Keywords: Video Data Storage, Video Data Access, Binary Large Object. 

1   Introduction 

The volume of video data increased rapidly since last decade [1]. Video becomes 
popular in our everyday life for professional and consumer applications, e.g. surveil-
lance, education, entertainment. Such needs require the video data management sys-
tem should provide a mechanism to store and access the data in an effective way. 

The existing video storage strategies are usually divided into two categories: file 
system based video data store and database LOB (Large Object) data type based video 
data storage. Most of video surveillance, video-on-demand and online video sharing 
system are adopting the former. In this approach, the UNC path of video files or other 
location description information are stored into database. While processing a video 
data access request, the applications should get the data file location information from 
database before performing the corresponding data access operation. This mechanism 
simplified the video data management into video data file location information man-
agement. However, there are remaining some disadvantages in adopting the file based 
video storage strategy. Firstly, because of the content files are outside database, it is 
hard to coordinate them with its location information and other metadata in consis-
tency. Secondly, putting a large number of video thumbnails and content files in a 
directory will result in inefficiency for responding data request. In fact, it has been a 
bottleneck in YouTube until it was bought by Google and employed the GFS[2] as the 
underlying infrastructure [3]. Thirdly, developing the GFS-like solution start from 
scratch, or deploying the large-scale video application underlying the similar open 
source system, such as Hadoop [4], is still a difficult task. 

Another video storage solution was storing video data in the BLOB field of the da-
tabase. The engineering experiences have showed that, through utilizing its built-in 
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data management functionality and the well provided development interface in 
DBMS, it is easy to build a large-scale application. Unfortunately, the folklore tells us 
that DBMS was only efficiently in handle small objects. For the video related web 
application, e.g. YouTube, the largest video clips sharing web site, most of the up-
loaded clips are small and last 30 seconds to 2.5 minutes [5], its size is around 25 KB 
per second. In some others video applications, the video objects are also small, such 
as content based video retrieval system, their video files are segmented into shots, 
each shot is often less than 30 seconds. For these small video clips related applica-
tions, storing the small objects into database with a high confidence become a valid 
approach. But what means the “small” and where is the break-event point for access-
ing an object as BLOB in database will be cheaper than accessing an object as a file, 
is remain unanswered and necessary for further study. 

For both storage strategies, supporting the random accessibility of the video con-
tent based on the specific time is important. It not only decreased the respond time  
of the request, but also saved the bandwidth for avoiding the unnecessary data buffer-
ing. To the applications involved huge volumes of data and traffics, such as video- 
on-demand and online video sharing, efficient use of the bandwidths has a good  
significance [6]. 

In this paper, our works were focused on database based video data storage and 
video content access approach. Our contributions were summarized as follows: 

We investigate the break-event point in DBMS for storing the video object, we found 
that stored video objects into database could be a preferred solution in some circum-
stance, and hence is necessary to develop database based video content access ap-
proach. By evaluating long-term read/write performance, we discovered that different 
DBMS will vary greatly in break-event point. We also explored some factors that 
usually have important effects on accessing relational data, the results revealed that 
they hold few affection to the throughput of video objects. 

We devised a time based video content access approach for the video objects in 
BLOB column of database. It provides a transparent way to wrapper the required 
content to the end user instead of sending the whole video file from beginning. Our 
experiments showed that, because of extracted some system-aware metadata and 
stored them into database in an efficient way, the performance becomes practicable. 

The remainder of this paper is organized as follows. Section 2 studies the break-
event point of database based video storage. Section 3 presents our database based 
video content access approach, followed by the reports of experiments in Section 4. 
Section 5 lists the related work and section 6 concludes the paper. 

2   Methodology of Video Storage Evaluation 

In this section, we focus our studies primarily on the methodology of performance 
issues and its break-event point of simple read/write operations in file system and 
database based storage. This study is conducted by a series of comparisons between 
NTFS and two commercial DBMS products in client/server style video application. 
The data access mode of this application is quite common and highly similar to the 
web based video sharing, video-on-demand, content based video retrieval, etc.  
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2.1   Storage Age and Safe Write 

Unlike the common performance evaluation, we conduct the experiment with concern 
the long-run impact by introducing the concept of storage age [7]. It is a relative 
measurement of time and defined as the ratio of bytes in objects that once existed in 
the system to the number of bytes in current storage. It should be noticed that this 
definition holds the assumption where free space is relatively constant during the 
long-run of applications. To ensure the file based storage and database based storage 
is compared in the same semantics, we make all the update in the file based storage 
follow a way named safe writes, which is similar to the update of BLOB data and 
ensure an old file is robustly replaced. The update procedure is illustrated as follows: 
a new version of the object file is written to the disk with a temporary name at first, 
and then, it’s renamed to the old object file name, finally, we delete the old file to 
complete this update. From the above illustration of these two concepts, we can know 
the storage age could be simply interpreted as the “safe write per object”. 

2.2   Methodology of Storage Evaluation 

Our storage performance evaluation is conducted between NTFS and two commercial 
DBMS products on Windows platform. We chose measure the performance in a cli-
ent/server style application within a single machine, i.e. the client application which 
issued the read and write requests, the video objects and their metadata are located in 
the same computer. This configuration made our experiments become simple and 
have no need to take account into the factor of network. For the simplicity but without 
loss the generality, we only pay attention to the typical read and write primitive opera-
tion in applications. Because of the update operation could be figured as compositions 
of delete and insert, the three primitive operations have been taken into consideration: 
query (select), insert, and delete. 

In the database storage, the video object is stored into a BLOB column and its 
metadata are stored in the same table. While in the file system based storage, we 
stored object’s UNC path and other metadata in database table, the raw data of video 
objects are stored as file in a directory. It should be mentioned that, in the database 
storage, DBMS’s database files is located in an otherwise empty NTFS volume, while 
in the file based storage, only the raw video objects are placed in that empty disk 
volume. 

During the performance evaluation, we only measured constant size video objects 
rather than objects with certain distributions in size. Intuitively, the video objects 
were impossible to hold a constant size in a real application scenario, and the distribu-
tion of size would play an important role to affect the performance. However, the 
works in [7] have showed the intuition was wrong and the object size has little impact 
on the performance, so we choose the constant object sizes as the basis assumption for 
the simplicity reason. 

Under the two DBMSs, we set them in bulk logged mode. It means the BLOBs 
writing are flushed to disk at commit. This setting will make the DBMSs avoid the 
log write in handle the writing operations. We also set the two DBMSs under the out-
of-row storage mode for the BLOB data, i.e., only the locator descriptor information 
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is stored in the BLOB column, the actual data are stored in the table space out of the 
table, and hence the BLOB will not decluster the corresponding metadata. 

To the settings of buffer, except the cases of exploit the performance impact of the 
database buffer size and shared pool size, we used all the default settings of the two 
DBMSs and both of them are 64KB, because of they are pre-fetch 8 pages (8KB per 
page) one time by default. For the sake of fairness, we make the read/write buffer size 
of NTFS storage are equal to the two DBMSs, i.e. 64KB. 

We named the two commercial DBMS products as System A and System B, and 
then the video objects storage strategies involved in our experiments will be marked 
as follows: 

A-LOB:  Storing video objects into BLOB column in system A; 
A-NTFS: Storing video objects on NTFS file system, but their metadata are in the 

table of system A; 
B-LOB: Storing video objects into BLOB column in system B; 
B-NTFS: Storing video objects on NTFS file system, but their metadata are in the 

table of system B. 

The flow of our performance evaluation is listed below: 

Step 1: Initialize the DBMS with proper configuration and connection; 
Step 2: Fill the disk volume in the ratio of 50% with constant sized video objects; 
Step 3: Perform the primitive operation of insert, select and delete in iteration until 

it repeated enough times; 
Step 4: Calculate the value of storage age and renew it while an interval of 0.5 is 

achieved; 
Step 5: If the value of storage age is less than 10, then go to the step 3, otherwise, 

the evaluation is end. 

Because of the goal of our performance evaluation is studying the break-event point 
for database based small video objects storage that suit for the applications like online 
video sharing, content based retrieval and so on. The involved video object’s size in 
our experiments are 64KB, 128KB, 256KB, 512KB and 1MB. Partial of the result and 
analysis are listed in section 4.1, they indicated that storing video objects into data-
base could be a preferred solution in some circumstance, and hence is necessary to 
develop database based video content access approach in a system-aware way to 
speed up the throughput. 

3   Time Based Video Content Access Approach 

Section 2 and its experiments verified the efficiency and validity of storing small 
video objects into database. However, most DBMSs only support the access to some 
metadata of video file, they didn’t provide the capacity of time based video content 
access or other types of raw data accessibility. Therefore, it is necessary to develop 
database based video content access approach. In our work, we implemented the func-
tionality of accessing video data to three mainstream formats in database, i.e. AVI, 
MPEG-1and MPEG-4. 
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Generally speaking, in order to support time-based video access in database, pre-
processing is needed to parse the video’s format, extract and compose the temporal-
index information. Extracted temporal-index information is stored into database. 
When a time-based video access request arrived, these extracted information were be 
used to locate and speed up the access. We will detail the approach in the next two 
subsections. 

3.1   Database Based Time-Oriented AVI/MPEG-1 Content Access 

The key to support time based access for AVI data is build temporal information 
index. The file format structure of AVI is presented on the left part of Figure 1. Sam-
ple is the lowest granularity unit for AVI content storage. The index block is an op-
tional component. While an AVI file is loading into database as BLOB data, we will 
analyze the “File header” at first, which include extracting the duration time, location 
and length of raw video data block, then scan the “index block” to build temporal 
information if this component is existed, otherwise, we will scan the whole AVI file 
to record the position of each key sample so as to construct the temporal information 
index to locate the content.  

File header Sample Sample Sample …… Index block
 

File ID Sample Time Sample OffsetSample ID Is Key Frame  

Fig. 1. File format structure of AVI video and the formed temporal indexing structure 

The index structure of AVI is showed on the right of Figure 1, it was stored in da-
tabase as a table. “Sample ID” refers to the ID of video frames. “Is Key Frame” sug-
gests whether the frame is a key frame. “Sample Time” tells the time at which this 
frame starts to be played and “Sample Offset” indicates the frame offset in video file.  

While a service request that acquires partial content of AVI video is arrived, it will 
be handled as follows:  

Step 1: Parse the request and get the ID of requested video file, the start time and 
termination time;  

Step 2: Retrieve the time-based indexing information from database based on 
above three data items; 

Step 3: Locate the position in LOB column according to the existed indexing in-
formation and read the corresponding raw video data; 

Step 4: Rebuild the segmented content to a new file by combing file header and the 
wrapped raw data block based on the AVI file format standard, and then deliver the 
segmented clips instead of the whole file to complete this service request. 

The techniques for preprocessing MPEG-1 video file, extracting temporal index in-
formation and implementing time based random-access to MPEG-1 video data in 
database is similar to AVI, so we didn’t detail it in this paper. The biggest difference 
between them was there isn’t specific file header in MPEG-1 video files. So we have 
to scan the whole file to extract the indexing information like in AVI file while there 
is no “index block” in the file. The time-based index structure of MPEG-1 is shown in 
Figure 2. 
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FileID Packet ID Packet Offset Packet Length Time Offset  

Fig. 2. Time-based index structure of MPEG-1 file 

Packet is the lowest granularity unit for MPEG-1 content storage. Figure 2 illus-
trated that, “Packet ID” is the ID of packets in a MPEG-1 file. “Packet Offset” indi-
cates the starting position of each packet and “Packet Len” is the duration time of 
each packet in video file. “Time Offset” field denotes the start time of current packet. 

3.2   Database Based Time-Oriented MPEG-4 Content Access 

The file structure of MPEG-4 video files is shown in Figure 3. There are large differ-
ences in the content organization among MPEG-4, AVI and MPEG-1 files. MPEG-4 
file has a complex compressed metadata structure which placed at either the front or 
the tail of the file. Through parsing the metadata and taking a series of complex com-
putation, the time-based index information for key sample will be gained. Due to the 
complexity of compressed metadata structure, splitting MPEG-4 video file in the style 
that just based on the temporal index information could not ensure the segmented 
clips is conform with the file structure standard, it will result in the clip cannot be 
decode  and played correctly. Therefore, in the time based MPEG-4 video content 
access, rebuilding new file header and metadata based on the original metadata that 
matched the raw content is required. In our database based approach, we implemented 
this functionality transparently for users. 

Movie Atom

Track Atom

Atom Size |  Type=moov

Atom Size | Type=trak

Media Atom

Atom Size | Type=mdia

Video Media Information Atom

Movie header Box User data BoxMovie dipping Box

Track header Box Edit Box

Media header Box Media handler reference Box

Atom Size | Type=minfVideo media information
header Box Data information Box

Sample table Atom

Atom Size | Type=stblTime-to-sample Box

Sync sample Box
Sample description

Box Sample size Box

Sample-to-chunk Box

Chunk offset Box

 

Fig. 3. File format structure of MPEG-4 file 

From above illustrations and file format structure showed in Figure 3, we know 
that the preprocess procedure for loading MPEG-4 video file into database is much 
more complex than AVI and MPEG-1 video. Due to its complex container-style file 
format standard, there are many kinds of encoding methods for MPEG-4 raw video 
content and each of them has certain distinction in file structure organization, which 
will cause the difficulty to locate video content in a uniform way. As a result, we 
transform the encoded raw content into a standard organization under certain circum-
stance by the FFMPEG package before loading them into database. 

When a time-based MPEG-4 video content request arrived, it will be handled like 
AVI or MPEG-1 in the flow that described in section 3.1, but they are several differ-
ences in step 2 and step 4. For example, in step 2, we will build a 5-Array index  
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Sample 1 size

Sample 5 size

Sample 4 size

Sample 3 size

Sample 2 size

A

Sync Sample ID1

Sync Sample ID5

Sync Sample ID4

Sync Sample ID3

Sync Sample ID2

B

Sample ID1 Chunk ID1

Sample ID5 Chunk ID2

Sample ID4 Chunk ID2

Sample ID3 Chunk ID1

Sample ID2 Chunk ID1

C

Chunk 1 Offset

Chunk 5 Offset

Chunk 4 Offset

Chunk 3 Offset

Chunk 2 Offset

D
. . . . . . . . . . . .

Sample ID1 Time Length 1

Sample ID5 Time Length 5

Sample ID4 Time Length 4

Sample ID3 Time Length 3

Sample ID2 Time Length 2

E
. . .

 

Fig. 4. Time-based index structure of MPEG-4 file 

structure with RLE (Run-Length Encoding) that given in Figure 4; in step 4, the raw 
content and metadata was reconstructed “chunk by chunk” rather than the way “sam-
ple by sample” or “packet by packet’. It should be noticed that chunk is the upper 
level data structure of sample/packet. 

Figure 4 showed that, sample’s size, ID and duration time are stored in the A, B 
and E, respectively. D represented the offset of each chunk, and the array C mapped 
the relation between each sample and its upper level chunk. The entire illustration of 
this approach is detailed in our technical report [8]. 

4   Experimental Results and Analysis 

We use the throughput (MB/s) as the primary indicator of performance. In section 4.1, 
we will list the results of video storage performance and analyze the break-event point 
of database based video storage. In section 4.2, the performance of our time based 
video content access approach is presented. 

4.1   Break-Event Point of Database Storage 

In this section, the detail of insertion and query performance of the 4 storage strat-
egy, as well as the performance impact of database buffer are depicted. In general, 
the deletion operation in the applications like online video sharing and content 
based retrieval are performed in the background, it was issued by some staff with a 
low frequency. Due to its less significance, we only presented it in our technical 
report [8].  

Table 1. Configuration of the test system 

CPU CPU Intel P4 2GHz (Dual-Core) 
Main Memory 1GB/4GB 

Hard Drive 
160GB, 7200 rpm, a volume with 120GB is used for 

storing data; DBMS A and B are installed on other volume. 

OS 
Windows 2003 Server Standard Edition with Service 

Pack1 (NTFS version 3.1) 

 
Our experiments are run at HP PCs, the hardware and software platform are listed 

it Table 1. The left charts of Figure 5 to Figure 9 are the throughput (Y-axis) of A-
LOB and A-NTFS, while the right charts are the results of B-LOB and B-NTFS. 
Their X-axes are measured in storage age. 
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Fig. 5. Insertion performance for 1MB video data 

When the video object size is 1MB, the insertion performance is shown in Figure 5, 
from it we can know the insertion throughput of the two NTFS based storage is supe-
rior to the two database based storage, but the performance of B-NTFS is not stable. 

Figure 6 showed the query performance of 1MB video objects. In system A, the 
throughput of NTFS-based storage and LOB-base storage are similar, and A-LOB 
sometimes is outperforming than the file storage. Figure 6 also showed the different 
DBMSs BLOB implementation will vary greatly in performance. From the aspects of 
applications such as content based retrieval, due to most of shots are less than 30 
seconds and hence we can say that storing the video objects in system A is valid. 

 

Fig. 6. Query performance for 1MB video data 

Figure 7 is the query performance for 512KB video objects. To system A, it is 
similar to Figure 6, but it is a litter better than Figure 6 in overall where the object size 
is 1MB. In system B, the NTFS storage is remains outperform than B-LOB overall, 
but the dominance has decreased greatly. 

The superiority of A-LOB where the object size equaled to 256 KB is presented in 
Figure 8. It showed that A-LOB strategy dominates the performance during all the 

 

 

Fig. 7. Query performance for 512KB video data 
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Fig. 8. Query performance for 256KB video data 

experiment. As consider to system B, the query performance between B-LOB and B-
NTFS also become closed together. 

The above results are achieved by using 1GB main memory. We also conduct 
above evaluation under an HP PC with 4GB main memory, the result (listed in [8]) 
showed that the main memory didn’t have the substantial affection to throughput. 
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Fig. 9. Buffer configurations have little impact for throughput 

According to the experience, we may think that the default settings will impair the 
performance due to the configuration tuning reasons. Therefore, we conduct experi-
ments to exploit the impacts of some configuration parameters, such as database 
buffer size and share pool size. Part of results is illustrated in figure 9. 

In figure 9, the size of database buffer and share pool in the left top graph and right 
top graph are 128MB, 0 MB respectively, while the two parameter in the rest two 
graph is 0 MB and 128MB. From it we can know that, adjusting either database buffer 
or share pool with abandon the other parameter will take little affection on through-
put. However, the role of the combination usage of these two parameters remains 
under investigation. 

The above experimental results of the synthetic workload evaluation indicate that, 
to the system A, its break-event point is 1MB, where the database based storage 
works well and have a comparable throughput with NTFS based storage, while the 
break-event point for system B is roughly around 256KB, it means video objects up to 
about 256KB are recommended to kept in the database, the larger objects should be 
placed in the file system for the performance reasons. This phenomenon is conformed 
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to the folklore in principle. It may be interpreted as follows: when the video object is 
small, compared with query time in database, opening the file for further operation is 
more time-consuming, which takes a greater proportion in the total time to read and 
write. In addition, the file system based reads and writes operation may be optimized 
by the operating system, and the database system will not carry out low-level I/O 
tuning in default. This is also a possible reason that toward the large video files, the 
reads and writes performance in file system based storage is better than the perform-
ance of database based storage. 

4.2   Time-Oriented Video Content Access 

We will verify the efficiency of the proposed approach and prove it could be used in 
practical small video related applications. Our experiments are performed on a PC 
whose CPU is Pentium IV 2.8G, memory is 4G, and with Windows XP on a disk that 
is 7200 rpm. We compare the performance/overhead of our database based time-
oriented video content access approach with the direct video data access in NTFS file 
system. To the NTFS file system storage strategy, all raw video files are placed in the 
same directory within an empty disk volume, their associated metadata such as file 
path, file name are stored into a relational table in Oracle 10g. To the database based 
storage, all the video clips are stored in BLOB column in Oracle 10g. 

For the simplicity reason, we run the experiments by simulating a client/server 
style application but running it in the same machine as well as experiments in section 
4.1. During the experiments, we use OCI APIs to fulfill all the database-related opera-
tions. 5000 high resolution MPEG-1 video files are used as experiment dataset, all of 
which with a size around 13MB and duration 460s. In the experiments, we take online 
video sharing website as the potential target application. Due to the duration time of 
most online shared video clips are shorts from 30 seconds to 2.5 minutes, and few of 
them longer than 5minutes, we set the performance evaluation strategy simply as 
follows: Randomly select a video, then issue a request for getting part of content from 
that video file, the duration of requested content is between 30 seconds and 300 sec-
onds. The average overheads that gained by repeating the above operations is used to 
compare the performance between the two storage strategies. 
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Fig. 10. Overhead of video content access 

The overhead of our time-oriented video content approach is divided into two 
parts: one is the time consumption of calculating and locating the starting offset of 
segmented video content, the other is cost of fetching the designate content to the 
client side from the starting offset to ending offset. It should be mentioned that, both 
strategies cost little at locating the starting offset of designate video clips, and the 
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overhead of our database based approach is far smaller than NTFS based solution. 
The detail result is shown as the left part of Figure 10. The X-axes and Y-axes in this 
figure are overhead (millisecond) and the duration of request content (second). 

The right part of Figure 10 compared the content access performance for these two 
solutions. From it we know that the access speed of time-oriented video content ac-
cess in database is around 3~4.5MB/s, which is slower than file system based strat-
egy, however, it is still much faster than the transmission speeds in personal/home 
bandwidth network. Considering the applications such as online video sharing or 
video-on-demand, web transmission speed will become bottleneck of the system un-
der the current network condition. Therefore, it will not affect the video access per-
formance substantially if we stored small video objects into database. 

5   Related Work 

We have introduced our work on video storage evaluation and database based video 
content access. In this section, we draw the related literatures from three aspects. 

Data Storage: The DB-like system such as BigTable [17] and HBase [4] have been 
proposed and become popular, both of them are built on top of the distributed file 
system GFS [2] or HDFS [4] which respond for unstructured raw data storage, e.g. in 
YouTube system. To the modern DBMSs, all of them are adopt the EXODUS [9] 
design for efficient insertion or deletion toward a large object by a B-Tree based stor-
age. Besides file system and BLOB based storage, there is another hybrid solution 
named Data Links [11] which was adopted in DB2. It stores Blobs in the file system, 
and uses the database to coordinate the BLOB file and its metadata with a transac-
tional semantic consistence.  

Storage Performance Evaluation: There are little works concerned with video stor-
age evaluation. SPC-2 [13] is a benchmark paid attentions to read-only on-demand 
access to video files. The performance study in [12] is measured in the view of long-
run and fragmentation analysis. Similarly, the works in [7] studied the large object 
repository on file system and database under long-run, the fragmentation issues also 
were considered, further more, it verified the viewpoint indicated by [14] that inser-
tions and deletions within an object can lead to fragmentation. 

Video Content Access Approach: At present, most of the video content access ap-
proaches are developed in an application case specific way with a file system based 
data storage.  In the modern database system, some commercial DBMS products 
provided limited functionality to support the video content access, such as Oracle 
Multimedia [15] and DB2 Video Extender [16]. But both of them only provide the 
accessibility to some metadata of video file that is still far from enough. 

6   Conclusions 

Our study on database based video storage revealed the break-event point of large 
objects storage and verified that the small video clips related applications such as 
online video sharing are hold a feasibility to adopt the database storage. We also  
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discovered some database buffer configuration which usually play an important role 
in relational data throughput and found that they have little strength in video data I/O 
performance. In order to speed up the accessibility of small video objects that suitable 
stored into database, we devised a time based video content access approach for the 
video objects in BLOB column of database. It provides a transparent way to wrapper 
the required content to the end user instead of send the video file from beginning. Our 
experiments showed that, because of extracted some system-aware metadata and 
stored them into database in an efficient way, the performance was boosted.  

As we known, random and sequential accesses are typical for video files. They 
naturally require different storage systems: file systems fit sequential accesses and 
databases for random accesses with indexes. We believe that our initial work roughly 
indicated a compromise approach for video archive, i.e. store small video object into 
database and the big objects are placed in file system. However, there are remain 
many problems need to be clarified before this hybrid solution become practical. 
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Abstract. By analyzing the characters of CT medical image, this paper  
proposes a new model for CT medical image retrieval, which is using dynamic 
fuzzy logic and wavelet information entropy. Firstly, the image was decom-
posed by 2-D discrete wavelet transform to obtain the different level informa-
tion. Then the entropy from low-frequency subband of CT medical image was 
calculated, and a membership function based on dynamic fuzzy logic was con-
structed to adjust the weight for image attribute. At last a model was con-
structed to obtain the similarity parameter by order for CT image retrieval. The 
efficiency of our model indicate it is very adaptive to the medical image  
retrieval in nosocomial private network.  

Keywords: image retrieval, wavelet transform, information entropy, dynamic 
fuzzy logic. 

1   Introduction 

In recent years, medical image retrieval in nosocomial private network is demanded in 
many hospitals. Most of the medical images are gray pictures. Due to this character, 
when we retrieve the medical image we should analysis the similarity in a certain 
scope. Because a great deal of medical image sequences are taken by the same instru-
ment at different time, so the change trend of similarity could be used in retrieval proc-
ess. This technique is based on dynamic fuzzy logic. There are a great number of  
developments and a series of substantial achievements in the domain of fuzzy mathe-
matics’ theory research and application, since L. A. Zadeh proposed fuzzy sets in 1965 
[1]. However, theses theories can only help to solve those static problems. Dynamic 
fuzzy logic as an effective theory to solve dynamic fuzzy problems is widely re-
searched. In real world, dynamic fuzzy problems exist universally, especially in the 
domain of image retrieval. For example, these images become smoother and smoother. 
The word “become” reflects dynamic character and “smoother” reflects fuzzy charac-
ter. The whole clause is dynamic fuzzy data. Dynamic fuzzy logic (DFL) based on 
dynamic fuzzy data is used to solve those problems and has made a series of research 
achievements. Because of the fuzzy character of the image retrieval, we apply of DFL 
to analysis the wavelet entropy for medical image retrieval. 

Wavelet transform is often used as time-frequency and multiresolution analysis tool, 
especially in the domain of image processing. In view of the combination wavelet 
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Fig. 1. CT image sequence of human’s brain 

transform technique and DFL theory, this research is initial. For this reason, an image 
retrieval based on wavelet transform and DFL is proposed in the paper. 

In this paper we use CT image as the object of our research. 
The CT image sequence of human’s brain is shown in Fig. 1. 
We use wavelet transform to get the image entropy in each level, then use DFL to 

construct a model to analyze the change trend of similarity for medical image retrieval. 
By experiment, the medical image retrieval using this approach could have the high 
efficiency for retrieval ratio, both in veracity and speed. 

The rest of this paper is organized as follows. The wavelet transform analysis is 
given in Sections II. Dynamic fuzzy logic theory is given in Sections III. Section IV 
proposes wavelet information entropy retrieval by DFL. Section V describes our 
method in the experiment and discusses the results. Conclusions are presented in last 
section. 

2   Wavelet Transform Analysis 

Wavelet transform is a multiresolution analysis that represents image variations at 
different scales [2]. Multi-resolution is an important part of research in several techni-
cal domains, including image processing field [3,4]. Consequently, this paper uses the 
wavelet transform method firstly, which can make a multi-resolution representation 
where each wavelet coefficient represents the information content of the image at a 
certain resolution in a certain position. 

In real world observed time series are discrete, So discrete wavelet transform 
(DWT) should be selected for decomposition and reconstruction of time series [5]. 
There are many DWT algorithms, such as Mallat algorithm [6]. In the paper we use 
DWT to decompose the CT image. 

We define the wavelet series expansion of function )()( 2 RLxf ∈  relative to wavelet 
( )xψ  and scaling function ( )xφ . The equation can be expressed as follows: 
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where 0j  is an arbitrary starting scale and the 0
( )jc k ’s are normally called the ap-

proximation or scaling coefficients, the ( )jd k ’s are called the detail or wavelet coeffi-
cients. The expansion coefficients are calculated as follows: 
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If the function being expanded is a sequence of numbers, like samples of a continuous 
function ( )f x . The resulting coefficients are called the discrete wavelet transform of 

( )f x . Then the series expansion defined in following equations becomes the trans-
form pair. 
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For 0j j≥  , ( )f x  can be expressed as follows: 
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Where ( )f x , 0 , ( )j k xφ , and , ( )j k xψ  are functions of discrete variable x = 0, 1, 2, ... , M-1. 
It is easy to extend the 1-D wavelet transform to the 2-D case [7]. Thus, for an  

image, the 2-D filter coefficients can be expressed as follows: 
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                            (5) 

The expression where the first and second subscripts denote separately represent the 
lowpass and highpass filtering along the row and column directions of the image. 

For the sake of computation due to the separability of the filters, the wavelet trans-
form can be performed along the rows and columns respectively. 

The image could be decomposd as LH which contains horizontal information in 
high frequency, HL which contains vertical information in high frequency, HH which 
contains diagonal information in high frequency, and LL which contains the low fre-
quency information as one approximation image. The wavelet transform can decom-
pose the LL band recursively.  

The respective coefficients of LH, HL and HH subbands are linearly scaled to the range 
[0,255] for display. This property is advantageous and is widely used in image analysis. 

3   Dynamic Fuzzy Logic (DFL) 

In order to apply dynamic fuzzy logic theory in the domain of image retrieval, we 
introduce the dynamic fuzzy logic concepts, dynamic fuzzy data, then propose estimate 
of dynamic fuzzy data. 
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3.1   Dynamic Fuzzy Data 

We provided several universal accepted definitions before that the calculation of  
dynamic fuzzy data is given [8]. 

Pact 1. The character of data with both dynamic and fuzzy is called dynamic fuzzy 
character. 

Example 1. She becomes more and more beautiful. The word “becomes” reflect the 
dynamic character and “beautiful” reflect the fuzzy character. 

Pact 2. The data with the dynamic fuzzy character is called dynamic fuzzy data. 

Example 2. It becomes warmer and warmer. The word “becomes” reflects the dy-
namic character and “warmer” reflects the fuzzy character. Then we call the whole 
clause as dynamic fuzzy data. 

We based calculation of dynamic fuzzy data on the theory of dynamic fuzzy sets. 

Pact 3. We call the collect of dynamic fuzzy data as dynamic fuzzy data sets. 

Definition 1. Let a mapping be defined in the domain U. 
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3.2   Estimate of Dynamic Fuzzy Data 

Above, we have talked about the calculation of dynamic fuzzy data. In fact, it is another 
important content to study estimate of dynamic fuzzy data. Here is an example: “A 
grows faster than B.” In this example, we should measure their growth speed. This is the 
main content in this section. we can defined the estimate of dynamic fuzzy data as: 
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4   Wavelet Information Entropy Retrieval by DFL 

The goal of image retrieval is to locate the demand image in the certain medical image 
sequence where store in the database connected by the nosocomial private network. 
The medical image is contributed to only a few high amplitude coefficients after  
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wavelet transform. Therefore, since the image information is concentrated in a few 
coefficients, it is possible computer weight of each image to construct retrieval model.  

Consequently, a new model which is a quintuple in order to assess the similarity of 
CT medical image retrieval by DFL is proposed in this paper. 

EM=(R, N, E, W, S)                                                    (6) 

Where R is a series of CT images that needs to be retrieved, R={ 1R ,..., 1−nR , nR };N is 

the number of levels of wavelet transform within R; E is the entropy of the certain 
levels of image after wavelet transformation; W is a set of the weight of each factor of 

N and E; S  is similarity scores set of all the CT images within R, S={ 1S , 2S ,…, nS }. 

The final retrieval result is decided by the order of S . 
The model has some attributes as follows: 

• The number of levels of wavelet transform could be chosen by the precision 
of retrieval, the large number means high precision but cost more time.  

• The entropy of the certain levels of image after wavelet transformation is a 
objective parameter of this similarity compution. 

• We adjust the value of W  for the purpose of computer the similarity scores of 
entropy and levels of wavelet transform levels .Because the value of W  is in the inter-
val [0,1], so we could use DFL to construct a membership function to adjust the weight 
for image retrieval.  
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The calculation between two DFD subsets can be comprehended absolutely as the 
calculation between its membership function. We construct the membership function 
as follows: 
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By using the constructed membership function of DFL, we could find the trend of 
similarity, so the performance of retrieval based on DFL is prominent. 

5   Experimental Results and Discussion 

Before the experiment, we get a lot of CT images from the First Affiliated Hospital of 
Soochow University, including the brain’s images and DSA images. 

5.1   The Experimental Using DFL  

In order to retrieve the CT medical image, we proposed a new model combine 2-D 
discrete wavelet transform and DFL. The steps of this processing method as follows: 

• All CT images are decomposed into low-frequency subband and high-
frequency subband based 2-D discrete wavelet transform, the wavelet filter used was 
Haar and decomposition level was restricted to three, after initial experimentation with 
1 to 3 decomposition levels.  

• Calculate the entropy from low-frequency subband of CT medical image. 
• Construct a model based on DFL to obtain the similarity degree in order.  

The steps we presented are illustrated as follows: 

 

Fig. 2. Image retrieval using DFL and wavelet entropy 

5.2   The Effect Analysis 

Due to the disordered distributing of the CT medical image library with a mass of 
information, most medical information could not be utilized and accessed. In order to 
 

Wavelet Transform 

CT Image 

Calculate the entropy 

Adjust weight by model  

CT Image similarity order 

CT Image retrieval 

Construct a model by DFL 
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Fig. 3. CT image retrieval result 

Table 1. Data analysis 

R Number of levels Entropy weight similarity 

1 3 3.026 0.75 100.00% 
2 2 3.117 0.85 82.58% 
3 3 3.263 0.70 81.23% 
4 3 3.285 0.68 78.41% 
5 2 3.312 0.82 75.45% 

lookup certain image quickly and accurately and make best use of these data, the CT 
medical images retrieval technology are applied to adjuvant therapy and surgical 
planning purposes.  

In the experiment, the CT image retrieval result is shown in Fig. 3. Use this paper’s 
arithmetic, the result similarity with the descending order is shows in the Table 1. 

6   Conclusions 

In order to retrieve CT medical image, a new model which is using dynamic fuzzy 
logic and wavelet information Entropy was proposed. Firstly, the image was decom-
posed by discrete wavelet transform to obtain the different subband information. Then 
we calculate the entropy from low-frequency subband of CT medical image, and 
constructed a membership function based on dynamic fuzzy logic  to adjust the 
weight for image attribute. At last we construct a model to obtain the similarity pa-
rameter by order in CT image retrieval. The efficiency of our model indicate it is very 
fit for the medical image retrieval in hospital private network. Further investigations 
on the retrieval different formats of medical image are left for future work. 
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Abstract. In recent years, ontology has played a major role in knowl-
edge representation. Ontology languages are based on description logics.
Though they are expressive enough, they cannot express and reason with
fuzzy and dynamic knowledge on the Semantic Web. To deal with uncer-
tain and dynamic knowledge on the Semantic Web and its applications,
a new fuzzy extension of description logics,OWL and Ontology based
on Dynamic fuzzy logic called the dynamic Description logics(DFDL),
dynamic fuzzy Ontology(DFO) and dynamic fuzzy OWL (DFOWL) are
presented. The syntax and semantics of DFDL, DFO and DFOWL are
formally defined, and the forms of axioms and assertions are specified.
The research indicates the DFOWL provides more expressive power
for the Semantic Web, and overcomes the insufficiency of OWL as the
ontology language for the Semantic Web.

Keywords: dynamic fuzzy logic; semantic web; ontology; OWL.

1 Introduction

In recent years, Ontology has played a major role in knowledge representation for
the Semantic Web. Ontology is a conceptualization of a domain into a human
understandable, and machine-readable or machine-processable format consist-
ing of entities, attributes, relationships, and axioms[1].The OWL(Web Ontology
Language) is designed for use by applications that need to process the content
of information instead of just presenting information to humans. And the OWL
is intended to provide a language that can be used to describe the classes and
relations between them that are inherent in Web documents and applications.
OWL facilitates greater machine interpretability of Web content than that sup-
ported by XML, RDF, and RDFS by providing additional vocabulary along with
a formal semantics[2].

The Semantic Web[3] is a vision for the future of the Web in which information
is given explicit meaning, making it easier for machines to automatically process
and integrate information available on the Web. Description logics (DLs)[4] are
widely used on the semantic web. Fuzzy extensions of description logics import
the fuzzy theory to enable the capability of dealing with fuzzy knowledge[3].
The fuzzy knowledge plays an important role in many domains that face a huge

L. Chen et al. (Eds.): APWeb and WAIM 2009, LNCS 5731, pp. 67–76, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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amount of imprecise and vague knowledge and information, such as text mining,
machine learning, information integration and natural language processing[5].
On the Semantic Web, the knowledge expression is a very key problem, but a
lot of knowledge has a dynamic and fuzzy characters, traditional logical method
or fuzzy logic or some other knowledge expression models are very difficult to
express them accurately and effectively, such as, She is a girl who becomes more
and more beautiful. Here ” become”, ”beautiful” have embodied ” dynamic
character ” and ”fuzzy character” sufficiently. If we use the existing approaches
to resolve these problems having dynamic and fuzzy characters will be very
difficult, they can only represent static knowledge.

In addition, SHOIN(D) is the theoretical counterpart of the OWL Descrip-
tion Logic[6]. Thus, in the paper, we define a dynamic fuzzy extension of the
OWL language considering fuzzy SHOIN(D). We have extended the syntax and
semantic of fuzzy SHOIN(D) with the possibility and dynamic to add a concept
modifier to a relationship and introducing a novel constructor which enables us
to define a subset of concepts with a membership value greater or lower that a
fixed value. The main contribution of this paper is the description of how we
transfer a classical DL , ontology and OWL to dynamic fuzzy description logic
(DFDL), dynamic fuzzy ontology (DFO) and dynamic fuzzy OWL (DFOWL)
which have better representation and inference ability for fuzzy and dynamic
knowledge on the Semantic Web.

2 Dynamic Fuzzy Description Logics

A lot of information on the Semantic Web[7][3] are uncertain, imprecise and
dynamic. And, the traditional Description Logics cannot express and inference
these dynamic knowledge efficiently. Then, to deal with these uncertain and
dynamic knowledge on the Semantic Web, we have extended the Fuzzy Set and
Description Logic based on Dynamic Fuzzy Logic(DFL)[8][9].

2.1 Dynamic Fuzzy Logic

Definition 1. A statement having character of dynamic fuzzy is called dynamic
fuzzy proposition that is usually symbolized by capital letters A, B, C... . E.g.1
Here is a DF proposition: It will be getting hot soon.

Definition 2. A dynamic fuzzy number (←−a ,−→a ) ∈[0,1],which is used to mea-
sure a dynamic fuzzy proposition’s true or false degree, is called dynamic fuzzy
proposition’s true or false. It is usually symbolized by (←−a ,−→a ), (←−b ,−→b ), (←−c ,−→c ). . . ,
where (←−a ,−→a ) = ←−a or −→a , min(←−a ,−→a ) Δ= ←−a ,max(←−a ,−→a ) Δ= −→a , the same are as
follows.

Definition 3. A dynamic fuzzy proposition can be regarded as a variable whose
value is in the interval [0,1] ×[←,→]. The variable is called dynamic fuzzy propo-
sition variable that is usually symbolized by small letter.
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Operation rules of any dynamic fuzzy variable (←−x ,−→x ),(←−y ,−→y ) ∈[0,1] are pre-
scribed as follows:

1©Negation ”–”
The negation of variable (←−x ,−→x ) is presented by (←−x ,−→x ), and (←−x ,−→x ) Δ=((1

-←−x , 1−−→x ))
2©Disjunction ”∨”
(←−x ,−→x ) ∨ (←−y ,−→y ) Δ=max((←−x ,−→x ),(←−y ,−→y ))
3©Conjunction ”∧”
(←−x ,−→x ) ∧ (←−y ,−→y ) Δ=min((←−x ,−→x ),(←−y ,−→y ))
4©Condition ”→”
(←−x ,−→x )→ (←−y ,−→y )⇔ (←−x ,−→x ) ∨ (←−y ,−→y ) Δ=max((←−x ,−→x ),(←−y ,−→y ))
5©bi-direction ”↔”
(←−x ,−→x )↔ (←−y ,−→y ) Δ=min(max((←−x ,−→x ),(←−y ,−→y )),max((←−x ,−→x ),(←−y ,−→y )))

Definition 4. Dynamic fuzzy calculus formations can be defined as follows:
(1) A simple dynamic fuzzy variable itself is a well-formed formula.
(2) If (←−x ,−→x )P is a well-formed formula, (←−x ,−→x )P is a well-formed formula,

too.
(3) If (←−x ,−→x )P and (←−y ,−→y )Q, are well-formed formulas, (←−x , −→x )P∨(←−y , −→y )Q,

(←−x ,−→x )P∧(←−y ,−→y )Q, (←−x , −→x )P→ (←−y ,−→y )Q, (←−x ,−→x )P↔ (←−y ,−→y )Q are also well-
formed formulas.

(4) A string of symbols including proposition variable connective and brackets
is well-formed formula if and only if the strings can be obtained in a finite of
steps, each of which only applies the earlier rules (1),(2) and (3).
The main formulas can be found in reference[8][9].

2.2 Dynamic Fuzzy Description Logics

The fuzzy description logic(FDL or FALC)[13][14][15] interpret concepts or roles
as fuzzy sets of individuals or individual pairs. Such concepts and roles are called
fuzzy concepts and fuzzy roles. But the Fuzzy Description Logics (FDL) cannot
express the dynamic knowledge. Then FDL is extended with dynamic fuzzy ca-
pabilities to yield DFDL (Dynamic Fuzzy Description Logics) in which concepts
are interpreted as dynamic fuzzy sets. For example , in DFDL, a concept C is in-
terpreted as a dynamic fuzzy set and a statement like “ a is C ” has a truth-value
in [0,1]×[←,→]. In this case, ·I(s)is an interpretation function mapping C into
a membership function CI(s),CI(s):ΔI(s) → [0, 1]×[←,→]. S is state of DFDL.
Acting on concepts, the crisp operations of conjunction, disjunction, negation
and quantification are normally extended to their dynamic fuzzy counterparts.
By using the dynamic fuzzy logic, we can say it is becoming hotter and hotter
to a degree of −−→0.17, another day is hot to a degree of ←−−0.19.

DFDL are a set Nc of concept names and a set NRof role names. The syntax
of DFDL is the extending syntax combined FDL with DFL.

Concepts and relationship C,D of DFDL are defined with the following syntax
rules:
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(1) C, D → ¬C|C ∩D|C∪D|∃R.C|∀R.C| < α > C| < α > D
(2) C,CI(s) →< α > C|< α > CI(s)

(3) R→ r| < α > R
Where Ci ∈ Nc, R ∈ NR, α is an action [0,1]×[←,→], r is an atom relationship.

Definition 5. Recursive formula definition of DFDL predicate formation is as
follows:

(1) An atom (first order logical symbols) is a formula.
(2) Assertion formula and general formula are both formula.
(3) If G and H are formulas, T is a dynamic fuzzy truth value of assignment,

(←−x ,−→x )is a free variable in DFDL, G,G ∨H ,G ∧H ,G → H , G ↔ H , (←−x ,−→x )G,
∀(←−x ,−→x )G, ∃(←−x ,−→x )G are all formulas.

(4) Any string of symbol is a formula of DFDL, if and only if the string can
be obtained in a finite of steps, each of which only applies the earlier rules (1),
(2) and (3).

The assertion formula of DFDL is as follows:

Dynamic Fuzzy TBox DFTB. A dynamic fuzzy TBox DFTB consists of a
finite set of dynamic fuzzy concept inclusion axioms of the form < c ≥n>,<
c ≤n>,<c>n>,α ⊆β, and α ≡β, where c is a concept including axiom, α andβ
is action.

Dynamic Fuzzy ABox DFAB. Adynamic fuzzy ABox DFAB consist of a
finite set of dynamic fuzzy concept and fuzzy role assertion axioms of the form
< a ≥ n >,< a ≤ n >, R(a,b),< α >C(a), and < α >C(a, b), Where a, b is a
concept or role assertion.

Dynamic Fuzzy Knowledge Base DFKB. A dynamic fuzzy knowledge base
DFKB= <DFTB,DFAB> consists of a dynamic TBox DFTB, and a dynamic
fuzzy ABox DFAB.

Definition 6. If the knowledge base DFKB= <DFTB,DFAB> of DFDL C is
satisfied with the equation: W |=DFTB, and W |=DFAB, then the DFKB is
satisfiable, which denoted by W |=DFKB.

2.3 Semantic Interpretation of DFDL

In DFDL, s is a state of DFDL. The fuzzy interpretation of s is defined as
mapping I =< ΔI(s), ·I(s) >, where ΔI(s) is a nonempty set as the domain.
Mapping function ·I(s) makes a concept map to a dynamic fuzzy subset of ΔI(s),
and let relationship map a subset of ΔI(s) × ΔI(s) . The semantics of DFDL
is extended. The main idea is that concepts and roles are interpreted as fuzzy
subsets of an interpretation domain. Therefore, axioms, rather being satisfied
(true) or unsatisfied (false) in an interpretation, become a degree of truth in
[0,1] ×[←,→].
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In general, according to construction operators and description logic construct
the complex concept and simple concepts relations. Then DFDL at least contain
the following operators: Conjunction ∩, Disjunction ∪, Not ¬ , Existential quan-
tification ∃, and Value restriction ∀. DFDL combined with the basis of the time
constraints operator α [←,→] and FDL will extend to DFDL. So, the syntax
and semantic of DFDL are shown in table 1 and table 2.

Table 1. Interpretation of concepts in DFDL

DFDL Syntax Semantic
Concept A AI(s) ⊆ ΔI(s)

Role name R RI(s) ⊆ ΔI(s)×ΔI(s)

Conjunction C ∩ D CI(s) ∩ DI(s)

Disjunction C ∪ D CI(s) ∪ DI(s)

Value restriction ∀R.C {x∈ΔI(s)|∀y·(x,y)∈RI(s) ⇒y∈CI(s)}
Existential quantification ∃R.C {x∈ΔI(s)∃y·(x,y) ∈RI(s)}
Top 	 ΔI(s)

Bottom ⊥ Φ

Negation ¬C ΔI(s) − CI(s)

Table 2. Interpretation of axioms in DFDL

Abstract Syntax Syntax Semantic
Class(A partial C1,. . . ,Cn) A⊆ C1∩. . .∩Cn AI(s) ⊆CI(s)

1 ∩. . .∩CI(s)
n

Class(A complete C1,. . . ,Cn) A= C1∩. . .∩Cn AI(s) = C
I(s)
1 ∩. . .∩CI(s

n

SubClassOf(C1 ,C2) C1 ⊆C2 CI(s)
1 ⊆CI(s)

2

Transitive(R) Tr(R) RI(s)= (RI(s))+

SubPropertyOf(P1 ,P2) P1 ⊆P2 PI(s)
1 ⊆PI(s)

2

Valued(R1,o1). . . value(Rn,on)
SameIndividual(o1,. . . , on)

(o,oi):Ri

o1=o2=. . .=on

(oI(s),oI(s)
i ) ∈RI(s)

i

oI(s)
1 =oI(s)

2 =. . .=oI(s)
n

DifferntIndividuals(o1,. . . , on) oi �=oi,i �=j oI(s)
i �=oI(s)

i, ,i �=j

The assertions of DFDL is: <a:C◦n> , I|=< a : C ≥ n > iff CI(s) (aI(s)) ≥
n, and the terminological axioms is A=C or A⊆ CI|=A ⊆ Ciff ∀x∈I(s)·AI(s)

(x) ≤ CI(s).

Definition 7. A rule of Dynamic Fuzzy Production can be defined as follows:
P ← Q, CDF, I. Its right hand side I is a group of conditions, left hand

side is some actions. Premise Q and conclusion P both may be DF. CDF is
(←−0 ,−→0 ) ≤CDF≤ (←−1 ,−→1 ), be called Degree of Confidence.

When Q = a1(u1)a2(u2). . . anun,if Q1 = a1
1(v1) a1

2(v2). . . a1
n(vn). t1 (herein

t1:0< t1 ≤1),and a1 = aor *,i=1,2, . . . ,n, 0≤ ui ≤ vi ≤1 (0≤ vi ≤ ui ≤1),i=
1,2,. . . ,n then Q is Matching. Here the distance of Q and Q1can be defined as
follows:
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d=max{|v1 − u1|,|v2 − u2 | ,. . . ,|vn − un|}
thus the definition of matching degree of premise Q is:
m=min{1-d, t1} (or m = t1 *(1-d) ,etc)

3 Dynamic Fuzzy Ontology

In this section, we formally describe the notion of dynamic Fuzzy Ontology. On-
tology provide a criterion way to represent and share knowledge using a common
vocabulary between human and computer. Ontology is an effective conceptualism
commonly used for the Semantic Web. Ontology languages are based on Descrip-
tion Logics (DLs). Informally, an ontology consists of a hierarchical description
of important concepts in a particular domain, along with the description of the
properties (or the slots and the instances) of each concept. DLs play a key role
in this context as they are essentially the theoretical counterpart of OWL DL.

Fuzzy ontology is capable of modeling fuzzy set through representing the fuzzy
term and membership functions with rules[6]. So in theory it is possible to apply
such dynamic fuzzy ontology into Semantic Web [7][12]. To handle that, dynamic
fuzzy ontology are defined to reflect the “human-like” vague and dynamic knowl-
edge. Dynamic fuzzy ontology (DFO) is ontology that evolve in time to adapt to
the environment what they need. Generally, a dynamic fuzzy ontology structure
can be defined as consisting of concepts, of dynamic fuzzy relations among con-
cepts associative relationships and of a set of ontology axioms, expressed in an
appropriate logical language. So, a dynamic Fuzzy Ontology structure according
to the reference[11] can be defined as follows.

Definition 8. A dynamic Fuzzy Ontology structure is a sextuple O := ( C, R,
T, NT, A, DF ), where C is a set of (dynamic fuzzy) concepts (or classes , in
OWL — of individuals, or categories), i.e., wine, book, animal, plane , etc. R is
set of (dynamic fuzzy) relations(or roles, or slots) in C×C, i.e., the concept hand
has a part-of relationship with the concept person. T is a relation in C×C, called
Taxonomy, i.e., apple is a fruit. NT is a set of non-taxonomic(fuzzy)associative
relationships that relate concepts across tree structures, i.e., Naming relation-
ships, Locating relationships, Functional relationships, etc. A is a set of ontology
axioms(or rules), expressed in an appropriate logical language, i.e., asserting class
subsumption, equivalence, individuals, relationships and functions, etc. DF is a
constrained condition denoted by [0,1] ×[←,→]. That is to say, a dynamic Fuzzy
Ontology is an ontology extended with dynamic fuzzy values assigned through
the functions:

i: Instance �→[0,1] ×[←,→]
v: Property values �→[0,1] ×[←,→]
The relationship between concepts in a dynamic fuzzy ontology is provided

with a dynamic fuzzy value: rel: Instances×Instances �→[0,1] ×[←,→].
The semantics have been extended. The main idea is that concepts and roles

are interpreted as fuzzy subsets of an interpretation’s domain[19]. Therefore,
axioms, rather being satisfied (true) or unsatisfied (false) in an interpretation,
become a degree of truth in [0,1] ×[←,→].
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Dynamic Fuzzy Operator(DF) is denoted by[←,→]. It means that the current
state in certain time has two change directions: “→”means the good or advance
direction, but “←”means the bad or back direction.

Dynamic Fuzzy Semantics(DFSS) describes the meanings of sentence struc-
tures with the characters of dynamic and fuzzy[9]. DFSS is composed of a group
of dynamic fuzzy rules (or axioms) whose basic elements are configurations de-
noted by <s,δ, [←,→]>, where [←,→] is symbolized by dynamic fuzzy oper-
ator. <s, δ, [←,→]> acts on the current state δ and the action waiting for
executing is s. In our case s is denoted by state, ←is symbolized by state set,
s((←−x ,−→x )) is indicated by the value or content of the variable(←−x ,−→x ) in the state
s,< (←−x ,−→x ),s> stands for the variable(←−x ,−→x ) waiting for evaluating in the state
s, δ[(←−n ,−→n )(←−d ,−→d )/(←−x ,−→x )] means the state where (←−n ,−→n )(←−d ,−→d ) takes the place
of (←−x ,−→x ) in the state s.

For example, we use A describe the fact ”It will rain”. Then we can denote as
(←−A ,←−0.2) , where ←−0.2 indicates the light rain getting stop and 0.2 which denotes
light rain here shows the degree of rain. Of course, since fuzzy sets are a sound
extension of classical boolean sets, it is always possible to define crisp (i.e, non-
fuzzy) concepts (resp., relations) by using only values in the set [0, 1] ×[←,→].

4 Dynamic Fuzzy OWL

Once we have defined a dynamic fuzzy ontology (DFO) and after have shown how
to extend OWL(such as SHOIN(D)), the next step is to define the new dynamic
fuzzy language suitable to implement the dynamic fuzzy ontology. OWL[12][11]is
an ontology language that has recently been a W3C recommendation. OWL
mainly describes the objective world from two aspects, concept and attribute.
The corresponding measure of description is object-oriented domain and ori-
ented data type domain. And the concept of OWL expresses with classes, with
a name (such as URI) or expression, moreover, providing a great of to build
expression. The power expression ability is exactly decided by its concept , char-
acter constructor, and all kinds of axioms. KAnon’s ontology language is based
on RDFS[16] with proprietary extensions for algebraic property characteriza-
tions, cardinality, modularization, meta-modeling and explicit representation of
lexical information[6]. However, OWL DL does not deal with the knowledge rep-
resented with a vague and dynamic definition. A new extension of OWL DL,
named DFOWL, by adding a dynamic fuzzy value to the entities and relation-
ships of the ontology following the dynamic fuzzy logic syntax of Section 2 and
the dynamic fuzzy ontology definition given in Section 3.

Formally, a dynamic fuzzy set A with respect to a universe X is characterized
by a membership function μA:X→[0,1]×[←,→], assigning an A-membership de-
gree, μA(x), to each element x in X. μA(x)gives us an estimation of the belonging
x to A. Typically, if μA(x)=1 then x definitely belongs to A, while μA(x)= −→0.8
means that x is “likely” develop to be a term of A.

For example, we can represent stock market with the following RDF/XML
syntax in dynamic fuzzy OWL’s DL language.
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<owl:Class rdf:ID=”Stock”>
<owl:unionOf rdf:parseType=”Collection”>
<owl:Class rdf:about=”#000001”
Type=“→” fuzzy:degree=“0.8”/>
<owl:Class rdf:about=”#000002”
Type=“←” fuzzy:degree=“0.75”/>
< /owl:unionof>
< /owl:Class>

In general, according to construction operators the description logic construct the
complex concept and relation on simple concepts and relations. Description logic
is usually at least contain the following operators: Conjunction ∩ , Disjunction
∪, Not ¬ , Existential quantification ∃, and Value restriction ∀. The basic OWL
is added on the basis of the time constraints operator(←−x ,−→x ), will form DFOWL.

A dynamic fuzzy interpretation I with respect to a concrete domain D is a
pair I=(ΔI(s),·I(s)) consisting of a non empty set ΔI(s) (called the domain at
the state s),disjoint from ΔD ,where ΔI(s) is the domain of interpretation, as
in the classical case, and Δ·I(s) is an interpretation function which maps con-
cepts (roles) to a membership function ΔI(s) →[0,1]×[←,→](ΔI(s)×ΔI(s) →[0,1]
×[←,→]), which defines the dynamic fuzzy subset CI(s) (RI(s)). To each c ∈ Ic

an element in D, to each T ∈ Rc a subset of and to each n-array concrete
predicate d the interpretation dD ⊆ Δn

D.
A dynamic fuzzy concept C is satisfiable iff there exists some dynamic fuzzy

interpretation I for which there is some a ∈ ΔI(s) such that CI(s) (a) = n,
and n ∈[0,1] ×[←,→] , A dynamic fuzzy interpretation I satisfies a TBOX T iff
∀a ∈ ΔI(s)RI(s) ≤ DI(s) , for each R ⊆ C, and ∀a ∈ ΔI(s) RI(s) = DI(s) , for
each R ≡ C.

5 Related Work

Nowadays, on the Semantic Web quite a lot of ontology languages exist,like the
OWL and DAML+OIL. Both these languages, use Description logic(Dls) as their
underlying formal for representation of knowledge as well as for performing tasks.
Fuzzy sets theory, introduced by L. A. Zadeh [10], allows to deal with imprecise
and vague data, so that a possible solution is to incorporate fuzzy logic into on-
tologies. In ” On the Expressiveness of the Languages for the Semantic Web -
Making a Case for ‘A Little More’”, Ch. Thomas and A. Sheth introduce the
need for fuzzy probabilistic formalisms on the Semantic Web, in particular within
OWL. In ”Fuzzy ontologies for information retrieval on the WWW”, D. Parry
uses fuzzy ontologies, and presents a broad survey of relevant techniques, leading
up to the notions of fuzzy search and fuzzy ontologies. Handling faceted or vague
information is an open issue in many research areas, for example as in object-
oriented databases systems[15]. Also the conceptual formalism supported by a
typical ontology[9] may not be sufficient to represent uncertain information that is
commonly found in many application domains. In addition, the way in which con-
cepts and relations are usually expressed can be inadequate to handle the nuances
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of natural languages used by human to describe and to understand the context in
which they live. The fuzzy set theory [4], originally introduced by L. A. Zadeh
[10], allows one to denote non-crisp concepts. Fuzzy sets and ontologies have been
jointly used to resolve uncertain information problems in various areas, for exam-
ple, in text retrieval [17][1]or to generate a scholarly ontology from a database in
the ESKIMO [2] and FOGA [6] frameworks. However, there is not a complete fu-
sion of fuzzy set theory with ontologies in any of these examples. Kang et al.[15]
presented a description logics for fuzzy ontologies on semantic web.

6 Conclusion

”The success of the deployment of the Semantic Web will largely depend on
whether useful ontologies will emerge, allowing shared agreements about vocab-
ularies for knowledge representation.” [14] In this paper we have extended the DL
language, ontology and OWL with dynamic fuzzy logic theory. We introduce the
DFL theory like semantic interpretation and reasoning rules The combination of
transitive and inverse roles allow us encode and reason with fuzzy and dynamic
knowledge on the Semantic Web. Furthermore ,the incorporation of DFL allows
us to encode and reason with imprecise and dynamic knowledge. More repre-
sentation features and efficient reasoning and analysis algorithms with DFL on
semantic web are the future work.
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Abstract. This paper proposes a dynamic alert degree evaluation model (named 
ADEB) for blogosphere to improve the poor tracking ability of topic spreading 
in traditional topic detection models. The model comprehensively considers the 
mutual influence of the alert text and the spreading speed, and dynamically 
modifies the evaluation results by analyzing the alert topic occurring frequency, 
reviews, comments and existing time of the blog topic. Through tracking the 
alert blog topic generation and spreading, ADEB effectively avoids the inaccu-
racy of the static alert limit threshold, shortens the alert response time and im-
proves the detection ability of the burst alert. To validate the performance of 
ADEB, the experiments on the data corpus about “Campus Network Culture” 
demonstrate that ADEB has higher application validity and practicality of alert 
evaluation for blogosphere. 

1   Introduction 

With rapid development of Web 2.0, blog has become a virtual society format- “Blo-
gosphere”. The alert monitoring of blogosphere can effectively collect the public 
opinion of network, and give the powerful guarantee for keeping the society going on 
the track of sound progress. 

Blogosphere is a collective community of lots of blogs and the related page links. 
Each blog is made up of a series of topics which is ordered by the published time. The 
author of blog is named as “blogger” who owns the unique blog sphere. Every blogger 
could publish the topic logs or comment the others [1, 2]. Some traditional topic detec-
tion and tracking (TDT) methods [3, 4, 5] usually emphasis on the web text content analy-
sis, and adopt the certain static empirical weight to calculate the topic alert degree. It 
could not meet the new demands for the blogosphere alert degree evaluation that the 
alert generation and spreading not only depend on the web text content, but also be 
dynamically impacted by the reviews, comments and existing time of the blog topic. 

According to the reasons above, a dynamic alert degree evaluation model (named 
ADEB) for blogosphere is proposed. The model not merely focuses on the alert blog 
topic text, but also considers the alert spreading by analyzing the reviews, comments 
and existing time. Through analyzing the alert topic occurring frequency and the 
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spreading influence, ADEB dynamically modifies the evaluation results and evaluates 
the blog alert comprehensively. This method effectively avoids the inaccuracy of 
static alert limit threshold, shortens the alert response time and guarantees the ration-
ality of the alert evaluation in virtual society.  

This paper is organized as follows. Section 2 outlines and analyzes the previous 
approaches of topic detection. In section 3, some problems and the general process are 
described. In section 4, each part of ADEB is presented in details. In section 5, the 
experimental results of ADEB are given. Finally section 6 concludes the work with 
some possible extensions. 

2   Related Work 

Recent years, topic detection and tracking, as one of the most important technologies 
for the alert monitoring, has attracted more and more attention. R.Kathleen and 
McKeow, et al. [6] proposed a novel News Browsing System (named NewsBlaster) in 
2002. In 2003, J. Makkonen [7] presented a TDT technology with Spatial-temporal 
Evidence. With the feature analysis of different topics, the system clustered the same 
kind of events and realized quick detection of web topics. In 2005, the project of 
“NewsInEssence” was started in Michigan University. Through the integration of 
document clustering, topic tracking and multi-documents abstract extraction tech-
nologies, the project retrieved the English International News of the World Wide  
Web [8]. In 2004, by analyzing news data on the Internet, Yu Manqua [9], et al. pro-
posed an effective method of topic detection focusing on the features of events, and 
an arithmetic named MLCS is offered to organize topics into hierarchical structures. 
In 2006, JIA Zi-Ya et al. [10] presented an algorithm for news event detection and 
tracking based on a dynamic evolution model, which adopted the idea of single-pass 
clustering and combined the specialties of news.  

These technologies listed above could effectively improve the manual intervention 
and strengthen the news topic detection and tracking ability. However, since focusing 
on the news text itself and neglecting the alert spreading degree evaluation, they could 
not been applied in the blogosphere alert degree evaluation. The blogosphere alert 
generation is a dynamic process and is very difficult to evaluate it by a static alert 
standardization. Differing from the existing work, we present a dynamic alert degree 
evaluation model which not only calculates the alert degree of blog topic text, but also 
considers the topic influence degree. According to the occurring frequency, reviews, 
comments and existing time of the blog topic, the model dynamically modifies the 
alert degree and more comprehensively evaluates the blogosphere alert.  

3   Problems Description and General Process 

The generation of blogosphere alert is a dynamic development and change process. 
ADEB considers the mutual influence of topic text and the alert spreading degree, 
dynamically modifies the analysis results, real-timely tracks the alert trends and 
comprehensively evaluates the blogosphere alert. The overview of our approach is 
illustrated in Figure 1. 



 ADEB: A Dynamic Alert Degree Evaluation Model for Blogosphere 79 

 

Fig. 1. The general process of ADEB 

 Blog Topic Text Alert Degree Computing 
Blog topic text is the basis of alert generation and spreading. In the blog topic text 
alert evaluation process, ADEB extracts the topic features of the alert texts and repre-
sents them as the alert cases. With the statistical analysis of alert case occurring fre-
quency between target text and alert cases, ADEB dynamically modifies the blog 
topic text alert degree. This method effectively simulates the alert generation process 
of the blog topic and has nice practicability. 

 Blog Page Alert Degree Computing 
Considering the mutual influence of the topic text and the blog alert spreading, ADEB 
real-timely monitors the blog topic reviews, comments and the existing time, analyzes 
the spreading speed of alert blog page and evaluates the blog page alert degree  
comprehensively.   

 Blogosphere Alert Degree Evaluation 
Based on the blog page alert degree computing, ADEB evaluates the blogosphere 
alert. By means of tracking the spreading trends of alert blog pages, ADEB calculates 
the alert influence of the alert blog pages and evaluates the whole alert degree of  
blogosphere.  

In the following sections, each of the three steps is described in more detail. 

4   Dynamic Alert Degree Evaluation of Blogosphere 

In the alert evaluation process, firstly ADEB analyzes the blog page structure and 
extracts the topic text, reviews, comments and the existing time of each blog topic, 
then dynamically evaluates the alert degree of the blog topic text, blog page and  
blogosphere [11, 12]. 

4.1   Blog Topic Text Alert Degree Computing 

Blog topic text is the source of alert spreading [13]. ADEB abstracts the diversities of 
alert features and represents them as the alert cases. With the actual alert case occur-
ring frequency analysis, ADEB modifies the alert case degree and evaluates the blog 
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topic text dynamically. This method greatly stimulates the blog alert generation and 
guarantees the authority of blog topic text alert evaluation. 

4.1.1   Alert Case Representation  
With the excellent knowledge representation ability of resource description frame 
(RDF) [14, 15], ADEB abstracts the blog alert features and represents them as the alert 
case. The alert case uses statements described as following 3-tuple. 

Alert Case=<Subject, Predicate, Object>                            (1)  

Subject is the alert case and could be marked by a uniform resource identifier (URI). 
Object represents the specific literals. Predicate is the binary relations between Sub-
ject and Object. An example of alert case is shown in Fig.2. The alert Case Subject is 
represented by URI (Http://www.example.org/caseID). Five Predicates are mapped 
with the related literals. 

 
Fig. 2. An example of alert case representation based on RDF   

4.1.2   Case Alert Degree Computing 
Case alert degree computing is a dynamic modification process which continuously 
fluctuates by the case occurring frequency. To ensure the feasibility of the iterative 
process, ADEB sets the initial alert degree for each case in advanced. 
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Supposed B is a blog page. BTopic is a blog topic of B. A is an alert case. In formula 2, 
the blog topic text alert degree is calculated by the case alert degree. 

( ) ( ( ), ( , , ))TopicAlertDegree B ,t+1 f CaseAlertDegree A,t Match A t t 1                (2)= +       

Where, t and t+1 represent two testing time respectively. Match(A,t,t+1) is the occur-
ring frequency of A within t and t+1. Then the case alert case is continuously fluctu-
ated by the case occurring condition. In formula 3, ADEB adopts the exponential 
function to calculate the fluctuation influence of case occurring frequency.  

( , ) ( , )

( , )( , , )
M a t c h A t + 1 M a t c h A t

M a t c h A tM a t c h A t t 1 e   ( 3 )
−−

+ =   

P(A, tΔ ) represents the variation of the case matching within the interval tΔ . With the 
case occurring frequency analysis, the case alert degree fluctuation could be discussed 
as follow: 

(1) With the increment of matching cases, namely P(A, tΔ )>0, the case alert degree 
is increased. 

( ) ( , , ) [ ( )] ( )CaseAlertDegree A,t+1 Match A t t 1 1 CaseAlertDegree A,t CaseAlertDegree A,t    (4)= + • − +  

(2) With the reduction of matching cases, namely P(A, tΔ )<0, the case alert de-
gree is decreased.  

( ) ( , , ) ( )CaseAlertDegree A,t+1 Match A t t 1 CaseAlertDegree A,t             (5)= + •  

(3) If the amount of matching cases keeps invariant, namely P(A, tΔ )=0, the case 
alert degree is equal to the one of last time. 

( ) ( )CaseAlertDegree A,t+1 CaseAlertDegree A,t                       (6)=  

4.2   Blog Page Alert Degree Computing 

As a part of blogosphere-an open information communication platform, blog page alert 
degree computing should consider the mutual influence of alert topic text and the 
spreading speed.  As shown in formula 7, by means of analyzing the increment ratio of 
the comments and reviews, ADEB evaluates the topic spreading speed of the blog page. 

1 1Re Re
( , ,

TopicB
t t t t
i i i i

i=1

Comments Comments View View
TopicSpreadingSpeed B t t+1)=        (7)

t

+ +− • −

Δ

∑
 

Where, B is a blog page. ||BTopic|| is the amount of topics in B. Comments t
i and Re-

views t
i represent the amount of comments and reviews in the i-th topic at the time t 

respectively. 
In formula 8, ADEB further integrates the impacts of the blog topic text and the 

spreading speed and calculates the alert influence of the blog page.  Here, ADEB 
adopts the exponential function to evaluate the alert degree and mappings the fluctua-
tion scope within the range from 0 to 1. 

1

( ) (

( ) 1

BTopic
i
Topic

i

A lertD egree B ,t+1 TopicSpreadingSpeed B ,t,t+1)

AlertDegree B,t+1 e    (8)=

− •∑
= −  
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Compared with the alert threshold Th, ADEB makes the qualitative analysis for each 
blog pages and calculates the ratio of the alert blogs in the blogosphere. 

( )
( )

( )

A le r t g r e a te r th a n T h
A le r tD e g r e e B ,t+ 1            (9 )

N o r m a l le s s th a n T h

⎧
= ⎨
⎩

     

   

 

4.3   Blogosphere Alert Degree Evaluation 

The blogosphere alert evaluation is based on the alert computing of each blog.  Ac-
cording to the actual alert spreading scope statistics, ADEB dynamically calculates 
the blogosphere alert degree. 

Supposed BSphere is a blogosphere. , 1t t + are the testing time respectively. In 
formula 10, ADEB analyzes the alert blogs ratio of BSphere, tracks the spreading 
trends of alert blogs and evaluates the alert spreading degree of blogosphere real-
timely. 

( , , 1) ( , ) (1 ( )
p

(n-p)AlertSpreading BSphere t t AlertSpreading BSphere t e )      p n     (10)
Δ−

Δ+ = • − ≤  

Where, n is the whole amount of blogs in the blogosphere. Δ p is the increment of the 
alert blogs. The blogosphere alert spreading degree evaluation could dynamically 
reflect the current alert spreading of the target blogosphere and give the data support 
for the alert degree computing.  

Finally, ADEB evaluates the blogosphere alert degree. As shown in formula 11, 
the blogosphere alert degree is evaluated by the average degree of alert blogs and the 
alert spreading degree. 

1

( )
( ) ( , 1)

p
 i
alert

i

AlertDegree B
AlertDegree BSphere,t+1 AlertSpreading BSphere,t t   (11)

p
== + •
∑

 

Here, p is the amount of the alert blogs, Bi
alert is the i-th alert blog of BSphere. 

5   Experiments and Analysis 

5.1   Experimental Corpus and Prototype 

To validate the performance of ADEB, we collected the 80,000 blogs from the 
blogosphere (www.xiaonei.com) during the time of May 1 to August 30 (named 
“CNCC”, Campus Network Culture Corpus). Table 1 presents the information of 
CNCC in details.  

Table 1. Information of Campus Network Culture Corpus 

Time Total Blogs Total Topics Avg Reviews Avg Comments 
May 20,000 187,769 261 16 
June 40,000 216,975 294 49 
July 60,000 243,681 337 77 

August 80,000 343,337 353 92 
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With the help of alert cases, ADEB evaluates the alert degree of blog topic text. 
Table 2 shows the alert case types (Alert Speeches, Unhealthy Psychology, Bad 
Study Styles, Campus Eroticism, Campus Violence and Unhealthy Life Habits) and 
the amount of each kind.  

Table 2. Alert Cases Statistics 

Case Type Num Case Type Num 
Alert Speeches 311 Campus Eroticism 154 

Unhealthy Psychology 282 Campus Violence 243 
Bad Study Styles 184 Unhealthy Life Habits 236 

Based on that, we developed a prototype to validate ADEB. In Fig.3, ADEB ana-
lyzed the topic text, reviews and comments of each blog in CNCC, calculated the alert 
degree of blog topic and evaluated them according to five alert levels.  

 

Fig. 3. The prototype of ADEB 

5.2   Experimental Results 

Testing 1: The Validity Verification of ADEB 
As shown in Table 3, we chose “Unhealthy Psychology”, “Campus Violence” and 
“Alert Speeches” as the target cases to evaluate the blog topic alert degree at the 
time(T1,T2,T3 and T4) respectively. By means of analyzing the topic occurring fre-
quency, average reviews and comments, ADEB tracks the alert fluctuation, dynami-
cally modifies the alert degree and verifies the validity of ADEB.   
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Table 3. The Validity Verification Testing Data 

Case Type Testing Data T1 T2 T3 T4 
Topic Frequency 4,562 2,155 3,521 2,864 
Avg(Reviews) 265 302 353 374 

Avg(Comments) 32 43 71 101 
Alert Speeches  

Alert Level 4.5 2.75 4 3 
Topic Frequency 1,255 3,077 2,268

4
1,009 

Avg(Reviews) 254 364 378 397 
Avg(Comments) 11 51 75 90 

Campus Violence  

Alert Level 2 3.5 2.75 1.75 
Topic Frequency 412 985 1,637 4,461 
Avg(Reviews) 198 235 270 324 

Avg(Comments) 22 55 73 105 
Unhealthy Psychology 

Alert Level 1.4 1.6 2.3 4.7 

From the results of the validity verification testing, we noticed that, ADEB could 
comprehensively consider the mutual impacts of alert text and the spreading speed. In 
Fig.4, The evaluation results of three alert topics in CNCC are shown respectively. 
ADEB tracks the process of alert generation and dynamically modifies the alert de-
gree by analyzing the increment ratio of topic occurring frequency, comments and 
reviews. The method effectively monitoring the alert fluctuation of blog topic and 
improves the practicability of alert detection. 

 

 

Fig. 4. The validity verification testing of ADEB   
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Testing 2: The Alert Detection Speed Verification  
With the help of CNCC, we made the comparison testing between Bag-Of-Words and 
ADEB [16]. Analyzing the evaluation results at the time (T1, T2, T3 and T4), the fast 
alert detection ability will be validated. In Table 4, the inputs data of comparison 
testing is shown as follow: 

Table 4. The Alert Detection Speed Verification Testing Data 

Testing 
Time 

Topic Occurring  
Frequency 

Average 
Reviews 

Average  
Comments 

T1 7,622 251 17 
T2 11,577 382 45 
T3 8,561 243 69 
T4 10,343 354 94 

 
In Fig.5, the blog topic alert trend of Bag-Of-Words and ADEB is figured out re-

spectively. From the results of the comparison testing, we notice that ADEB has the 
higher alert sensitivity and detection speed than Bag-Of-Words. 

The blog topic alert trend and the alert blog pages statistics are shown in Fig.5 (A) 
and Fig.5 (B). At the initial time T1, the alert spreading speed is slow, so Bag-Of-
Words and ADEB have the similar alert detection ability. However, with the alert 
topics continuously spreading (such as T2, T3 and T4), ADEB tracks and evaluates 
the spreading influence of the alert blog topics. The alert sensitivity is improved 
greatly. Since only focusing on the alert text analysis and neglecting the alert spread-
ing influence evaluation, Bag-Of-Words could not flexibly fluctuate according with 
the actual alert. Comprehensively analyzing the mutual influence of the alert text and 
the spreading speed, ADEB sharply shortens the alert response time and strengthens 
the detection ability of the burst alert. 
 

 

Fig. 5. The Comparison Testing of Alert Detection Speed   
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6   Conclusions and Future Work 

In this paper, a dynamic alert degree evaluation model (named ADEB) for blo-
gosphere is presented. The model considers the mutual impacts of topic text and the 
alert spreading. Through real-time monitoring the reviews, comments and the existing 
time of the alert blog topics, ADEB tracks the alert generation and spreading ，and 
comprehensively evaluates the alert degree of blogosphere. Different from traditional 
topic detection models which adopt the static empirical weight to calculate the topic 
alert degree, ADEB calculates the blog alert degree by analyzing the alert topic occur-
ring frequency and the influence of spreading speed. This method effectively tracks 
the alert spreading process in virtual society, strengthens the detection ability of the 
burst alert and improves the practicality of alert evaluation for blogosphere. To vali-
date the performance of ADEB, we constructed a blog corpus (named “CNCC”, 
Campus Network Culture Corpus) and made the validity and detection speed verifica-
tion respectively. The experimental results showed that ADEB could dynamically 
evaluate the alert generation and spreading process, strengthen the burst alert sensitiv-
ity and have the practicality of alert evaluation for blogosphere. 

In the future, we will further focus on the technique of cooperatively alert evaluation 
among the inter-network domains and improve the ability of alert spreading analysis by 
scheduling the local alert evaluation results between different blogosphere. 
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Abstract. Semi-structured data play an increasing role in the development of 
the web through the use of XML. However, the management of semi-structured 
data poses specific problems because semi-structured data, contrary to classical 
database, do not rely on a predefined schema. The schema of a document is 
contained in the document itself and similar documents may be represented by 
different schemas. Consequently, the techniques and algorithms used for query-
ing or integrating this data are more complex than those used for structured 
data. In this article we propose the architecture of a Data Warehouse designed 
for the integration of semi-structured data, so as to make possible searches in 
data repositories of various origins and structures. This architecture relies on the 
Osiris system, a DL-based model designed for the representation and manage-
ment of databases and knowledge bases. In particular, we are interested in the 
Osiris data model, which gives several points of views on a family of objects.  
On the other hand, the indexing system of Osiris supports semantic query opti-
mization. We show that the problem of  query processing on a XML source is 
optimized by the objects indexing approach proposed by Osiris.  

Keywords: XML, data integration, semi-structured data, views. 

1   Introduction 

During the last ten years, because of the arrival of the Internet and the Web, the num-
ber of related data sources as well as the number of potential users of these sources 
has increased exponentially. These sources are often heterogeneous. In other words 
they use different models for the representation of the data, such as the relational 
model, semi-structured models in collections of web pages, systems of files, etc. Be-
side this multiplicity of supports and formats, the semantics of the various data 
sources is heterogeneous, which reflects the diversity of the points of views of the 
systems designer. As a consequence, the languages used for programming or querying 
these data sources are different. This raises severe problems to the users who try to 
combine - or “integrate” - information from various data sources. 

In this context, companies have to meet two challenges in order to ensure the qual-
ity of their data: The fast availability of the information inter-sources and the discov-
ery of the tendencies from the data stored in the company during time. These  
challenges have led companies to propose a more global homogeneous and coherent 
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vision of their data, which means to realize the integration of data, In other words, 
companies have to inter-operate various data sources. 

Nowadays, data integration approaches take two main directions. The first one is 
the Data Warehouse approach [1], where a Data Warehouse contains a selective ex-
traction of the relevant information stored in diverse sources. After the construction of 
the Data Warehouse, the user can formulate his queries over a single database, the 
Data Warehouse. The second solution is the mediator approach [2], where the data 
integration is based on the exploitation of abstracted views describing the contents of 
the various data sources. The data items are not stored at the mediator level and they 
are accessible only from the original data sources. The mediation approach is prefer-
able if the modifications in the local sources are frequent, whereas the Data Ware-
house (materialized) approach is better when the local sources are frequently modified 
and the query response time must be fast [3]. 

In this article we focus more particularly on the integration of XML data. We pre-
sent a materialized framework for XML data integration. This framework is based on 
the object-based indexing model of the Osiris system to support the optimization of 
the query processing over an XML source.  

2   Integration of XML Documents 

XML plays a growing role in the publication of data on the Web. However, contrary 
to structured data, which are data with a regular structure which can consequently be 
easily stored in relational tables, semi-structured data, and XML in particular, do not 
have a priori defined schema. When used, the model underlying semi-structured data 
can be seen as a relaxation of the traditional relational model, in which a less rigid and 
less homogeneous structure of the “attributes” is permitted. 

The semi-structured model is very useful to represent different kind of documents: 
multi-media, hypertextual, scientific data, etc. As a consequence to the popularity of 
XML an enormous amount of XML data of various origins and thus structured in 
various ways has become available. Heterogeneity is detrimental to the massive ex-
ploitation of these data. Indeed, in the absence of specific tools, querying XML data 
of various origins requires that the different DTDs/schemas and their underlying se-
mantics be known, which is impossible in practice. Consequently, it is necessary to 
find techniques and methodologies making it possible to question in a simple and 
effective manner the enormous amount of XML data. 

Several projects have dealt this problem like TSIMMIS [4], MIX [5], Xyleme 
[6][7], VIMIX[7], XyView[9]. The integration process in these systems is usually 
based on a view mechanism [10]. This mechanism allows defining an abstract 
(global) schema which presents a unified view of heterogeneous data sources. There 
are mainly tow approaches to build the global schema of an integration system [11]: 
The Global As View approach (GAV) defines the global schema as a collection of 
views over the sources. On the contrary, with the Local As View approach (LAV) the 
global schema is built regardless of sources. The sources are defined as views over the 
global schema. 
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Each one of these two approaches presents advantages and disadvantages. Query-
ing data sources throughout the global schema is easier with GAV, while adding new 
sources is easier with LAV. 

Our approach uses GAV  as the method for schema integration; we define the Osiris 
global schema as a subset of views over the sources and then we transform each docu-
ment in the source satisfying a concrete schema into a document satisfying a global 
schema. We use the indexing system proposed by Osiris to optimize the query process-
ing over a XML source. This indexing system will make possible the automatic deter-
mination of the views which a document satisfies. This way, the search space for the 
document answering a query can be contracted to the space of the views satisfying the 
query. Moreover, we discuss later how our materialized approach can deal with  
the problem of modifications in a data source (see section 4.2). 

3   OSIRIS 

3.1   P-Types and Views 

Osiris is a view-based database and knowledge base model where views are similar to 
concepts defined by logical properties, as in Description Logic approaches [12]. The 
main concept of the Osiris model is the P-type concept, which supports the specifica-
tion of viewpoints on a domain [13]. For example, STUDENT and TEACHER can be 
viewpoints of the P-type PERSON in the university domain, To specify a P-type one 
first gives its minimal (root) view, then its other views by simple or multiple speciali-
zation. When specializing a view new attributes and assertions (logical constraints) 
may be added. The minimal view is the root of the hierarchy of views of a P-type. 
Thus, in Osiris a P-type is defined from its views, which are object-preserving [14]. 
Such a top-down approach is contrary to that of relational systems where views are 
defined as restrictions of a set of existing relations, and may themselves be used as 
relations in order to define other views. 

The type of a P-type is derived from the views declarations (including the minimal 
view). The type person contains all the attributes and methods which appear in its 
views. The domain of an attribute in the type person is the union of its domains in the 
views where it is declared. 

To express that a person may be seen as a student, a teacher, a sportsman, one will 
create the views PERSON, STUDENT,  TEACHER, … as subtypes of the P-type 
PERSON. The set of interest of the minimal view PERSON is identical to that of the 
P-type PERSON. The domain of another view is a subset of the domain of the view it 
specializes, or of the intersection of the domains of the views it specializes in case of 
multiple specialization. 

In OSIRIS, a P-type is given the name of its minimal view. All the objects of a P-
type are models of its minimal view. Access to an object under a viewpoint provides 
access to the attributes of the viewpoint. Thus accessing an object from the minimal 
view only provides the attributes of the minimal view while accessing it in the view-
point of the P-type gives access to the whole set of attributes of the type. 

An object belongs to one P-type, for example PERSON, if and only if it satisfies 
the requirements of its minimal view. This means that its assertions are valid. An 



 Data Warehouse Based Approach to the Integration of Semi-structured Data 91 

object can belong to only one P-type, which means that P-types are disjoint concepts 
if considered in a DL perspective. 
   We present the main features of the P-type description language through a very 
simple OSIRIS example. The modeled universe is that of persons and vehicles. Per-
sons may be STUDENT, TEACHER, TRAINEE-TEACHER, etc, or some of them 
simultaneously. A given person is a model of the minimal view and may belong to 
none, any or several other views. 

Type ADDRESS: (street: STRING; postcode: 
STRING;  
                               city: STRING);

View PERSON - - Minimal view of P-type PERSON
attr   Name: P_NAME; - - P_NAME is declared 

elsewhere 
         Children: setof  PERSON; 
         Sex: CHAR;  
        Age: INT; 
        Ad_pers: ADDRESS; 
        Military_Service: STRING; 
       IncomeTax: REAL calc;-- procedural 

attachement 
       CarsOwned: setof CAR;  - - CAR is a view of 
                                             -- a P-type VEHICLE
Key    Name         -- External key; not mandatory
methods
 -- Other functions specification
assertions
-- Domain Constraints 
           Sex in {"f", "m"};  
           0 ≤ Age ≤120; 
           Military_Service in {“yes”, “no”, “deferred”, 

“exempt”};
 end; -- Note that the minimal view automatically 

contains a private attribute OID : toid. 
 view STUDENT: PERSON -- STUDENT 

specializes PERSON

attr  Studies: STRING in {"graduate", "postgraduate", 
"doctorate"}; 

          Year : int ;
end ;
view TEACHER: PERSON--TEACHER specializes 

Person
attr Diplomas : setof STRING  in {"degree", 

"B.A.", "BSc" ,"MA.","MSc","PhD"} ; 
 Status: STRING in {"trainee", "lecturer", 
"professor", "instructor", "doctor" };

end;

view PROFESSOR: TEACHER-- specializes 
TEACHER

assertions   Diplomas contain "PhD"; 
                    Status = "professor"; 
end ; 
   
view TRAINEE-TEACHER: STUDENT, TEACHER -  

specializes STUDENT and TEACHER
 assertions
         Age ≤ 27; 
        Status = "trainee"; 
        Studies = "graduate"; 
        Diplomas contain "degree";
End ; 

 

3.2   Classification Space 

Most innovative features of the system come from the use of a classification space, 
which is distinct from the original set of users’ views.  

The classification space is a partitioning of the object space into equivalence 
classes named Eq-classes, according to the relation "have the same truth values ac-
cording to the (entire set of) Domain Predicates of the type". As a consequence all 
objects of a given Eq-class are models of the same assertions (Domain Constraints 
and Inter-Attribute Dependencies) [13]. 

Construction 
In a P-type t, one considers for each attribute Ai the set PT(Ai) of predicates over Ai 
which appear in the assertions (Domain Constraints and Inter-Attribute Dependen-
cies) of the views of t. Elementary predicates in these constraints are of the form Ai 

∈ Dik where Dik is a subset of the domain of definition Δi of Ai. A predicate Ai ∈ 

Dik defines a partitioning of Δi into two (disjoint) subdomains: Dik and Δi - Dik. The 
product of all the partitions [16] defined by the predicates of PT(Ai) constitutes a 
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partition of Δi whose blocks dij, called Stable Sub Domains (SSDs), have the follow-
ing property:(Stability of an attribute) When the value of an attribute Ai of an object 
varies within the same stable subdomain dij, Ai continues to satisfy the same set of 
predicates of PT(Ai). 

Considering the above definition of the P-type PERSON, and considering only the 
predicates on the attributes Age, Military_service and Sex, we obtain the following 
partitioning of the attributes: 

SSDs of Age:  d11 = [0, 18[, d12 = [18, 27], d13 = ]27, 65[,  
                   d14 = [65,140]  
SSDs of Sex:  d21 = {"f"}, d22 = {"m"}  
SSDs of Military_ service:  d31 = {“yes”},  
                                            d32 = {"no”, “deferred, “exempt”} 
This partition can be extended to the space of objects (which is restricted here to 

the three dimensions considered) and constitutes the classification space of the P-type. 
Each element of the classification space is called an Eq-class. It is represented by a 

tuple with n elements, where n is the number of classifying attributes of the P-type. 
Let SSDAttr1, SSDAttr2, …, SSDAttrN be the set of the stable subdomains of the attrib-

utes ATTR1, ATTR2, …, ATTRn of the P-type T respectively. 
ClassificationSpace  T ⊆  {<d1i, d2j, …, dnk> |  

                    d1i ∈ SSDAttr1 and d2j ∈ SSDAttr2 and …   
                    dnk ∈ SSDAttrN} 

Partitioning the object space into Eq-classes is central to the implementation of  
the Osiris system. Although the actual partition is not represented in its totality (its 
size is exponential to the number of classifying attributes) it underlies most runtime 
processes such as object classification, view classification (subsumption), integrity 
checking and object indexing. 

3.3   Indexing Structure Descriptor  

An indexing structure called ISD (Indexing Structure Descriptor) is defined for each 
P-type [13]. Its main components are: 

A vector of SSDs representing one or more Eq-classes indexing a set of objects. 
Two values have been added to represent the unknown and undefined (null) states of 
an attribute. 

A vector of views that provides the status (Valid, Invalid or Potential) of each view 
of the P-type for the set of objects indexed by this ISD. 

A reference to the actual set of objects of the ISD. 
The total number of objects indexed by the ISD. 
An object, even if only partially known, belongs to one and only one ISD, as an ISD 
denotes all its possible Eq-classes. The sets of Eq-classes corresponding to different 
ISDs may not be disjoint in the case of incompletely known objects. Only actual 
ISDs, i.e., ISDs containing actual objects, are represented. When an unknown attrib-
ute becomes known the corresponding object changes its ISD (a new ISD is created if 
necessary). When an attribute changes its value it remains within the same ISD iff 
none of its attributes has changed its SSD. 
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3.4   Query Evaluation in Osiris 

Queries are evaluated in three steps: 

1. Determination of the ISDs corresponding to the query when rewritten in terms of  
    the SSDs of its attributes.  
2. Determination of the ISDs indexing objects that are valid for the query. 
3. Projection of the resulting objects onto the attributes of interest of the query. 

4   Materialized Approach for XML Data Integration 

The system architecture proposed by our approach for the integration of XML data is 
shown in Figure 1. Another study is made to integrate structured data sources with a 
hybrid approach basing on the Osiris indexing system [3]. The system consists of: 

1. A transformation processor, which transforms an Osiris schema into a XML   
    schema. 
2. A wrapper for every concrete XML schema, which contains the mapping between  
    this concrete schema and the global Osiris schema. This mapping between schemas      
    is a path-to-path mapping. 
3. A transformation processor, which transforms each XML document in the data  
    source satisfying a concrete schema into a document satisfying the global schema. 

 

Fig. 1. System architecture 
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4. An extraction processor, which parses each XML document obtained after  
    transformation in order to extract atomic values. 
5. A classification processor, which classifies objects after their extraction. 
6. A Data Warehouse, which stores the data corresponding to the global schema and  
    extracted from the local sources. 
7. A query processing, which uses the information of Stable Sub Domains (SSDs) to  
    obtain the ISDs satisfying the query. 
8. An extraction processor which searches objects satisfying the query and extracts  
    the relevant data for the query. 
The Data Warehouse stores data in relational tables; it contains a Query Processing 
and the following three memory spaces: 

Global Osiris schema: it contains the integration schema, which is defined as an 
OSIRIS schema. It consists of one or several P-types; each P-type is a hierarchy of 
views with its proper constraints. 

SSD space: it is used to save the Stable Sub-Domains of the system. It is used by the 
query processing to obtain the ISDs which satisfy a query. 

ISD space: it is used to save the object indexing information. 
In the following section, we explain in detail every phase in this integration system. 

4.1   The Different Steps of the Integration Process 

4.1.1   XML Representation of the Type of a P-Type 
In its initial version, the global mediator schema giving access to several source data 
bases is an Osiris schema. For this reason, before extending the system to take into 
account XML documents, we have tried to determine if this model was adapted to the 
integration of XML documents. 

The concept of view, central to the P-type model, proves to be a key concept for 
the integration of XML documents. Indeed, with the concept of view, it is not neces-
sary that a DTD/schema matches the whole P-type, but only a subset of its views; the 
minimal view is necessarily a part of this subset. An immediate consequence is that 
very different DTDs can be in correspondence with the same P-type. Consequently, 
the use of the P-type concept allows an easier management of heterogeneous DTDs. 

Since the Osiris system is based on the P-type notion, the first question is: is it pos-
sible to translate a P-type in Osiris into an XML schema\DtD and vice versa? 

To answer this question we have considered the type of the P-type (Person) of our 
example and we have used the W3C XML schema recommendation to represent it in 
XML. The conclusion of our study is that we can represent the type of a P-type in 
XML. We show in the following the type of the P-type (Person) and its corresponding 
schema. 

Type of the P-Type PERSON 
The XML schema in Fig.2 represents the type of the P-type (PERSON):  

As shown in Fig. 2, the standard XML schema gives the opportunity to represent the 
different types of data: simple types (string, integer, float, etc.) and complex types 
(e.g., TypeAddress: street, postcode, and city). The XML schema also gives the  
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Fig. 2. XML Schema of the type of PERSON 

possibility to determine the frequency of an element in the XML document corre-
sponding to schema (see for example  Fig.3). The minimum view’s elements in our 
example (name, sex, age, ad_pers) are mandatory (not null) elements in the document; 
they must appear one time and we represent them with bold lines. The elements repre-
sented by pointed lines are optional, they can appear 0,1 or several times in the  
document; for example, the elements (studies, year, status, diploma) are optional. 
    The XML schema offers the possibility that an element refers to another element. 
For example the attribute ref, in the element children, whose type is IDREFS, refers to 
the attribute ident, in the element Person, whose type is ID.      
    Moreover, the XML schema offers the possibility to use the identity constraints 
(key and keyref) similar to the concepts of primary and foreign key in the relational 
model. In our example, the element ref-car   in the element person can refer to one or 
several elements id in the element car. 

The example represented in this section showed us the possibility to represent the 
global Osiris’s schema by using a XML schema. In the following section we pass to 
the following step of our integration processor based on Osiris. The role of this phase 
is to establish the correspondence between the global schema and the concrete XML 
schemas in the source base. 

4.1.2   Correspondence Between the Global Osiris Schema and a Concrete XML 
Schema 

We suppose that the source database contains XML documents which represent data 
of a specific domain. Every group of documents satisfies a XML schema, which we 
call a concrete XML schema; for the data source we have a set of concrete XML 
schemas which have different structures. 

In this step we put the global Osiris schema (the schema obtained after the last 
step) and the concrete XML schemas in the source base. Then we establish the corre-
spondence between the global Osiris schema and every concrete schema representing 
a group of XML documents in the source base. 
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Fig. 3. The concrete XML Schema 

Let us consider the Osiris schema in our example (Fig.2) and suppose that we have 
the concrete schema represented in Fig.3 in the source base. 

We use the path-to-path approach to establish the correspondence between the con-
crete schema and the abstract global schema, because is proved to be better than the 
other approaches (DTD-to-DTD and tag-to-tag) [15].  
    We describe in the table below the correspondence examples between the Osiris 
attributes and the elements of concrete XML schema of our example. 

Table 1. Correspondence between the Osiris attributes and the elements in the XML schema 

P-type, Osiris Attribute XML Schema, Element 
1.  PERSON, name PERSONS\Person\Civility\last_name 
2.  PERSON, age PERSONS\person\civility\birth_date 
3. PERSON, diploma PERSONS\person\diploma\name_diploma 
4. PERSON,  ref-car PERSONS\person\car\Imm 
5. PERSON, street 
   PERSON,code_post 
   PERSON, city 

PERSONS\person\adress 

4.1.3   Transformation Processor  
To be able to take advantage of the indexation offered by Osiris, The role of this 
phase is to transform every concrete XML document satisfying a concrete schema in a 
document which satisfies the Osiris global schema. This transformation is made in a 
semi-automatic manner by using the correspondence information generated during the 
previous phase.   

We suppose that we have m groups of XML documents: group1, group2, …, 
groupm  satisfying the concretes schemas schemac1,  schemac2,,  …, schemacm 
respectively, we have the global schema schemag  and the mappings: map1, between 
schemac1 and schemag, map2, between schemac2 and schemag,…, and mapm, be-
tween schemacm and schemag. 

Each XML document in the source base belongs to a group groupi where 1≤i≤m 
and satisfies the concrete schema schmaci,.The transformation processor transforms 
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this document into a document satisfying the schema schmag by using the mapping 
information mapi where 1≤i≤m. 

4.1.4   Extraction Processor 
Following to the previous phase, all the documents of the source base are transformed 
into documents satisfying the Osiris global schema. During the extraction phase we 
parse these documents in order to extract the OSIRIS objects and we store these ob-
jects at the Data Warehouse level. We also store the Oids of these objects and the 
identifier of the corresponding element in the base source and the identifier of  the 
document which contains this element in the base source. We store this information in 
a relational table; the schema of this table has the following form: 

 - Data _Store ( oid, , elemID  docID, attr1, attr2, …, attrm): 
 - Oid is the object identifier in the Osiris’s system. 
- elemID is the identifier of the corresponding element in the source base  
- docID is the identifier of the  document which contains the corresponding element in 
the source base. 
- attr1, attr2, …, attrm are the classifying Osiris attributes and all the simple elements 
having atomic values in the source base.  

We will use this information to retrieve the query answer and also in the case of data 
modification in the source (see section 4.2). 

4.1.5   Classification Processor 
The Osiris system performs object classification as explained in section 2. The classi-
fication processor uses SSD information and classification results are sent to the ISD 
(Indexing Structure Descriptor). We have to repeat this process at each schema global 
evaluation (in case of schema modifications or assertions changes).  

4.1.6   Query Processing 
The user poses his query over the Osiris global schema. The system uses SSD infor-
mation in order to evaluate the query as explained in section 3 by performing the 
following steps: 

1. the system rewrites the query (in terms of) by SSDs and determines the potential 
ISDs corresponding to the query. 
2. among these ISDs, the system determines the ISDs which contain the objects vali-
dating the query (valid ISDs) and those which contain the objects that could poten-
tially participate in the response of the query (potential ISDs). In these cases there are 
other conditions to verify. If an object satisfies these conditions, it participates to the 
response. 

After these two steps, we determine the effective ISDs of the query, i.e., those stored 
in the ISD space of the system because they have at least a stored object. The valid 
ISDs give the valid objects for the query, whereas the potential ISDs give the objects 
for which a supplementary test must be made to determine if it is an actual answer to 
the query. For the potential objects we define the conditions to verify, so that an ob-
ject of the ISD satisfies the query. 
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In the ISD (Indexing Structure Descriptor) of our system, for every object we have 
a reference towards the corresponding object stored in the Data Warehouse. For the 
objects validating the query we use their reference to be able to recover the atomic 
values of attributes asked in the query. For the possibly valid objects, we need to 
verify that these objects satisfy the supplementary conditions that are necessary to 
confirm whether or not the object satisfies the query. 

4.2   Source Data Modification 

In the case of modification of a data in a document d in the source, we propose the 
following algorithm: 

We suppose that d’ is the document after modification, let T be the table where  
we stored the data as explained in (section 4.1.4). We repeat the transformation and 
the extraction processor for the document d’, we obtain the table T’, then we compare 
the two tables T and T’. For every tuple in the table T containing the identifier of the 
document d:  

1. if there is an element deleted in the table T’, we delete the corresponding tuple in 
the table T and its corresponding oid  in the ISD. 
2. If there is a modification of the value of a classifying attribute, we modify the val-
ues in the corresponding tuple in the table T, then we activate again the classification 
processor to classify the modifying object in the ISD. 
3. If there is a simple modification of a non classifying attribute we change only the 
value of the attribute in T. 
4. If there is a new object, we add the corresponding tuple in the table T and we clas-
sify the corresponding object in the ISD. 

5   Conclusion 

In this article we have proposed a method to integrate XML documents into a seman-
tic middleware. The key step of this approach is the definition of correspondences 
between a global Osiris schema and several concrete XML schemas. To do so, we use 
an intermediate step in order to 1) define the types of a P-type, i.e., its maximal type 
and the types of each of its views, and 2) translate the resulting type into XML  
schemas. 

The schemas issued from a P-type are not independent but are linked by hierarchi-
cal relationships. Hence, for each concrete schema or DTD, it is possible to calculate 
the correspondences between the tags of the schema corresponding to the maximal 
type and the tags of a concrete schema. We use path-to-path correspondences, as they 
have proved to provide the best results. On the establishment of a correspondence, a 
procedure can be attached to perform some calculation when necessary, e.g., calculate 
age value from birthday date. 

We also showed that our approach uses the indexing structure (ISDs) offered by 
Osiris to perform a semantic optimization of queries. This indexing makes possible 
the automatic determination of the views that a document satisfies. This way, the 
search space for the documents answering the query can be contracted to the space  
of the views satisfying the query. This component is important because the actual 
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exploitation of a large number of documents remains a problem, even if the principle 
of using an abstract DTD constitutes an important advance for the exploitation of 
XML documents in a homogeneous manner. 

We also showed how our materialized approach maintains the modification of 
source data.   
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Abstract. A considerable fraction of the web queries contain named entities. 
This, coupled with the fact that a proper name might refer to multiple entities, 
imposes the ever-increasing need that search engines handle efficiently named 
entity queries. In this paper, we present a technique that automatically identifies 
the distinct subject classes to which a named entity query might refer and se-
lects a set of appropriate facets for denoting the query properties within every 
class. We also suggest a method that examines the distribution of the identified 
query facets within the contents of the query matching pages and groups search 
results according to their entity denotation types. Our preliminary study shows 
that our technique identifies useful facets for representing the named entity 
query properties in each of their referenced subject classes. 

Keywords: faceted search, named entity queries, Wikipedia corpus. 

1   Introduction 

The key objective of all Information Retrieval systems is to help the users find the 
desired information about their search requests in an effortless yet successful manner. 
With the proliferation of the web content, search engines have become an indispensa-
ble tool in the information seeking process. Despite the popularity and the tremendous 
capacity that search engines have nowadays, there are still open issues concerning 
their ability to satisfy all user needs. This is essentially due to vocabulary mismatches 
between the indexed documents and the user issued queries that hinder the engines’ 
ability in detecting the underlying correlation between documents and queries. 

In this paper, we suggest a method for identifying the referred concepts of Named 
Entities (NE) in both user queries and query matching pages, in order to improve the 
engines’ ability in handling named entity queries. What motivated our study is on the 
one hand the observation that a significant portion of popular web queries contain 
NEs [1] [2] and on the other the fact that different entities might be verbalized in user 
queries with the same name. As examples, consider the NE queries Java which might 
intend the retrieval of information about the programming language or the coffee,  
and Apple which might intend the retrieval of information about the company, the 
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computer or the fruit. As the examples indicate, a NE query might refer to different 
entity types, but in the absence of any implicit knowledge about the different refer-
ence classes of named entities, the engine would always retrieve the same results; 
usually a mixed list of pages about the distinct query denotations. Consequently, users 
would have to go over a long list of results and access their contents in order to satisfy 
their search intent. 

To overcome such difficulties, researchers have proposed a number of techniques 
for personalizing search results according to specific user interests. Personalization, 
although it might work well for some users or queries, nevertheless it entails practical 
limitations in a real deployment as it pre-requisites processing large volumes of web 
transaction logs in order to model the user search preferences. Another possible direc-
tion towards helping users find the desired information is to classify web pages into 
faceted hierarchies and present the query matching results grouped together according 
to the corresponding query senses [7]. Although faceted search was primarily ad-
dressed in the context of cataloguing and library systems, nowadays it is widely em-
ployed by e-commerce applications (e.g. amazon.com, shopping.com) and recently it 
has attracted the interest of the web search community. This surge of interest is basi-
cally because facets allow a document to exist simultaneously under different catego-
ries, each representing distinct document properties, and enable the user access the 
categorized documents in multiple ways. 

Bearing in mind the power and success of existing faceted search approaches, we 
introduce the use of facets for describing the different entity types to which NE que-
ries might refer and for detecting within the contents of every query matching page 
the specific subject that query entities denote. To enable that, we start by defining a 
set of facets that are good candidates for representing the different types of NE que-
ries. In this respect, we rely on the Wikipedia corpus2 and a number of heuristics for 
annotating every NE query with one or more suitable facets. Then, we examine the 
NE query results in order to estimate the distribution of the query facets within the 
contents of every query matching page. Based on the underlying association between 
the facets of the queries and their returned pages, we propose grouping search results 
according to the query entity types that their contents represent. Grouped search re-
sults accompanied by their derived faceted terms, when displayed to the users can 
help them find the information sough in an effective yet efficient manner. Our pre-
liminary study shows that our technique delivers useful facets for representing the 
subject classes that NE queries might represent. Thus, we claim that our approach 
could be fruitfully explored towards improving the users’ search experience when 
querying the web for named entities. 

The remainder of the paper is organized as follows. We begin our discussion by 
reviewing related work. In Section 3, we present our approach towards the automatic 
identification of useful facet terms for representing the NE query classes. In Section 4, 
we propose a faceted search approach that groups query results according to the rep-
resentation of the query facets in their contents. In Section 5, we report the results of 
our experimental evaluation and we conclude the paper in Section 6. 

                                                           
2 http://en.wikipedia.org/wiki/Wikipedia:Database_download 
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2   Related Work 

Many researchers have studied the problem of named entity recognition and disam-
biguation. To address the problem, researchers have proposed numerous ways for 
exploring entity-local features [3] [4], or complex lexico-syntactic and morphological 
data [5] [6] in order to detect NEs within text documents. Recently, [13] [7] suggested 
the use of encyclopedic knowledge for resolving the different classes to which a NE 
might refer. In their work, [7] utilize the Wikipedia corpus in order to derive a dic-
tionary of named entities and then based on the detected entities’ contextual elements 
and position in the Wikipedia taxonomy, they determine a set of candidate concepts 
that every entity denotes. They disambiguate NEs based on the degree of correlation 
between the entities’ contextual elements and their conceptual categories. In a differ-
ent approach, [8] studied the enrichment of Wikipedia pages with named entities. In 
this respect, they designed a method that extracts a number of features (both contex-
tual and page-based) from the Wikipedia pages and uses them as training examples 
for a classification module. Upon training, the classifier assigns every Wikipedia page 
with an appropriate tag (from a pre-defined list) that is reflective of the named entities 
contained in the page. In a similar task, [9] employed a graph-based approach and 
experimented with categorizing named entities in the Japanese version of Wikipedia. 
Recently, [17] proposed a model for representing web pages as sets of named entities 
that are generally informative of the following subject types: person, location, organi-
zation and time. Based on the inter-relations between these subject types, the authors 
determine which named entities suffice for representing the content of web pages. 

Our work also relates to some recent studies on faceted search and facet terms ex-
traction. More specifically, in [10] and [11] the authors introduce a method for identi-
fying useful facets for browsing textual databases. Their method relies on WordNet 
[12] hypernyms, Google search results and the Wikipedia pages for defining a set of 
broad terms with which to expand keyword terms extracted from the database con-
tents. In [14] the authors propose the faceted query logs analysis and present a method 
for classifying web queries into the following faceted categories: ambiguous, author-
ity, temporally- and spatially-sensitive requests. In [15] a faceted search personaliza-
tion approach is discussed, emphasizing on how to customize the search interface 
according to user ratings. In [16] a data-driven technique, called Dynamic Category 
Sets (DCS), is introduced that discovers sets of values across multiple facets that best 
match the query and enables the user disambiguate the latter via a search-by-category 
clarification dialog. In a recent study, [18] introduce a dynamic faceted search system 
that automatically discovers a small set of valued facets that are deemed interesting to 
a user and enable the latter understand the important patterns in the query results. 

Although our study touches upon issues that have been previously addressed, it is 
different from existing works in the following: we introduce a novel facet extraction 
technique that is specifically tailored for representing the classes of NE queries. Our 
method uses a small amount of NE contextual data from which it extracts useful fac-
ets. To estimate the usefulness of the identified faceted terms, we propose a metric 
that estimates how valuable a facet is for representing the named entity properties 
within a particular subject class. We also suggest the exploitation of the identified NE 
query facets while looking for query relevant data. In this respect, we suggest a 
method that relies on the distribution of both the query keywords and the query facets 
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within the query matching pages in order to group search results according to their 
named entity denotations. In the following section, we discuss the details of our facet 
selection approach in order to represent the subject denotations of NE queries.  

3   Faceted Representation of Named Entity Queries 

In this section, we discuss the details of our work towards associating named entity 
queries with a set of useful facets for denoting the properties of their refereed classes. 
There are two main challenges associated with our goal: how to identify all possible 
subject classes to which a NE query might refer and how to select useful terms for 
verbalizing the NE query properties in each of the identified classes. For the first 
challenge, we explore the Wikipedia corpus and we apply a number of heuristics for 
determining a set of features that are informative of the NE subject classes (Section 
3.1). For the second challenge, we introduce a facet extraction algorithm that explores 
the entities’ contextual elements in order to derive useful terms for describing the NE 
properties in each of the referenced classes (Section 3.2). Before delving into the 
details of our method, let’s describe the process we adopt for identifying NE queries. 

For any query q, we firstly wish to determine whether q is a named entity. To be 
able to judge that, we rely on the Wikipedia pages in the titles of which we look for 
the query keywords. Upon their detection, we download the contents of the respective 
pages and we follow the steps suggested by [7] in order to assess whether a given 
term corresponds to a NE or not. These steps summarize to (quoting from [7]): (i) If q 
is a multiword query, check the capitalization of all content terms in q. If all contents 
words of q appear always capitalized in their corresponding pages then q is a NE. (ii) 
If q is a single-term query and contains at least two capital letters, then q is a NE. (iii) 
Count the occurrences of q terms in the text of the page, in positions other than at the 
beginning of the sentences. If at least 75% of these occurrences are capitalized, then 
q is a NE. 

The combination of the above steps in the work of [7] resulted to the extraction of 
nearly half a million named entities form the Wikipedia corpus. In our study, we ap-
ply the same process in order to automatically identity whether a search request is a 
named entity query or not. Note that this NE detection heuristic applies to languages 
that do not capitalize common nouns, e.g. English. Based on the identified NE que-
ries, we designed a method that automatically derives the different subject classes to 
which a named entity might refer. The details of our method are discussed next. 

3.1   Deriving the Named Entity Query Classes 

The first step towards discriminating between the different subject classes to which a 
named entity query might refer is to examine whether the identified NE has a unique 
type of reference or not. In particular, we need to investigate if a NE always refers to 
a single class of subjects (e.g. humans, locations, etc.) or not. For our investigation, 
we start by looking at the presence of clarification sentences in the Wikipedia articles 
that discuss the given NE. Clarification sentences always appear at the beginning of a 
Wikipedia article right after the title section and are of three generic types, stating:  

 



104 S. Stamou and L. Kozanidis 

a) This article is about [clarification term/phrase] 
b) For other uses, see (link to a disambiguation page)  
c) For other [clarification term/phrase] with the same name, see (link 

to a disambiguation page) 

In some cases, a clarification sentence might be a combination of the above types; 
usually of types (a) and (b). Based on clarification sentences, we can distinguish two 
main groups of NEs: those which are clarified in Wikipedia (i.e. their corresponding 
articles contain clarification sentences) and those which are not clarified. 

For named entities with clarification sentences, we examine the type of their clarifi-
cations and we further sub-group them according to the following criterion: entities 
whose clarification sentences are all of type (c) listed above, are deemed as entities with 
a single reference class, where the latter is expressed via the clarification term(s). We 
refer to such entities as single faceted NE and we further process them to verbalize their 
facets as we will present in the following section. Named entities with clarification 
sentences of types (a), (b) or a combination of the above-listed types are intuitively 
considered to be expressive of multiple subject classes and we refer to them as multi-
faceted NE (one clarification per subject class). Note that under our approach a disam-
biguation sentence3 is generally deemed as a clarification one, assuming that Wikipedia 
contributors edited such sentences for clarifying the usage of a given entity. Therefore, a 
NE is deemed to be referring to as many classes as the number of the sentences in which 
the entity’s name is clarified. In the following section, we present how to select useful 
faceted terms for denoting the different classes to which a NE might refer. 

Now, let’s go back to the group of named entities that lack clarification sentences 
in their corresponding Wikipedia articles. To identify which of these NE are single 
faceted and which are multi-faceted, we extract the definition sentences from their 
respective Wikipedia articles. A definition sentence is the first sentence in the body of 
the article that contains the named entity and a wordform of the verb to be followed 
by one or more common terms and/or disambiguation entities4. Relying on the ex-
tracted definition sentences, we compute their feature vectors within a sliding window 
of ten words surrounding the entity reference. For our computations we employ a  
bi-gram model that records for every word (i.e. feature) in a definition sentence its 
relative position around the entity and the number of times the word appears in that 
position. Then, based on the sentences’ overlapping features in the derived vectors, 
we organize them into clusters of shared elements. For example, a significant portion 
of the Wikipedia definition sentences about humans, exhibit the feature (born) right 
after the entity’s name. Under our criterion, all definition sentences containing the 
above feature are grouped together. Following the above steps, we organize every 
Wikipedia definition sentence about a NE into one or more clusters, depending on the 
number of their shared features. 

Based on the number of clusters to which a named entity’s definition sentence is 
assigned, we make the following assumption: if the definition sentence of a NE be-
longs to a single cluster, then the NE is single faceted. For example, a NE whose 
                                                           
3 A disambiguation page in Wikipedia is a page that contains the term “disambiguation” in its 

title and contains several possible disambiguations of a term [7].  
4 According to [8], a disambiguation Wikipedia entity is a hyperlinked term that points to an-

other Wikipedia page in which the meaning of the term is resolved. 
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definition sentence is organized under a single cluster, which groups sentences shar-
ing the feature t = holiday (e.g. Christmas is an annual holiday) is deemed as expres-
sive of a single class of subjects. Conversely, if the definition sentence of a NE  
belongs to multiple clusters, then the NE is multi-faceted and refers to as many 
classes as the number of clusters to which the definition sentence of the NE has been 
assigned. For example, a NE whose definition sentence is grouped into (say) two 
clusters, one of which groups sentences that share feature ti = comic book (e.g. Su-
perman is a fictional comic book superhero …. cultural icon) and the other groups 
sentences that share feature tj = cultural icon (e.g. Superman is a fictional comic book 
superhero widely considered to be one of the most recognized of such characters and 
an American cultural icon) is deemed as being expressive of two object classes, e.g. 
book and cultural icon. Based on the process described above, we can discriminate 
between named entities that always refer to a single class of subjects and those that 
might represent different subject classes in their contextual denotations. Following on 
from that, we need to define a set faceted terms that are useful for representing the NE 
properties in each of the identified subject classes. In this respect, we have designed a 
facet selection algorithm; the details of which are discussed next. 

3.2   Selecting Faceted Terms to Represent the Named Entity Query Classes 

In selecting a set of useful facets for describing the different types of named entity 
references, we rely on the contextual elements in the NEs’ clarification and definition 
sentences, in which we look for faceted terms that represent the NE’s class properties. 
The reason for relying on the contents of the Wikipedia articles for deriving the NEs 
facets instead of exploring the Wikipedia categories for those NEs, summarize to the 
following. First, not all Wikipedia articles about NEs have been associated with a 
category label. Moreover, most of the articles about NEs that are topically annotated 
have been assigned to numerous categories, whose class denotations and interrelations 
are not clearly distinguishable. Lastly, facets unlike topics represent the class proper-
ties of a concept (i.e. NE) rather than its semantic orientation. Therefore, in our work 
we decided to select the facets that describe the NEs class properties from the terms 
collectively selected by the Wikipedia editors for clarifying and/or defining NE. 

Therefore, we address the challenge of identifying useful facets for representing 
the NE properties as a term extraction problem for which we need a sound model that 
accurately detects valuable faceted terms within the NEs’ surrounding context. The 
greatest difficulty associated with implementing such a model is how to acutely detect 
which of the NEs’ contextual features are good facets for describing the entity’s prop-
erties. By good facets, we denote the terms that help us discriminate between the 
different named entity references while at the same time they are not overly specific, 
they are not redundant across different entity types and they are useful in a web search 
setting. To build a model that complies with the above criteria, we have designed a 
facet extraction algorithm, the basic steps of which are illustrated in Fig.1. In brief, 
our algorithm takes as input a set of named entities E for which we would like to 
define useful facets, and a set of clarification and definition sentences S that have 
been extracted from the Wikipedia pages that correspond to each of the above named 
entities. Based on the above data and following the below-listed steps, our algorithm  
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Input: Wikipedia clarification and definition sentences S, set of Named Entities E 
Output: useful facet terms (F) 
For each s in S do 
 Extract all content terms T 
  For each t in T do 
  Compute R(t) 
  Associate every t with corresponding entity ei 
 end 
end 
For each entity ei in E collect all content terms associated with ei, Ti (ei) 
 /*Compute terminological similarity*/ 
 For each ei, ej with terms Ti, Tj do 
  Sterm (ei,ej) 
  If Sterm (ei,ej) > 0.5 
   Group ei, ej together 
  end 
end 
For each ei in class c 
 Take all content terms t associated with ei 
 For each t in c do  
  Compute R(t,c) 
  Compute Usefulness (t) 
 end 
end 
return top k-terms in Facet (F), ranked by Usefulness (t)  

Fig. 1. Identifying useful NE faceted terms in the contextual elements of Wikipedia articles 

delivers for every class of named entities a sorted list of facets F that are useful for 
describing the named entity properties within their reference classes. 

The first step of our approach extracts all content terms from the clarification and 
definition sentences (S) that have been collected for each of the named entities. For 
content terms extraction, we apply tokenization and Part-of-Speech tagging to all the 
sentences contained in S and we retain only the sentence nouns and proper nouns, 
based on the observation of [19] that terms of the above grammatical categories 
communicate most of the thematic properties of the text in which they appear. Then, 
for every extracted content term t, we estimate the fraction of named entities that 
contain t in their definition and clarification sentences. For our estimations, we firstly 
associate every term extracted from a sentence s to the respective entity e that is clari-
fied or defined in the contents of s. Such content term-named entity associations can 
be easily derived from the associations between the named entities and the Wikipedia 
sentences about the entities that contain t. Then, we compute for every term t a value 
R(t) that indicates the “representation ratio” of t with respect to some entity, given by: 

R (t)  E (t) /  E =  (1) 

Where |E(t)| is the count of all named entities that contain t in their clarification and 
definition sentences and |E| is the count of all named entities identified. The value of 
R indicates how representative is a term for describing named entity properties, as-
suming that as the value of R increases so does the term’s probability of being a good 
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facet for named entities. At the end of step 1, we associate every named entity with a 
set of content terms extracted from the Wikipedia sentences that describe the entity 
properties. Each of the extracted terms is also associated with an overall representa-
tion value, i.e. R score. 

In the second step we measure the amount of overlapping content terms between 
named entity pairs, so as to be able to determine for every pair of named entities ei, ej 
whether they refer to the same class of subjects or not. In this respect, we rely on the 
content terms associated with every named entity (in step 1) and we compute the 
similarity (Sterm) between named entity pairs as follows: 

( )term i j
i j

2 common terms 
S  e , e  = 

terms  about e  + terms  about e

•
 (2) 

The similarity between the named entities (ei, ej) content terms, takes values between 
0 and 1; with zero indicating that the two entities have no content terms in common in 
their clarification and definition sentences and one indicating that all the terms in the 
named entity sentences are common. 

Based on the above formula, we can derive for any pair of named entities the de-
gree to which their contextual elements overlap. We then determine whether any two 
named entities refer to the same class of subjects based on the following criterion: 

term i j
 i j

same  class          if  S  (e , e ) > 0.5
e , e = 

different  class   otherwise

⎧ ⎫⎪ ⎪
⎨ ⎬
⎪ ⎪⎩ ⎭

 (3) 

This way, we group named entities into subject classes according to their content 
terms’ similarity values. Note that under our criterion, a named entity ek might be 
grouped under several classes depending on the number of named entities with which 
ek shares a significant amount of content terms. Having grouped NEs according to 
their contextual overlapping features, the next step is to determine a set of terms for 
representing the subject denotations of the named entities that are grouped together. 
More specifically, we need to identify among the content terms that have been deter-
mined for each of the NEs that refer to the same class, the ones that make the most 
useful and descriptive facets for representing the NEs’ properties within that class. 

In the last step, our algorithm determines useful faceted terms for each of the 
named entity classes as follows. Given a set of named entities that refer to the same 
subject class (i.e. they are grouped together) it collects all their content terms and 
starts by estimating a new R value for every term within a class, as follows: 

R (t, c)  E (t, c) /  E(c) =  (4) 

Where |E(t, c)| is the count of all named entities that refer to class c and which contain 
t in their clarification and definition sentences and |E(c)| is the count of all the named 
entities identified for class c. This new R(t,c) value indicates the “representation ra-
tio” of t with respect to some class c so that terms with increased R(t,c) are better 
candidates for representing the class properties and consequently the NEs that refer  
to that class. Having computed the degree to which a content term t represents the  
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properties of the entities that refer to a given class (i.e. R(t,c) value) and considering 
that we have already estimated (in step 1) the degree to which t makes a good term for 
representing NE properties, we easily derive the usefulness of t as a facet, as: 

Usefulness  (t) = R (t)   R (t, c)•  (5) 

Based on the above formula, we estimate the usefulness of a term t in serving as a 
facet for some named entity that refers to a class c as the product of the term’s repre-
sentation ratio for named entity properties and the term’s representation ratio for sub-
ject class properties. At the end of this process, we retain the top-k terms in each of 
the subject classes as the faceted terms that are useful in denoting the properties of the 
named entities that refer to that class. 

4   Faceted Search for Named Entity Queries 

So far we have presented our method towards identifying both the number of classes 
to which a named entity query refers and a set of useful facets for representing the 
query properties within every identified class. One last issue that our study addresses 
is how to be able to identify the query subject denotations within the contents of the 
retrieved pages. In this respect, we suggest an approach that examines the distribu-
tion of the query facets in the contents of the query retrieved pages and groups 
search results according to their query denotation types. In particular, given a NE 
query and a set of facets identified for each of the referring query classes our method 
employs a simple string matching approach and looks for the query faceted terms in 
the contents of the search results. In case a page contains some of the query facets, 
our module investigates whether these pertain to one or more subject classes. If all 
detected query facets represent a single class, then the faceted term of the highest 
usefulness value for that class is selected as the facet that represents the NE query 
denotation in the pages contents. The selected facet serves as a tag that is displayed 
next to the page in the search engine results. Conversely, if the query facets that a 
page contains represent multiple classes, then our module examines the position of 
the identified facets with respect to the query keywords in the page’s content and 
selects the facet that is closest to the query terms as the one that represents the sub-
ject denotation of the NE query in the page. Again, the selected facet is used as a tag 
that indicates the query class representation in the page’s content. Finally, in case a 
page does not contain any of the query facets, it receives no tag and as such it cannot 
inform the user about the NE query denotations. However, in the latter case, we 
suggest that query facets are displayed together with search results and enable the 
user click on the facet term that best suits her query intention. The selected facet is 
then appended to the query keywords and the refined query is re-submitted to the 
engine. Following the annotation of the query retrieved pages with an appropriate 
faceted term from the ones that have been identified for a NE query, we suggest 
grouping search results by subject denotations (i.e. faceted terms) and display them 
to the users accompanied by their identified tags. Based on this enriched list of 
search results, the users can make informed clicking decisions and satisfy their  
information needs faster. 
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5   Experimental Evaluation 

In this section, we present the experimental evaluation of our facet extraction algo-
rithm and we discuss obtained results. Due to the absence of a standard benchmark for 
evaluating the usefulness of the automatically selected NE facets, we carried out a 
human study, in which we measured the accuracy of the facets identified by our algo-
rithm. For our experiment, we relied on 7,000 randomly selected named entities and 
their corresponding Wikipedia articles that served as our experimental data. Given 
that some of the NEs are discussed in more than one Wikipedia articles, the total set 
of the NE pages that we examined in our study is 19,350. 

Following the method presented in Section 3.1, we processed the above data in or-
der to determine for every NE the number of referenced subject classes. From all the 
NEs in our dataset, 410 had a single reference class and the remaining 6,590 had mul-
tiple reference classes (between 2 and 7). Then, we relied on the Wikipedia clarifica-
tion and definition sentences that we extracted from the articles discussing each of our 
experimental NEs and we supplied them as input to our facet selection algorithm. The 
latter, following the steps discussed in Section 3.2, grouped the NEs into subject 
classes and for every class it identified a set of useful facets for denoting the NE 
properties within that class. In total our algorithm computed 12 subject classes for 
grouping our experimental NEs and for every class it selected k (k=10) faceted terms 
(i.e. a total set of 120 facets). The most useful facets in each of the identified classes 
are: Person, Institute, Holiday, Country, Corporation, Novel, Disease, Newspaper, 
Science, Film, Band and War. 

To asses the performance of our algorithm in selecting useful NE facets, we carried 
out a human study in which we evaluated the accuracy of the facets that our algorithm 
selected for denoting the NE reference classes. To conduct our study, we recruited 45 
volunteers from our school to whom we presented the list of NEs and their corre-
sponding 19,350 Wikipedia pages and asked them for every NE to read the respective 
pages and indicate a set of terms that was in their opinion useful for representing the 
subject denotation of the NE within every page. We asked our participants to select up 
to 10 terms for every page referring to a NE and we indicated that terms may or may 
not appear in the contents of that page. Each of the 19,350 Wikipedia pages was ex-
amined by five participants and we considered a manually defined faceted term to be 
valid if at least three of the participants selected the same term to represent the NE 
reference in the page. In total, our participants identified 269 distinct facets of which 
204 were selected by at least three different users. We then relied on these 204 jointly 
selected distinct facets and we compared them to the 120 facets that our algorithm 
selected for the same set of named entities and reference pages. 

For our comparisons, we relied on the OSim measure [20] and computed for every 
NE the degree of overlapping facets between those selected by our participants and 
those delivered by our algorithm, Formally, the overlap between two lists of facets 
(each of size k) for a given NE is determined as: 

  (F ,  F ) = T     T    k system system manual manualOSim /I  (6) 

Where Tnamual is the set of NE faceted terms that our subjects indicated, Tsystem is the 
set of NE faceted terms that our algorithm selected and k is the number of facets  
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considered, which in our case k=10 since both our participants and our algorithm 
delivered up to 10 facets for every NE. Table 1 lists obtained results. Due to space 
constraints, we report the number of our experimental named entities that exhibit 
similar degrees of overlapping facets across the different OSim levels. As the Table 
shows, our algorithm managed to identify for 95% of the NEs (i.e. for 6,650 out of the 
7,000) at least one facet that was identical to a human selected one. A close look at 
the obtained results reveals that for NEs with highly overlapping facets, our partici-
pants picked faceted terms from the contents of the named entity pages. This demon-
strates our algorithm’s ability in identifying within the NE contextual elements the 
terms that are highly representative of the named entity denotations. 

Although OSim is a useful measure for deriving the level of agreement between 
the human and the system selected facets, nevertheless it is marginally informative 
about how people perceive the usefulness of the automatically selected NE facets. To 
be able to judge that, we asked our participants to examine the facets selected by our 
algorithm and indicate which of these (if any) were in their opinion useful for repre-
senting the corresponding NE references in the contents of their pages. Human judg-
ments on the usefulness of the automatically selected facets were binary (i.e. useful, 
non-useful) and as in the case of OSim, every facet was examined by five participants 
and we considered a facet to be useful if at least three of the users marked the facet as 
such. We list obtained results in Table 2. 

 
Table 1. NEs distribution at overlapping 
similarity levels between the user-defined and 
the system-selected facets 
 

Table 2. Statistics on the human judgments 
about the usefulness of the automatically 
selected facets 
 

 #of Named Entities % of overlapping facets 
350 0 
785 0.1-0.2 
806 0.2-0.3 

1,965 0.3-0.4 
1,622 0.4-0.5 
778 0.5-0.6 
424 0.6-0.7 
170 0.7-0.8 
80 0.8-0.9 
20 0.9-1 

  

 # of algorithm selected facets 120 
# of useful facets 86 

# of non-useful facets 34 
algorithm’s success rate 71.7% 

  
As Table 2 demonstrates most of the 
facets that our algorithm selects are 
deemed as useful by our participants, 
yielding an overall 71.7% algorithm 
success rate in automatically selecting 
useful named entities facets. 

Overall, the results of our human study indicate that users consider the facets that 
our algorithm selected for representing the NE reference classes as useful. Given our 
algorithm’s potential, we believe that it can be fruitfully employed in a web search 
setting in order to represent the named entity properties within both the user queries 
and the query retrieved pages. By using facets to represent both the query and the 
pages’ subjects, we believe that users will be able to locate pages of interest faster and 
conveniently. In this respect, and considering that NE facets can be computed offline, 
we deem that our method can operate on-the-fly and be readily explored in web 
search applications. 
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6   Concluding Remarks 

We presented a method that automatically identifies terms in the contextual elements 
of NE queries that are representative of the query subject denotations. We have also 
introduced a metric that estimates the usefulness of every identified facet for a given 
query reference class. Our experimental evaluation indicates that the facets selected 
by our algorithm are useful for denoting NE properties and as such we believe that 
they can be employed towards improving web searches about NEs. Currently, we are 
testing our algorithm’s efficiency on a different corpus in order to validate how much 
the dataset used for the extraction of NE facets influences the quality of the obtained 
results. 
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Abstract. Current Web service choreography proposals, such as WSCI
and BPEL, provide notations for describing the message flows in Web
service collaborations. The kernel of WSCI consists of simple commu-
nication primitives that may be combined using control-flow constructs
expressing sequence, branching, parallelism, synchronization, etc. Many
efforts have been made on functional formalization and property verifica-
tion of WSCI-based service choreography. However, QoS facet of service
is yet to be given the importance it deserves. In this paper, we introduce
a novel analytical approach to predict the QoS of web service chore-
ographed based on WSCI using general stochastic Petri net (GSPN) as
the intermediate representation. From the GSPN model and its corre-
sponding continuous-time Markov chain, analytical estimation of three
QoS metrics are obtained. In the case study, we also use computer simu-
lation and confidence interval analysis to validate theoretical evaluations.

1 Introduction

The idea of service WSCI[1] is a composition language that describes the mes-
sages exchanging between Web services that participate in a collaborative ex-
change. A key aspect of WSCI is that it describes only the observable behavior
between Web services using temporal and logical dependencies among the ex-
changed messages and featuring sequencing rules, correlation, exception handling
and transactions.

Many efforts have been made on functional formalization and property verifi-
cation of WSCI-based service choreography. Researches based on process algebra
[2,3,4], Petri net[5,6,7] and automata[8,9] are introduced recently to formally
capture behavioral patterns of WSCI and build upon a large body of theoretical
results as well as techniques for verifying properties such as liveness, soundness,
substitutability, boundness and fairness.

However, less attention is paid on quality-of-service facet of service composi-
tion. Due to the complexity of the problem, most contributions employ testing,
bench-marking or simulation (simulation in our research is merely used as a
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supplementary tool to validate theoretical models) techniques as their means
for QoS evaluation. For instance, [10] develops a bench-marking tool named
JWSPerf to obtain run-time performance records. [11,12] introduce a testing
bed for performance evaluation through extracting performance-related infor-
mation from SOAP message exchanges. [13] introduces a method to augment
web service composition descriptions to support QoS documentation and an-
alyzes QoS based on run-time logs. [14] uses computer simulation to analyze
workload of WS-BPEL based business processes. On the other hand, analytical
approaches for QoS evaluation are even more limited and preliminary. For in-
stance, [15] proposes a method to interpret BPEL descriptions into stochastic
Petri net and derives reliability estimates. However, its interpretation method is
coarse-grained and only captures structural activities. The interpretation from
BEPL into UML introduced in [16] is similarly coarse-grained. [17] introduces
a structural reduction approach for performance evaluation of web service pro-
cesses but requires activities to be with deterministic execution duration.

In this paper, we introduce a stochastic approach to evaluate QoS of WSCI-
based service choreography employing the general stochastic Petri net (GSPN)
as the intermediate model. We first introduce translation rules to map ac-
tivities, routing patterns(sequence, all, choice, switch, while) and other con-
structs(handler, timer) into GSPN fragments. Based on probabilistic transition
matrix derived from GSPN, we present analytical methods to evaluate three QoS
metrics (expected-process-normal-completion-time, process-normal-completion-
probability and expected-overhead-of-normal-completion). We also use simula-
tion and confidence interval analysis to validate theoretical results by showing
theoretical evaluations of metrics are perfectly covered by corresponding 95%
confidence intervals derived from simulative results.

2 Preliminaries

2.1 WSCI

WSCI addresses Web services composition from two primary levels. At the
first level, WSCI builds up on the WSDL (Web Service Description Language)
portT ype capabilities to describe the flow of messages exchanged by a Web ser-
vice. The interface construct introduced by WSCI permits the description of the
externally observable behavior of a Web service, facilitating the expression of se-
quential and logical dependencies of exchanges at different operations in WSDL
portT ype element. At the second level, WSCI defines the model construct which
allows choreography of two or more WSCI interface definitions (of the respective
Web services) into a collaborative process involving the participants represented
by the Web services. WSCI calls this global model which provides a global,
message-oriented view of the overall process.

2.2 Stochastic Petri Net

Petri Nets is a tool used for modeling and analysis of complex system with
behavioral patterns such as concurrency, synchronization and conflict. Original
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Petri net does not care the concept of time and is extended into various types
of timed/stochastic Petri nets. We base our research on general stochastic petri
net (GSPN)[18]:
Definition. A GSPN is a 4-tuple (P, T, F, λ):

1. P = {p1, p2, ....pn} is a finite set of places
2. T is a finite set of transitions partitioned into two subsets: TI (immediate)

and TD(timed) transitions. Immediate transitions are depicted by solid bars
while timed transition by hollow bars

3. λ : TD→ real is a function identifying execution rate of each timed transi-
tion

4. F ⊆ (P ∗ T ) ∪ (T ∗ P ) is a set of directed arcs

3 Transforming WSCI into GSPN

In this section, we illustrate the translation process from WSCI activities and
constructs (following the syntax defined in Figure.1 given by [3] which is isomor-
phic to WSCI but without the verbosity of the XML tags) into GPSN fragments.

The first translation rule deals with message exchanges. WSCI atomic actions
correspond to input and output actions on the corresponding message channels.
A message is represented by a token and the arrival of a message in a specific
channel represented by the existence of one token in the corresponding GSPN
place, whose name is formed by the portT ype, operation and message names
(e.g.,port/op/msg). The translation is illustrated in Fig.2(a).

inte rfa ce D ef  : : = interface  nam e  = {  pro ce ssD e f+  }

proc essD ef  : : = process  na me  =  {  [c ont ex tDe f  ] a ctiv ityD e f+  }
co nte xtD e f : : = context {  proc e ssD ef * [e xc e ption De f  ] }
ac tiv ity De f  : : = a cti onD ef
                 | sequence  [n ame ]  { [ co nte xtD e f ]  ac tiv i tyD ef +  }
                 | all [ na me ] {  [ co nte xtD ef  ]  ac tiv ity D ef * }
                 | switch [n am e]  {  ca se +[ de f ault ]  }
                 | choice  [n am e]  { onM e ssage *| o nT im eo ut*| onF au lt*}
                 | foreach [ nam e]  {  list } do {  [c on tex tDe f  ] acti v ity De f + }

                 | while [ na me ] {  bo olE x pr } do {  [c on tex tDe f  ] act iv ity De f + }

                 | until [ nam e]  {  boo lE xp r } do  { [ c onte xt De f  ] a ctiv ityD e f+  }
                 | empty  [n am e]
                 | fault [ nam e]  {  f aultN a me  }
                 | call [n am e]  {  proc essN am e }
                 | spawn [ nam e ] {  proc essN am e  }
ac tion De f  :: = operation [ na me ]  ope ration  ;  [call [ na me ] {  pro ce ssN a me  } ;  ]
ope ratio n : : =  one Wa y | re que stR esp | notif ic atio n | solic itR e sp
one Wa y : : = in m sg
req uestR e sp : : = in msg  ; out msg
not ific atio n : : = out m sg
solic itR esp : : = out m sg ; in m sg
msg  :: =  w sdlP ortT y pe /w sdlO pe ra tion /msgN a me

ca se : : = case  { b oolE x pr } do {  [ con tex tD ef  ]  ac tiv ity De f + }

de f ault : : = default { [ c onte xt De f  ] a ctiv ityD ef +  }
ex c ept ionD ef  : : = exception { onM essag e*| onT im e out* | onF a ult*}
onM essag e : : = onMessage { (o ne Way  | req ue stRe sp)  [ co nte xtD ef  ]  ac tiv ity D ef * }

onT ime ou t :: = onTimeout { tim e out } do  { [ co nte xtD e f ] ac tiv ityD ef +  }

onF a ult : : = onFault { n am e } do  { [ co nte xtD e f ]  ac tiv it yD ef + }
tim eou t : : = fromStartOf n am e duration tim eD urati on
                  | fromEndOf nam e duration tim e Du ra tion

Fig. 1. Grammar for the untagged version of WSCI
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O neway:
in port/op /m sg
p or t/op /m s g

input

No tificatio n:
o ut p ort/op /msg

po rt/o p/m sg

o utputsta rted co m ple ted s ta rted co mp le ted

( a)  Translat io n o f m e ssa ge  input and outpu t

R eq uestR espo nse:
in p ort1/op 1/m sg 1;
o ut port2 /op 2/m sg 2

po rt1/o p1/m sg1

input

So lic itR esp onse:
out p ort1/op 1/m sg 1;
in  p ort2/op2 /m sg2

star ted co m ple tedo utput

po r t2/o p2/m sg 2 por t1/o p1/m sg1

o utputsta rted c om ple tedinput

po r t2/o p2/m s g2

( b)  Translat io n o f r eq u estR esp /so lici tRe s p  m essage  exchange
Empty: em pty

sta rted c om ple tedemp ty

started comple ted...

A1

A2

Ak

AND-split AND-join

All: a ll A1 A2 ....Ak

( d)  Translat io n o f a ll  ac t ivi ty

( c ) Tr ans la t io n o f emp ty  ac tivity

started

A1

Sequence: seq A 1 A2 ....Ak

A 2 .. .... Ak

comple tedstarted1 started2completed1
comple tedk

( e ) Tr ans lat ion  of se qu en ce  ac t ivi ty

started completed...

A1

A2

Ak

Switch: sw itch b Exp
ca se exp 1 do A1 ca se  exp 2 do   A2

.... case  exp k do  A k

started comple ted...

A1

A2

Ak

C ho ice: cho ice
o nM essa ge m sg do A1 onFa ult failu re do   A2

.... o nT im eout{tim eou t} do   A k
msgfailuretimeout

(f ) Tr ans la t io n o f sw i tch  ac t ivi ty
(g)  Tr ansla tio n o f ch o ice  a c tivity

Timeout: dura tio n timedu ra tion
              | from Sta rOf A1 dura tion  tim eD uration
              | fro mE ndOf A2 dura tion  tim eD uration

started
of A1

completed
of A2

completed
before
timeout

timeout

timer

cancellationstarted
of a choice
construct

timeout
permission

(h ) Tr ansla tio n o f  t im e r

Fault: fa ult

star ted f aul tf ault
thro w er

f aul t
handle r

f aulty
c om ple t io n

( i) Tr ans la t io n o f fa u lt  a c t ivity

A

started

comple ted

repeat

While : w hile exp r do A
Until: until exp r do  A
Froeach: forea ch list do   A

( j) Tr ans la t io n o f wh ile /u n ti l / fo rea ch  a c tivity

A
started completed

onMessage: onM essa ge{(in m sg |in  m sg;o ut msg2 ) A}
onF ault: o nFault fa ult do A
onTimeo ut: o nT imeout tim eout do A

msg

fault

timeout
( k) Tr ans lat ion  of  handle rs

Fig. 2. Translation rules
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Since the requestResp operation can be viewed as the concatenation of a
message input and a message output, while the solicitResp operation can be
viewed as the concatenation of a message output and a message input, their
translation is given by Fig.2(b).

Obviously, the empty action can be translated into a single immediate tran-
sition, as illustrated in Fig.2(c).

The mapping rule of all construct is illustrated in Fig.2(d), where included
activities (may be atomic or complex denoted by diamonds) are activated in
parallel using the AND − split and AND − join control structures.

The translation of sequence construct is straightforward and given by Fig.2(e).
Although both switch and choice capture nondeterministic activation of

branches, there selection mechanisms are intrinsically different. The decision-
making of switch is internally(externally unobservable) determined by the truth
value of boolean expression associated with each branch. Consequently, the trans-
lation employs the XOR − split/XOR− join routing structure to express the
internally nondeterministic decision-making. On the other hand, branch selection
of choice construct is externally decided by messages, timeout signals or faults.
The translation must therefore explicitly capture influences by those external
factors. Translation rules of the two constructs are illustrated in Fig.2(f,g).

The timer of WSCI is translated into GSPN fragment shown in Fig.2(h). Ac-
cording to the grammar of WSCI, if no fromStartOf/fromEndOf condition is
imposed, a timer is activated when the choice activity (which is associated with
that time) is started. The activation can also happen when a specified activity is
started or completed using the fromStartOf/fromEndOf condition. A timer
can be canceled(through moving away the default token in timeout−permission
place in Fig.2(h)) when the choice construct or the most inner construct in-
cluding the context of that timer(if fromStartOf/fromEndOf condition is
imposed) is completed before timer expiration. In Fig.2(h), dashed arrows and
transitions means they may be absent.

Translation rule of the fault activity is illustrated in Fig.2(i). The fault
activity is an atomic activity that triggers a fault in the current context. If
the fault is not handled by any exception event handler defined in the current
context, or in any parent context, the entire WSCI process will complete at the
faulty status(denoted by the faulty − completion place in Fig.2(i)).

until/while/foreach activities repeatedly execute their including activities
and the translation is given by Fig.2(j).

onMessage/onT imeout/onFaulthandlers areactivatedwhen exceptionalmes-
sage, timeout message or fault occur. Their translations are illustrated by Fig.2(k).

4 An Example

In this section, a choreography sample is given in Fig.3 and translated into GSPN
using translation rules given in the previous section. The sample is an modified
version of the sample used [1] and captures a airline-ticket-booking application.
The choreography includes two interfaces, namely traveler and travel − agent.
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<int e rface  n ame  = "Trave ler">
  <process name  = "PlanAn dB ookTrip" in stant iation  = "ot he r">
    <se qu e nce >
      <con te xt>
        <e xce ption >
          <onMess age >
            <action  n ame  = "Un avai labilit yH andli ng"
                          role  = "tn s:trave le r"
                         ope rati on  = "tn s:Trave le rToTA/B ooki ngCLose d">
            <fau lt c ode  = "tn s:e xit"/>
          </on Me ssage >
          <onMess age >
            <action  n ame  = "Tim eO utH andli ng" rol e  = "tn s:t rave le r"
                    ope ration  = "tn s:Trave lerToTA/Time O u t"/>
            <fau lt c ode  = "tn s:e xit"/>
          </on Me ssage >
        </e xce ption >
      </conte xt>
      <se qu e nce >
        <action   n am e = "B ook in gNoti ficati on " rol e = "tn s:t rave l er "
                 operation  = "tns:Trave lerToTA/Book in gNoti fication "/>
        </act ion>
        <action   n am e = "Avai labilit yConf irm" rol e = "tn s:t rave l er "
                 operation  = "tns:Trave lerToTA/Book in gAvail abl e"/>
        </act ion>
        <switch >

          <case >
            <condi tion >tns :Iti ne raryA</condit ion>
              <action    n ame  = "B ook Tick e tA" role  = "tns :trave le r"
                        ope ration  = "tns:Travel e rToTA/B ook Tick e tA"/>
          </c ase >
          <de fau lt>
            <action    n ame  = "B ookTick e tB " role  = "tn s:trave ler"
                      ope ration  = "tns :Trave le rToTA/B ook Tick e tB ">
            </acti on>
          </de fau lt>
        </swit ch>
        <acti on   n ame  = "B ook in gCon firm" role  = "t ns: trave le r"
                 ope ration  = "t ns: Tr ave l er ToTA/B ook in gCon firm">
        <all >
          <action  n ame ="Provi de Accou nt" role ="tns :trave ler"
                  ope rati on="tn s:Trave lerTO TA/Provide Accou nt"/>
          <whil e  n ame ="Re se rve Se ats">
            <condi tion >de f s:n ot LastS eat</c on diti on>
            <action  n ame ="Re se rve S eat" role  ="tn s:Trave le r"
                    ope rati on ="tn s:Trave le rToTA/Re serveSe at"/>
          </wh ile >
        </al l>
      </se quen ce >
    </proce ss>
</in te rface >

<in te rface  name  = "Travel Age n t">
  <proce ss n ame  = "Te stAvailabili ty" in stan tiati on = "oth e r">
    <swit ch>
      <cas e>
        <con diti on >tn s:Unavai labl e </con di tion >
        <act ion  n ame  = "B ooki ngCl osed" role  = "t ns: trave lAge n t"
                 ope ration  = "tn s:TAtoTrave le r/Book in gC lose d"/>
      </case >
      <de fau lt>
        <act ion name  = "Book in gAvail abl e" role  = "t ns: trave lAge n t"
                ope ration  = "tn s:TAtoTrave le r/B ook in gAvai lable "/>
      </de fau lt>
    </switch >
  </proce ss>
  <proce ss n ame ="Accou ntRe trieval" in stant iation ="me ssage ">
    <action  n ame ="Re trie ve Accoun t" r ol e ="tn s:t rave lAge n t"
            ope ration ="tn s:TAtoTrave le r/Provi de Accoun t"/>
  </proce ss>
  <proce ss n ame ="Re se rve Se at" in stant iation ="me ssage ">
    <action  n ame ="Re se rve Se atC on fi rm" role ="tn s:trave l Agent "
            ope ration ="tn s:TAtoTrave le r/Re se rve S eat"/>
  </proce ss>
  <proce ss n ame  = "Plan An dBook Trip" in stan tiati on = "me ssage ">
    <se qu e n ce >
      <sequ e n ce>
        <con te xt>

(a)The interface of traveler

(b)The interface of travel-agent

<exce ption >
            <on Time out  prope rty = "tns:e xpiryTi me "
                       type  = "du rati on "
                       re fe re n ce="tns:Rece ive TripO rde r@st ar t">
              <action  n ame ="Noti fyTime out" role ="tn s:trave lAgent"
                      operati on="tn s:TAtoTravel er/Time ou t"/>
            </on Timeou t>
          </e xc ept ion>
        </cont e xt >
        <act ion   name  = "Re ce ive Tri pO rde r" role  = "t ns: trave lAge n t"
                  ope rat ion  = "tn s:TAtoTrave le r/B ook Tick e ts"/>
          <spawn proces s = "TestAvailabili ty"/>
          <joi n proce s="Te stAvailabil ity"/>
        </action >
      </seque n ce >
      <choice >
        <on Me ssage >
          <acti on name  = "Re ce ive A" role  = "tn s:trave lAge nt "
                  ope rat ion  = "tn s:TAtoTrave le r/B ook Tick e tA"/>
          <acti on name ="Con firm Booki ng" rol e ="t ns: trave lAge n t"
                  ope rat ion ="t ns:TAtotrave le r/Con firmB ook in g"/>
        </onMess age >
          <on Me ssage>
          <acti on name  = "Re ce ive B " role ="tn s:trave l Age nt "
                  ope rat ion  = "tn s:TAtoTrave le r/B ook Tick e tB "/>
          <acti on name ="Con firm Booki ng" rol e ="t ns: trave lAge n t"
                  ope rat ion ="t ns:TAtotrave le r/Con firmB ook in g"/>
        </onMess age >
      </ch oice >
    </se qu en ce >
  </proce ss>
</i nter face >

Fig. 3. The sample of service choreography

All message exchanges are of single direction with type oneWay or notification.
For brevity, portT ype definitions, correlation definitions and global model is
omitted.

The traveler interface captures booking behaviors of clients, including a main
process PlanAndBookTrip. The process first sends the travel-agent a notifica-
tion signal to start the booking application through BookingNotification and
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Fig. 4. The GSPN derived from the sample choreography

waits for reply through AvailabilityConfirm. If the reply message indicates
unavailability of service, UnavailabilityHandling in the exception definition is
activated and the handler throws a fault to terminate the application. On the
other hand, on receipt of positive reply, the traveler starts a internal nonde-
terministic decision between two optional ticket offerings. After all mentioned
above are accomplished, the traveler finally starts two parallel branches to pro-
vide account information and reserve multiple seats.

The travel-agent interface captures booking service of ticket provider, includ-
ing a main process PlanAndBookTrip (according to [1], it is recommended
to assign the same name to all top processes which belong to the same ap-
plication). The process first reply to BookingNotification of traveler through
ReceiveT ripOrder and spawns the TestAvailability process defined in its con-
text. The TestAvailability process may reply with availability or unavailabil-
ity status. When ReceiveT ripOrder starts, a timer is activated and the timer
throws a timeout exception if it takes ReceiveT ripOrder too long to reply. After
ReceiveT ripOrder ends, a choice activity is started where only one of ReceiveA
and ReceiveA is executed according to message received from the traveler.
The interface also includes two message-driven processes AccountRetrieval and
ReserveSeat which respectively respond to ProvideAccount and ReserveSeat
of the traveler interface.

Based on translation rules given in the previous section, the sample chore-
ography can be translated into the GSPN given in Fig.4, where the upper and
lower part respectively illustrate the traveler and travel-agent interface and mes-
sage channels are mapped into places between the two interfaces. The place with
double circles denotes the status of faulty-completion. Initially, there is each one
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Table 1. OPUT of timed transitions

TD td1 td2 td3 td4 td5 td6 td7 td8 td9 td10 td11 td12 td13 td14 td15 td16

λ 0.74 0.63 1 1.2 0.88 0.41 0.39 0.94 0.65 0.57 0.29 0.46 0.71 0.55 1.08 0.38
OPUT 1.23 0.89 0.65 1.04 1.7 2.53 0.48 0.93 2.75 1.46 0.53 0.94 0.58 1.33 0.72 0.42

token in the starting place of the traveler process, the starting place of the agent
process and activation place of the timer construct (according to the translation
rule given in Fig.2(h)).

For QoS analysis, we have to define two more functions. pe : TI → Real iden-
tifies the probability that each every immediate transition is executed when its
preceding places contain tokens. Since only ti4/5/11/12/19/20 are nondeterminis-
tically activated, we have that pe(ti4/5/11/12/19/20) = 0.2/0.8/0.5/0.5/0.95/0.05
and pe for all other immediate transitions equal 1. Another function is OPUT :
TD → Real to identify over-head-per-unit-time of every timed transition. Ex-
ecution rate and OPUT of every timed transition of the sample is given in
Table.1.

5 Stochastic Modeling and QoS Evaluation

For quantitative evaluation of service choreography, a state-based analysis of
GSPN is inevitable. Let X(t) denote the set of operational timed transitions at
time t (execution begins at time 0), then its state-space S can be obtained in
a traversal way. The state-space of the choreography sample is given in Table.1
( For brevity, only a part of the state space is given). According to Fig.4, s6,8,9 can
only leads to faulty completion since these states indicate activation of handlers
and all handlers in the sample throws faults which can not be caught.

Table 2. State space

state operational timed transition state operational timed transitions
s1(Initial-state) {td1} s2 Fauty completion

s3 Normal completion s4 {td10, td11}
s5 {td10, td12} s6 {td9, td11}
s7 {td2, td10} s8 {td9, td12}
s9 {td8, td10} s10 {td3, td10}
· · ·

Since execution duration of every timed transition in GSPN is exponential ,
we have that X(t) is a homogenous continuous Markov chain and its infinitesimal
generator matrix Q is given by Eq.1.

qi,j =

⎧
⎪⎨
⎪⎩

λ(tdl)×
∏

tim∈TISET pe(tim) if si tdl, T ISET−−−−−−−−→ sj

−∑
1≤r≤|S|,r �=i qi,r if i = j

0 else

(1)
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where λ(tdl) denotes execution rate of transition tdl, |S| denotes the number of
states in the state space and qi,j denotes the transition rate from state si to sj .
Relation si tdl, T ISET−−−−−−−−→ sj implies that sj is the resulting state of sj if timed
transition tdl and the set of immediate transitions TISET fire. Those resulting
states are viewed as different types in the Markovian chain according to the
phase-type property. The proof of Eq.1 is omitted in this paper.

Based on the transition matrix, three Qos metrics of service choreography
can be obtained. The first metric is expected-process-normal-completion-
time(EPNCT for simple). From the perspective of state transition, EPNCT
denotes the expected duration for initial state to reach normal termination. Note
that, execution of handlers are treated not as faulty completion but as normal
process evolution since they are explicitly specified by WSCI description and
can not cause unanticipated system behaviors.

In conjunction with EPNCT , we introduce two more metrics related to the
notion of normal completion, i.e., process-normal-completion-probability
(PNCP for simple) and expected-overhead-of-normal-completion(EONC
for simple). PNCP denotes the probability that process finally reaches the nor-
mal termination state. While EONC belongs to the cost dimension of QoS.
Process overhead is determined by execution durations of involved timed tran-
sitions and overhead-per-unit-time of those transitions.

To evaluate EPNCT , we first have to evaluate expected duration for each
state to reach the absorbing state of normal termination, EDT (i). We have

EDT (i) =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if si is the normal completion state
∞ if si is an faulty completion state
∞ if all immediately succeeding states of si have EDT of ∞

1
−qi,i

+
∑

1≤k≤|S|,k �=i,EDT (k)<∞
qi,k×EDT (k)

TEMPi
else

(2)
where 1

−qi,i
is the expected elapsing duration of state si and TEMPi is an

intermediate variable given by

TEMPi =
∑

1≤k≤|S|,k �=i,EDT (k)<∞
qi,k (3)

Eq.2 implies that the EDT of a certain state is simply its expected elapsing
duration plus weighted EDTs of its immediately succeeding states(excluding
faulty completion states and those which lead to faulty completion states).

Based on observations above, we have that EPNCT is obtained as EDT of
the initial state

EPNCT = EDT (1) (4)

To evaluate PNCP , we first have to calculate the probability for each state to
reach the normal completion state, PRN(i).
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PRN(i) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 if si is the normal completion state
0 if si is an faulty completion state
0 if all immediately succeeding states of si have PRN of 0∑

1≤k≤|S|,k �=i,PRN(k)>0
qi,k

TEMPi
× PRN(k) else

(5)
Similar to Eq.2, Eq.5 is given in an iterative manner. PRN for a certain state
is the sum of PRNs of its immediately succeeding states (excluding faulty com-
pletion states and those which lead to faulty completion states) multiplied by
its transition probabilities to those states.

PNCP is then obtained as

PNCP = PRN(1) (6)

To evaluate EONC, we first have to evaluate an intermediate variable, EO(i),
which is the expected overhead for state si to reach normal completion.

EO(i) =

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

0 if si is the normal completion state
∞ if si is an faulty completion state
∞ if all immediately succeeding states of si have EO of ∞∑
tdo∈ACTi

OPTU(tdo)

−qi,i
+

∑
1≤k≤|S|,k �=i,EO(k)<∞

qi,k×EO(k)
TEMPi

else
(7)

Therefore, EONC is given by

EONC = EO(1) (8)

Based on methods introduced above, EPNCT/PNCP/EONC of the sample is
calculated as 19.14/0.3203/21.05.

6 Simulation and Confidence-Interval-Analysis

In this section, we employ Monte-carlo simulation and confidence interval anal-
ysis to validate analytical methods introduced in the previous section.

Monte-carlo simulation is a flexible performance prediction tool used widely
in science and engineering [19]. In Monte-carlo simulation, stochastic behaviors
and events of target system are generated using random number generators.
Outputs of simulation procedure are treated as random observations (samples)
of the system under study. As for research in this paper, the Monte-carlo simu-
lation procedure conducts 10000 simulation runs of the WSCI sample. In each
run, exponential random generators are used to generate execution durations
of executed atomic activities and 0/1 random generators are used to decide
the choice-making of branches when system encounters nondeterminism. When
each simulation run terminates, the final state(normal or faulty completion) is
recorded. Also, process-completion-time and process-overhead is calculated and
recorded based on execution durations of involved timed transitions.
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Based on histogram charts of simulation experiments illustrated in Fig.5-6,
we derive the 95% confidence intervals of EPNCT/EONC as [18.7650, 19.2073]
/[20.8055, 21.2273] which perfectly cover theoretical evaluations of 19.14/21.05
given earlier. Using the normal-completion-rate of simulation experiments and
the method for confidence interval analysis of Bernoulli trials [20], we also
obtain the 95% interval of PNCP as [0.3054, 0.3427] which also perfectly covers
theoretical evaluation of 0.3203 given earlier. Taken together, results suggest
analytical methods in this paper are validated by simulations.

7 Conclusion

In this paper, we introduce a novel analytical approach to predict QoS of service
choreography built on WSCI, using GSPN as the intermediate model. From the
GSPN model and its corresponding continuous-time Markov chain, analytical
evaluation of three QoS metrics are obtained. In the case study, experimen-
tal results and confidence interval analysis suggest analytical evaluations are
validated by simulation.
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Abstract. In recent years, network-based education has been growing rapidly  
in size and complexity. Therefore, knowledge clustering becomes more and  
more important in personalized information retrieval for e-learning. This paper 
introduces a clustering coefficient partition algorithm for providing e-learning  
personalization service after the learners’ knowledge has been classified with 
clustering. Through automatic analysis of learners’ behaviors, their partition with 
similar knowledge level and interests can be discovered in order to provide 
learners with contents that best match their educational needs for collaborative 
learning. Experimental results show that our algorithm is efficient and effective 
in extracting clusters from large set of contents. 

Keywords: e-learning, clustering coefficient, partition, personalization service. 

1   Introduction 

The rapid development of information technology and the Internet have caused con-
tinuous and significant changes to every sector of modern society. Education itself 
could not remain passive and unconcerned [3,6]: all traditional teaching techniques 
need re-evaluation, while new ones are introduced. Internet-oriented applications try to 
satisfy current educational needs by closing the gaps between traditional educational 
techniques and future trends in technology-blended education. E-learning now be-
comes a revolutionary way to empower enterprises and their workforce with the nec-
essary skills and knowledge. 

Towards this goal, various e-learning systems have been developed in recent years. 
To address the drawbacks of previous static old-fashioned e-learning system as difficult 
in doing automatic semantic evaluations, and inefficient in cooperative cognitive 
processes by providing personalized support such as tracking of learners’ input and 
relevance feedback support for learners. This is particularly important when e-learning 
takes place within, an open and dynamic learning and information networks. For  
example, Chen & Chung [1], Chen & Duh [2] and Chen & Liu [7] discussed the  
applications of item response theory in e-learning system. 
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Cluster analysis is one of the key unsupervised learning techniques of data mining. 
Clustering techniques have been used for information retrieval, post-searching for 
categorize information, and knowledge representation for users’ understanding. Due to 
large amounts of education contents continue to grow inexorably in size and complexity, 
the techniques and approaches of cluster analysis suffer from the challenges such as 
high-dimensional data clustering, complex data clustering, and description of too many 
clusters. The purpose of data clustering is to extract the similarity between contents to 
gain better understanding of them for the purpose of more effective personalized re-
trieval. Therefore, we apply divisive algorithms for our cluster analysis [8, 9, 10]. 

The contributions of this paper are below:  

1. In this paper, we introduce clustering coefficient partition algorithm into the 
personalization part of our e-learning system.  

2. We propose a system architecture of the E-learning system in which a clustering 
coefficient partition algorithm is introduced.  

3. We further evaluate the performance of our algorithm with experiments.  

The rest of paper is organized as follows: In Section 2, we introduce a system archi-
tecture. Then, a clustering coefficient partition algorithm is proposed in Section 3. 
Finally, several experiments are performed to validate the efficiency and effectiveness 
of this method. 

2   System Architecture 

As shown in Fig. 1, the architecture of our e-learning system includes three main parts: 
learner subsystem, instructor subsystem, and data management subsystem [4,5]. These 
three parts form standalone entities, while at the same time collaborate with one an-
other. The learner subsystem handles both individual learners and learner groups. In-
dividual learner means those participating in the learning process as individuals, while 
group learners means those participating in the educational process as groups, e.g., 
collaborative learning. The instructor subsystem handles the instructors, including 
those from general or special education as well as experts in e-learning. The data 
management subsystem consists of the personalization engine, system server, and the 
database.  

As shown in Fig. 1, the processes of the learner subsystem include on-line learning, 
evaluation and coach. The evaluation process produces assessment information and 
sends it to the coach process. In addition, the evaluation process and coach process 
create the learner records for storing in the database. Processes of the instructor sub-
system include assessment management, queries, learning preference setting, and 
learning context management. In general, initialization information for learners is 
defined by the instructors and is stored in the learners’ profiles. Each of them describes 
characteristics of the learner, learning needs, and preferences. The data management 
subsystem stores knowledge, information, and other resources used in the learning 
activities in order to integrate the learner subsystem with the instructor subsystem for 
educational collaboration. The personalization engine introduces a clustering coeffi-
cient partition algorithm for analyzing characteristics of learners, learning needs and 
preferences, and then classifies learner behaviors, and providing new learner person-
alization services consequently. 
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Fig. 1. E-learning system architecture 

3   Application of Clustering Coefficient Partition Algorithm in the 
E-Learning System Personalization Service 

The clustering coefficient partition algorithm is a new kind of divisive algorithm that 
requires the consideration of local quantities only. Therefore it is much faster than GN 
algorithm. The fundamental ingredient of a divisive algorithm is a quantity that can 
single out edges connecting nodes belonging to different communities. This is con-
sidered as the edge clustering coefficient, defined, in analogy with the usual node 
clustering coefficient, as the number of triangles to which a given edge belongs, divided 
by the number of triangles that might potentially include it, given the degrees of the 
adjacent nodes.  

We model a learning behavior information as a directed graph G=(V,E), where V 
denotes the learner-behavior set, and E represents the route relation set of learners 
behavior. The clustering coefficient partition algorithm is introduced into the e-learning 
system personalization service, the concrete steps of which are shown as follows: 
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(1). Analyze learners’ behavior information, and express them as matrix represen-
tation of a directed graph, named as a patterned frequency graph that contains a path for 
each sequence of learning process, as shown in Fig. 2. The rows and columns of the 
matrix represent learner behavior, while element aij represents a quantification value of 
the learner behavior information. 
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Fig. 2.  Learners’ information matrix 

(2). Calculate every edge clustering coefficient )3(
, jiC , and remove the edge of 

minimum )3(
, jiC  in the matrix. We define )3(

, jiC , in analogy with the usual node clus-

tering coefficient, as the number of triangles to which a given edge belongs, divided by 
the number of triangles that might potentially include it, given the degrees of the  
adjacent nodes. More formally, for the edge connecting node i to node j, the edge 
clustering coefficient is given by: 

)]1(),1min[(

)3(
,)3(

, −−
=

ji

ji
ji kk

z
C  (1) 

where )3(
, jiz  is the numbers of triangle built on edge (i,j), and min[(ki-1),(kj-1)] is degree 

minimum of degree ki-1 and degree kj-1. 

The symbol )3(
, jiC  denotes the clustering degree of all the nodes in a graph and shows 

the link cohesion or graph tightness. Adjacent edges based on nodes having weakly 

adjacent relation are included in little triangle or no triangle with their )3(
, jiC  small; 

while there are some triangles based on nodes having tightly adjacent relation with their 
)3(

, jiC  relatively large. The idea behind the use of this quantity in a divisive algorithm is 

that edges connecting nodes in different web graph are included in few or no triangles, 

and tend to have small values of )3(
, jiC . On the other hand, many triangles exist within 

clusters. Hence, the clustering coefficient )3(
, jiC  is a measure of how in-

ter-communitarian a link is. A problem arises when the number of triangles is zero, 

because )3(
, jiC =0, irrespective of ki and kj, (or even )3(

, jiC  is indeterminate, when 
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min[(ki-1),(kj-1)]=0). To remove this degeneracy, we consider a slightly modified 
quantity by using, at the numerator, the number of triangles plus one: 

)]1(),1min[(

1~
)3(

,)3(
, −−

+
=

ji

ji
ji kk

z
C     (2) 

(3). Judge whether the algorithm get the end, if it is not, repeat the step (2) based on 
the changed matrix, otherwise, end the algorithm. 

In this section, we apply a clustering coefficient partition algorithm in analyzing 
learners’ on-line learning behaviors from their behaviors history. Fig. 3 shows the 
learners’ behaviors, where plus sign denotes one of learners’ behaviors having direct 
connection with another behavior.  Fig. 4. shows the corresponding learners’ behaviors 
partition result.  

 

Fig. 3. Learners’ behavior before clustering coefficient partition algorithm 

 

Fig. 4. Learners’ behavior partition after clustering coefficient partition algorithm 
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Fig. 5. Efficiency and effectiveness of algorithm 

Based on Fig. 4, we demonstrate that such learners’ behavior can be divided into 
three clusters. For a new learner, firstly our system may select a best learner’s level that 
matches, and then based on the result of the partitioning algorithm; our system assigns 
the best match learning contents, and plans a suitable learning sequence. Then, our 
system provides the learner with the appropriate e-courses, according to dynamically 
updated, profiling information. 

Fig. 5. shows the efficiency and effectiveness of our algorithm. The computation 
time of the clustering coefficient partition algorithm is mainly spent in removing edges, 
because a complete check is necessary to judge whether the algorithm finishes, together 

with an value update of )3(
, jiC . The time that the first operation needs is order of N, 

where N is total edge number of the graph, while the second operation time is constant. 
So through repeating such operations for all edges, the algorithm time can get to a upper 
bound of O(N2). For the graph with a spot of nodes, the relation of compute time with 
edge number can reduce to linear, conversely, the upper-bound time complexity of the 
algorithm is O(N2). 

4   Conclusion 

This paper presents a clustering coefficient partition algorithm introduced for 
e-learning personalization. Experiment results demonstrate the efficiency and effec-
tiveness of our proposed method. It analyzes the learner behavior history, after finding 
out the learner’s clustering of knowledge in a specific subject, automatically catego-
rizes to a distinct behavior class that characterizes their behavior as well as future 
interests and choices within the system. So according to the cluster of learners level to 
which the learners belong, the e-learning system can provide new learners with ap-
propriate e-courses, educational contents, enabling them to quickly reach the learning 
goal that is compatible with their knowledge background. 
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In the future, we will improve the clustering coefficient partition algorithm to get its 
better efficiency and effectiveness. 
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Abstract. Web based business processes has many particular characteristics. 
Traditional workflow pattern is not applied in this environment. In this paper, 
smartflow pattern, a new business processes application pattern, is proposed. It 
enables automatic generation of business process based on user's requirements. 
An automatic generation method based on processes semantic, the key issue of 
smartflow pattern, is also provided. Finally, an application of smartflow pattern, 
the IPVita (Intelligent Platform of Virtual Travel Agency) is described. 

1   Introduction 

Many works in our life include business process, especially on the web But the facili-
ties that we can choose to manage business process on the web are limited.  

Web-based business process management has many own characteristics. Tradi-
tional methods of business process management, such as workflow architecture, are 
not adapted in this environment any more. For example, the users of web-based busi-
ness process management are individual, not enterprise users. Towards enterprise 
user, business processes in enterprise are usually fixed. A type business process can 
be designed in advance, and then many business process instances belong to this type 
business process can be followed. But in web-based environment, towards to many 
individuals, the limited business processes types designed in advance is not adapted 
many unpredictable requirements of individuals. Each requirement of individual may 
has many its own individuations. So the pattern of traditional business process man-
agement, once designed and repetitious used, is not used in web environment towards 
internet users.  

In order to satisfy the business process management requirement of internet indi-
vidual, we propose a novel process application pattern, called smartflow pattern, in 
which business processes including individuations can be automatic generated accord-
ing to process requirements of users. Smartflow pattern is not a new method, but an 
new application pattern in web environment towards to business process. Lots of 
methods relative web-based process management still belong to traditional process 
pattern[1,2]. 

The scope of this paper is limited to discuss an automatic generation method of 
business processes, which is the key problem in Smartflow pattern. 
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The remainder of this paper is organized as follows. First we introduce this process 
automatic generation method as a whole. In section 3, we explicate the process se-
mantics repository structure. In section 4, we introduce the description of user process 
requirements. In section 5, we introduce the algorithm of process automatic genera-
tion in detail. In section 6 we give the application of this method in our project IPVita 
(Intelligent Platform of Virtual Travel Agency)[3], which is typical Smartflow pat-
tern. Section 7 concludes this paper. 

2   Method Outline 

In this section, we introduce the principle and architecture of this process automatic 
generation method. 

In this paper, we choose knowledge based method, and use ontology to describe 
and manage process semantics [4]. What are the process semantics? We think that the 
concepts and associations between concepts in business processes are important. Us-
ing it, we can model process requirements of users, and generate individual process 
automatically. The method outline is followed:  

Process Semantic 

Repository 

User 

requirements

Individual 

process 

elicitation Auto-generation

 

Fig. 1. Method Outline 

In this architecture, the process generation fell into three phases. First, a process seman-
tic repository is constructed. Using it, process requirements of individuals can be elicited. 
Finally, the process generation method can help to form a business process automatically. 

3   Process Semantics Repository 

We want to manage and use process semantics, such as descriptions of activities and 
associations between activities. Ontology technology is the best choice to present it. 

3.1   Definition of Process Ontology 

Definition 1. Process ontology is composed of process concepts and associations. 
Process concepts mainly include descriptions of activity and event. Associations 
mainly include the activity flow model. 

We describe these definitions respectively. 

3.2   Process Concepts 

Activity:=UnitActivity|ComActivity 

ComActivity:=SeqActivity|OrActivity|XorActivity 

UnitActivity=(trigger:event;in:state;out:state) 
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OrActivity|XorActivity=(SubActivity:Activity; trig-
ger:event;in:state;out:state) 

SeqActivity =(SeqActivity:Activity; trig-
ger:event;in:state;out:state) 

Event concept includes request event, change event and time event. 

Event:=RequestEvent|TimeEvent|ChangeEvent 

3.3   Association Semantic 

Activity flow model present the associations between activities and process in  
organization. 

ActivityFlowModel=(Node, Link). 
Node=(Event∪State∪Activity∪Connector) 

connector={∨,∧,¬,=} 

Link=((Event*Activity)∪(State*Event)∪(State*Activity)∪(Ac

tivity*State)∪(State*connector)∪(connector*State) 
∪(Activity*connector)∪(connector*Activity)∪(connector*con
nector)) 

4   Process Requirement Elicitation 

Process ontology can guide the user to form the process requirement [5]. Each process 
requirement is one instance of the process ontology. 

Formally, we give the description of process requirement. 

Definition 2. Process Requirement=(DomainCon, ConMapping, Ass). 

DomainCon indicates domain concepts given by user. ConMapping indicates the 
relation between concepts in process ontology and it. Ass indicates the association 
between DomainCons. 

Tab1. shows the part of process requirement in travel domain. 

Table 1(a). Concepts of process requirement in travel domain 

Domain Concept Concept Mapping 
Plan Activity 
Apply(visa) Activity 
Order(hotel) Activity 
Order(ticket) Activity 
Price Data 
Source Data 
Destination Data 
Ticket Data 
… … 
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Table 2(b). Associations of process requirement in travel domain 

Source Concept Target Concept Association Name 
Request(travel) Plan Trigger 
Plan Order(ticket) Subactivity 
Plan Apply(visa) Subactivity 
Plan Order(hotel) Subactivity 
Time Order(ticket) In 
Price Order(ticket) In 
Source Order(ticket) In 
Destination Order(ticket) In 
Order(ticket) Ticket out 
… … … 

5   Process Automatic Generation Algorithm 

As shown in above,  activity flow model is composed of four type nodes. We can start 
with unitactivity, construct activity connection, and finally generate the activity flow. 

Algorithm 1. Process Automatic Generation Algorithm 

1. create one node for unitactivity, then draw a trigger arc to this node, the source of 
trigger arc is the trigger event of this unitactivity, called Trigger(A),  a state input 
arc to this node, and a state output arc from this node. The source of state input arc 
is link the in state of this activity, and target of state output arc is link the out state 
of this activity. 

2. analysis state input arc 
− if in state is null, then delete it 
− if in state is atomic, then replace it 
− if in state is composed one,  replace it according to Fig.2(a) 

all these in states are called InStates(A) 
3. analysis state output arc 
− if out state is null, then delete it 

S1 

Or(S1, S2) 

S1 

∨ 

S1 

and(S1, S2) 

S1 

∧ 

not(S) S ¬ 

S1

Or(S1, S2) 

S1

∨

S1

and(S1, S2) 
S1

∧

not(S) S¬ 

 

Fig. 2(a), Fig. 2(b). Process Automatic Generation Algorithm Rules 
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S1=S2 

 

Fig. 2(c). Process Automatic Generation Algorithm Rules 

− if out state is atomic, then replace it 
− if out state is composed one,  replace it according to Fig.2(b) 

all these out states are called OutStates(A) 
4. A1,A2∈ActivitySet, if s1∈InState(A1), s2∈OutState(A2) and s1=s2,connect A1 

and A2 according to Fig.2(c) 

6   Application in IPVita Project 

IPVita (Intelligent Platform of Virtual Travel Agency) is a platform servicing for 
travel domain. It is a typical Smartflow Pattern. Each user just provides his own re-
quirement relative his travel, and then a travel plan is automatically generated. Plat-
form can also execute this travel process through interchanging with user. 

Fig.3 is one result generated using this method in this platform. 

 Request abroad 

∨

plan 

Visa no Visa exist

Apply visa

∨

Visa accept Visa reject

Order air

∧

Order hotel Order bus

activity 

state

 connector

event

ticket room company

∧

Execute planl

 

Fig. 3. A Case Study 

7   Conclusion 

This paper starts with the discussion that traditional process application pattern is 
limit in web-base process management. So a novel process application pattern, smar-
flow pattern, is proposed. Few researches have been found on this field. 

We mainly introduce the key technology in smartflow pattern, namely, process 
automatic generation method. It includes process ontology construction, process  
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requirement elicitation and process automatic generation. In addition, the application, 
IPVita, and a case study are introduced to illustrate this method.  

In the future, we plan to provide analysis method to verify the generated process 
model. 
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Abstract. Now workflow technique is almost the unique candidate to handle a 
business process in a software application. But graph based traditional work-
flow is not enough flexible in software engineer which is well known since it 
was introduced from manufacture industry in 1980s. Until now how to make 
workflow more flexible is also an unresolved problem in workflow technique 
which is a serious bottleneck for its popularization, although many efforts have 
been done to advance it. Author thinks it is wrong to design a process model 
based on graph theory, which is just the reason to cause workflow so inflexible. 
In this paper, author presents new generation process model – Easy Flow based 
on task and its semantic, which is easy to understand, design, modify and refac-
tor a business process. Easy Flow model is completely different with workflow 
model, which is more adept to control a “changing” business process in an en-
terprise application. Easy Flow will replace workflow to realize real business 
process management in future applications. 

Keywords: Business Process, Process Refactoring, Workflow, Graph.  

1   Introduction 

How to handle business process in an enterprise application is a common problem in 
software engineer. Now these works are completed by workflow or workflow based 
BPM techniques in most solutions, which are based on petri-net or other graph based 
theory. Now graph based workflow technique has almost been the unique candidate to 
handle a business process in a software application. In most enterprise applications 
solutions, workflow middleware is used to control business process and business 
classes are used to handle business logics. 

But there are many problems when we integrate graph based workflow middleware 
into an enterprises application, which have been discussed many years since work-
flow was introduced from manufacture industry in 1980s. 

The biggest problem is that workflow can’t handle “changing processes”. How to 
change a running business process is a difficult problem which has been discussed in 
recent 20 years. If a process is changed in running state, you must precisely analyze 
its impacts for all started process instance and then handle these impacts to avoid any 
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risks. It is a hard work in a graph based process model with various running instance, 
which would cause many unresolved difficult problems including some NP problems 
in graph theory. Therefore a safe solution for “changing process” is that old instance 
use old process model and new instance for new process model, in another word, 
process changing is valid only for those new instances. 

But on the other hand, a “changing process” is eagerly needed by most enterprise. 
Current world is a changing world, so an enterprise must continually change itself to 
adept to the new environment if it wants live longer. For example of Chinese apart-
ment loan, recently central bank publics new loan discount for the first apartment of a 
consumer to avoid house market crisis. It is very suddenly and banks must add a sub-
process of new discount applying in their loan process as soon as possible, otherwise 
consumer would leave to other bank if they can’t get new discount quickly. At the 
same time some old process instance would have run many years for example a bank 
loan handling instance, so the current solution -- “new process for new instance” -- is 
not satisfied for enterprise of course. In some awkward cases, enterprises even ask 
developers to remove or round workflow solution temporarily to satisfy their urgent 
“process changing” requirements. 

Another problem is that workflow can’t handle “unclear processes”. In current 
workflow solution, designer must define all details of current process and prearrange 
some nodes for future process. But in this solution, predefining for future process is 
almost an impossible completed task for designer because they don’t know what will 
happen in the future. Also for example of apartment loan, many banks are trying to 
use more flexible payment pattern -- customer decide the monthly payment amount in 
a range -- to fetch more customers, but this must get warrant from central bank. Al-
though how to modify payment hasn’t been decided, it doesn’t affect loan applying. 
Designer can only define loan applying process to run, and then add payment process 
in the future when payment modification is approved. 

“Unclear processes” is also very common in most enterprise because we should 
pay more attention to complete current work than to forecast future works. The cur-
rent solution -- “design for everything both now and future” -- cost too much times for 
tasks that maybe not happen for ever. In some worst cases, enterprise users even 
complain that they pay so much money to get some garbage never used. 

In general workflow technique is not enough flexible for enterprise application, 
and it is more adept to stable business processes not to “changing” and “unclear” 
ones. Until now how to make workflow more flexible is also an unresolved problem 
which is a serious bottleneck for its popularization, although many efforts have been 
done to advance it. After achieving many process projects, author thinks maybe it is 
wrong to define a process model based on graph theory, and graph structure is too 
complex for business process to cause it so inflexible. In this paper, author presents 
new generation process model – Easy Flow based on a simple task basket, which is 
easy to understand, design, modify and refactor a business process. Easy Flow model 
is completely different with workflow model, which is more adept to control business 
process in an unstable enterprise environment. We believe that Easy Flow will replace 
workflow to realize perfect business process management in future applications. 

The remainder of this paper is organized as follows. In Sec.2 some research works 
about how to advance current workflow techniques are discussed. In Sec. 3, new 
process model – Easy Flow is presented with an actual case about changing process, 
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and it is easy to change an unclear process without any impacts for all running in-
stances. And in last section, there are conclusions. 

2   Related Works 

Workflow techniques[1] came from manufacture industry in 1980s, which was first 
used to handle office documents automatically. In the early 1980s, there are many 
software including WorkFlo[2] and ViewStar[3] using different workflow models. 
After W. M. P. van der Aalst[4] and PNabil R. Adam etc[5] introduced petri-net as 
the concept model of workflow, petri-net have been accepted by most researchers. 
Now most workflow definition languages such as jPDL[6] and BPEL[7] are based on 
perti-net model to control task process. Although there are also some other workflow 
model at that time, all of them is still based on graph theory because most researcher 
and developers think a workflow model is a task handling graph. In the early of 
2000s, petri-net based workflow technique was used in business process management 
system[8] to replace rule based techniques[9]. Now workflow technique is almost the 
unique candidate to handle a business process in a software application. 

But both researchers and developers have found that graph based workflow model 
is not enough flexible for business process. The biggest problem is that workflow 
can’t handle “changing processes” and “unclear process”, but it is just what enterprise 
want workflow do. Once a workflow model is built to be run, changing it is a very 
hard work. Therefore how to make workflow model more flexible become a hot topic 
in workflow research. In the early of 1990s, Marc Voorhoeve etc[10] provided Ad-
hoc Workflow solutions to enhance the flexibility of workflow, and R. Siebert[11] 
presented an open architecture for adaptive workflow management systems. Using 
exception handling to ensure a safe workflow changing is another efforts in 2000s, 
Claus Hagen etc[12] introduced a exception handling algorithm to evaluate and con-
trol exceptions in workflow changing. Wil M. P. van der Aalst etc[13] used another 
method -- case handling – to try to simplify the workflow changing. At the same time 
more basic effort had become in Alessandra Agostini etc[14], who try to simplify 
process model using a more simple model – Simple Process. More researches can be 
found in Wil M. P. van der Aalst’s survey[15]. Although many perfect works have 
published in recent 20 years, there are no any papers can resolve all problems in 
workflow changing, and all workflow software have to use an old but safe policy – 
new model for new instances and old model for old instances. When BPM (Business 
Process Management) is popular after 2000, this problem becomes more serious be-
cause changing is a basic feature in business process. Jussi Stader[16] and Daniela 
Grigori[17] introduced how to make a BPM system more intelligent. In fact most 
papers aimed to make a business process more flexible in BPM research area but 
there are no good ideas to be used in current BPM software until now. We should 
think about some questions again: Why process changing is so common in our life but 
current graph based workflow techniques are so difficult to complete this work? 
Whether there are some things wrong in current workflow theory? Whether graph 
structure is too complex to describe a business process and whether a business process 
just is a task or business graph? Is it important in a business process to know which its 
previous tasks are when we do a task? 
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Some researchers have noticed this problem and they try to use a different but sim-
ple model to describe business process. Keith Harrison-Broninski[18] presented 
HIM(Human Interactions Management) to model a human interaction process, which 
is focus on human interaction rather than task process. Prashant Doshi etc[19] used 
Markov Decision Processes to describe dynamic workflow. Author’s another pa-
per[20] introduced a new process model – Smart Process, which is adept to complex 
services oriented environments. In recent years, GTD[21] (Getting Things Done) 
becomes very popular to introduce a simple idea to handle our tasks in our real life – 
put tasks into our basket with some rules and then do them. 

We get ideas from these researches especially in HIM and GTD, and we provide a 
plain idea to describe business model. In this paper, author presents a new business 
process model to replace current graph based workflow model, which is based on a 
plain task basket rather than current complex task handling graph. This idea is plain 
and easy to understand, design, modify and refactor a business process. 

3   Easy Flow 

In this section we will present a practice case about business process changing first. 
And then we provide our Easy Flow model using more simple and plain concepts. At 
last we show how easy to change a running business process without any stopping. 

3.1   A Case of Changing Process 

In China there is a special social insurance named Government Apartment Fund. 
After you paid for it some months you can get a preferential apartment loan with 
lower rate and lower first pay rate. How to apply and pay a government apartment 
loan is more complex than common bank apartment loan, as well as it always changes 
to be used a balance tool by government to adjust China apartment market. 

Figure 1 is a process about how to get and pay back a government apartment loan, 
whose detail steps are like following: 

Step 1: User submits apply documents to apartment fund bureau. 
Step2: Employer of apartment fund bureau checks whether apply documents are all 
ready, and it also named “First Check”. 
Step 3: Following steps are parallel done, and they are also named “Second Check”. 

Step 3.1: Employer of apartment fund bureau computes loan total amount and first pay 
money. 

Step 3.2: Employer of apartment fund bureau checks loan history to judge whether you 
can apply. 

Step 3.3: Employer of apartment fund bureau check paid fee history to judge whether 
you can apply. 

Step 3.4: Employer of apartment fund bureau estimates the worth of your apartment. 
Step 3.5: Employer of apartment fund bureau checks loan duration.  

Step 4: Employer of apartment fund bureau computes credit score if you want get more 
loans. This step is an optional one. 
Step 5: Sign loan contract. 
Step 6: If user wants, user can apply to modify the monthly payment amount. This step is 
an optional one. 
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Fig. 1. A Process to Government Loan 

Step 7: Employer of apartment bureau approves the modification of the monthly payment 
amount. 
Step 8: User pays for loan every month. 
Steps 6-8 are circle executed. 

But in these days, this process is changing because of the OA technical developing 
and the recent apartment market crisis of China. Especially in this year, this process 
changed more and more frequent to excite China apartment market not to crash down. 
Different changes have happened like following: 
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a) After using OA technical, some check steps (Step2, Step3.2, Step3.3) can be composed 
into Step1 in the future, and this new step can be done by computer automatically. 

b) Now some steps (Step3.3, Step3.4) had been removed for special apartment supporting 
of low income citizen. 

c) In most cities of China, some steps (Step6, Step7) are forbidden that a customer can’t 
change monthly payment amount. 

But in some big cities, these steps are done with strict control that customer can change 
monthly payment amount no more than 1 or 2 times in whole loan duration. And these steps 
are responsible for specific employers. 

In Beijing, these steps can be done freely every month because these works is done by a 
flexible Loan Payment System, and this pattern is applauded by most citizens. Beijing pat-
tern is a good example for all Chinese cities, most cities will adjust their process for loan 
payment in recent years. 

d) For different check steps (Step2, Step3.1, Step3.2, Step3.3, Step3.4, Step3.5), some dif-
ferent employers have different responsibility to do specific checks. But these responsibilities 
are changing very often with leave of old employers and coming of new employers. 

e) In the future maybe some new check steps will be added to prevent cheating loan, and 
some new credit compute steps will be added to control loan risk. 

3.2   Easy Flow  

In our many years workflow experiences, we found that current graph based work-
flow theory is not flexible for common “changing process” and “unclear process”, 
which give us some unsuccessful stories. We have thought about some questions in 
these years:  

Why process changing is so common in our life but current graph based workflow tech-
niques are so difficult to complete this work? Whether there are some things wrong in 
current workflow theory? Whether graph structure is too complex to describe a business 
process and whether a business process just is a task or business graph? Is it important 
in a business process to know which its previous tasks are when we do a task? What is a 
real business in our life, ordered task nodes or some other more simple things?  

We consider again and again about what is a real process in our life, and then we 
get some conclusions: Business process is not a series ordered task nodes, and it is not 
important which its previous tasks are when we do a task.  

It is real important in a business process that: 
Which tasks we should complete? 
When we do these tasks? 
Who will do these tasks? 
What will be done? 
How to do these tasks? 

We think if a process model can answer these questions, it is a good one, and how to 
change it is not a problem again. Therefore a new process model – Easy Flow is pro-
vided which is composed by some important concepts: 

Project: A goal that has multiple actions associated to it in order to reach completion. 
Context: A container with any constants and variables when a project is being finished. 
Action: Task will be perfromed manually or automatically.  
An action has some properties to answer some important question about a task: 

Invoke Condition and Priority: When we do this task? 
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User, Role and Authorization: Who will do this task? 
Input: What will be done in this task? 
Output: How to do this task? 

Using Easy Flow definition, a business process model mentioned in subsection 3.1 is 
defined like following: 

    

Fig. 2. A Process Definition for Government Loan Using Easy Flow 

3.3   Process Changing Using Easy Flow 

In Easy Flow we pay more attentions on task actions and their semantic properties, 
not on order of task nodes in traditional workflow, and task order is describe with 
action conditions. So it is easy to change an action in a project than a node connected 
with many other ones in a workflow graph. 

Because task order is not important in Easy Flow, a project can be changed easily 
without any impact for running instances. In a running instance any actions haven’t 
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been done can be perfrom using new action definition. It is a big difference with tradi-
tional workflow, in which any running instances can only using old process definition 
until it is finished. Changing for a business process can be done in any time without 
any stop in process running. 

Using Easy Flow definition, a process changing is very easy without any impact on 
running instance like following:  

 

Fig. 3. New Process Definition for Government Loan Using Easy Flow 

4   Conclusions 

There are some problems in traditional graph based workflow model since workflow 
was introduced from manufacture industry in 1980s. Workflow can’t handle “chang-
ing processes” and “unclear processes”, but they are very common in an enterprise 
application. In general workflow technique is not enough flexible in software engi-
neer, and it is more adept to stable business processes not to “changing” and “unclear” 
ones. Until now how to make workflow more flexible is also an unresolved problem 
for workflow technique which is a serious bottleneck for its popularization, although 
many efforts have been done to advance it.  

Author of this paper thinks maybe it is wrong to define a process model based on 
graph theory, and graph structure is too complex for business process to cause it so 
inflexible. In this paper, author presents new generation process model – Easy Flow 
based on a simple task basket, which is easy to understand, design, modify and refac-
tor a business process. Easy Flow model is completely different with workflow 
model, which is more adept to control business process in a “changing” and “unclear” 
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enterprise environment. We believe that Easy Flow will replace workflow to realize 
perfect business process management in the future applications. 
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Abstract. Question categorization, which automatically suggests a few catego-
ries to host a user’s question, is a useful technique in Web-based question an-
swering systems. In this paper, we propose a question categorization method 
which makes use of user feedback to the system’s automatic suggestions to im-
prove question categorization. We initialize the categorization model by train-
ing a set of accumulated questions. When a user asks a question, the system 
automatically suggests a few categories for the question using the current cate-
gorization model. The user can then select one of these suggestions or another 
category and such feedback information is used to revise the categorization 
model. The revised model is used to categorize new questions. Experimental re-
sults show that our method is effective to take the advantages of both positive 
and negative feedback to improve the precision of question categorization but 
finish the revision of the categorization model in real time.  

Keywords: Question categorization, User Feedback, Web-based question  
answering. 

1   Introduction 

Web-based question answering (QA) has become a popular information service with 
the emergence of Web 2.0. In Web-based QA systems, such as Yahoo! Answers [15] 
people can help each other with human-provided answers, which overcomes  
the shortcoming of poor quality of automatic answers. With many people asking  
and answering questions every day, the systems have accumulated a large number  
of questions. Hence, it is necessary to organize these questions in a good way for 
users to browse and navigate them more conveniently. Question categorization is a 
technique used for this purpose, which automatically suggests a few predefined cate-
gories to host a newly posted question according to the topic or content of the ques-
tion. It is very helpful for users to find interesting questions. For example, in our 
Web-based QA system BuyAns [14], when a user asks a question, the system often 
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recommends/suggests a few (0 to 3) categories (or boards) ranked by their relevancy 
to the question for the user to choose. If the user finds a suitable one, he only needs to 
click a button to confirm it. Otherwise, he can still choose the suitable one from the 
entire category list. Hence, it will save much effort if the system can recom-
mend/suggest the categories accurately. 

However, it is difficult to achieve very high categorization precision initially with-
out considering user feedback because the machine itself may not understand users’ 
questions very well. Since user interaction is available as choosing one suitable cate-
gory from the recommended list (or not) in the system, such interaction provide more 
information for the system to understand the question better. The user feedback can 
be used to revise the current categorization model for the system to categorize new 
questions more accurately. 

In this paper, we propose a question categorization method which makes use of 
user feedback to improve question categorization for Web-based QA. Firstly, we 
initialize the categorization model by training a set of labeled questions. Each cate-
gory is represented by a vector in the model. When a user asks a question, the ques-
tion is automatically categorized using the current categorization model and a few 
categories with higher relevancy are recommended to the user to choose. The user can 
then interact with the system in either of the two ways: confirming one of the recom-
mended categories or choosing one category from the entire category list. The ques-
tion can be considered as a positive feedback to the selected category and a negative 
feedback to all other unselected categories. Such user feedback is captured and used 
to revise the categorization model. For each category, we use both positive and nega-
tive feedbacks to update the category vectors. For each category vector, we increase 
the weight of features that appear in positive questions and decrease the weight of 
features that appear in negative questions. The revised model is then used to catego-
rize new questions. Experimental results show that our method is effective to take 
advantages of both positive and negative feedback to improve the precision of ques-
tion categorization but finish the revision of the categorization model in real time. 

The rest of the paper is organized as follows. In Section 2, we briefly review some 
related work. Initialization of our categorization model is presented in Section 3. In 
Section 4, we describe our method of revising the categorization model based on user 
feedback in details. Experimental results are shown in Section 5 and finally Section 6 
concludes this paper. 

2   Related Work 

There have been some research works [1, 2, 3] on question type classification, which 
classifies questions into some semantic classes that impose constraints on potential an-
swers, like “person”, “location”, “definition” and so on. In question type classification, the 
interrogatives such as “who” and “when” are very important because they directly indicate 
the question types. However, in question topic categorization for a user-interactive QA 
system, the situation is different, in which the categories are predefined according to the 
question topic, such as “computer”, “education”, “sports” and so on. For example, the two 
questions “who invented computer?” and “when did human invent computer” belong  
to the same category “computer” in question topic categorization, but may belong to  
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different categories in question type classification. Hence, the content of the question plays 
an important role in question topic categorization.  

Question topic categorization can be considered as a particular type of (short) text 
categorization problem, which has been investigated in many literatures. Most of 
(short) text categorization approaches employ machine learning techniques to con-
struct a classifier and use it to categorize new documents, such as Naïve Bayesian 
classifier [4], Rocchio algorithm [5], and support vector machine (SVM) [6]. Most of 
these classification techniques are based on some underlying models or assumptions. 
For instances, SVM is based on the Structural Risk Minimization principle and Naïve 
Bayesian classifier is based on the assumption that the probabilities of words are in-
dependent. When the data fit the model or satisfy the assumption, the performance is 
usually good; otherwise, it may be quite poor. 

Relevance feedback [13] has been proposed as a technique to narrow the semantic 
gap between machines and human beings by incorporating user feedback into ma-
chine learning processes. Many research studies have shown that relevance feedback 
is a useful technique for improving information retrieval performance. Raghavan et al. 
[8] extend the traditional active learning framework to include feedback on features in 
addition to labeling instances, and conduct a careful study of the effects of feature 
selection and human feedback on features in the setting of text categorization. Luan et 
al. [9] incorporate the use of relevance feedback into video retrieval. They segregate 
the process of relevance feedback into two distinct facets: recall-directed feedback 
and precision-directed feedback. The recall-directed facet employs general features 
such as text and high level features (HLFs) to maximize efficiency and recall during 
feedback, making it very suitable for large corpora. The precision-directed facet uses 
many other multimodal features in an active learning environment to improve accu-
racy. Huang et al. [10] introduce a new approach to mixed-initiative clustering that 
handles several natural types of user feedback for text clustering. They introduce a 
new probabilistic generative model for text clustering and describe how to incorporate 
four distinct types of user feedback into the clustering algorithm. To the best of our 
known, there have been few literatures on using user feedback to enhance question 
categorization, especially in the scenario of Web-based QA. In this paper, we make 
use of user feedback to revise our question categorization model in real time, which 
takes the advantage of human-machine interactions. 

3   Initializing the Categorization Model 

We initialize our categorization model by training a set of accumulated questions, 
which have been classified into corresponding categories in our system. Our method 
is based on vector space model. First, each category is represented by a prototype 
vector obtained from training. Second, each new posted question is also represented 
by a vector and the relevancy or similarity between the question and each category is 
calculated based on their vectors. In our model, we use cosine similarity to calculate 
the similarity. Using this model, the process of learning is very fast for online process 
and accordingly system can response quickly to users. 
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3.1   Feature Selection 

Feature selection is to select the important terms extracted from accumulated ques-
tions to construct a feature space. Considering a question contains a few words, we 
use word-level features. Before feature selection, stop words are removed and the 
remaining words are stemmed to their roots. Information gain is chosen as the selec-
tion criteria, which has been proved to be quite effective in previous research [7]. The 
higher information gain a feature gets, the more strongly the feature indicates the 
presence or absence of a category. The information gain of a term t is defined as  
follows: 

( ) ( ) log ( ) ( ) ( | ) log ( | ) ( ) ( | ) log ( | )t t tIG t P c P c P t P c t P c t P P c P ci i i i i i= − + +∑ ∑ ∑  (1) 

where IG(t) is the information gain of feature t, P(ci) is the probability of category ci, 
which is equal to the number of questions in ci divided by the number of questions in 
all categories; P(t) is the probability that term t appears in a question, which is equal 
to the number of questions containing t divided by the number of all questions; ( )tP  

is the probability that term t does not appear in a question; P(ci |t) is the probability of 

category ci given that term t appears and ( | )tP ci  is the probability of category ci 

given that term t does not appear. 
All the extracted words are sorted by their information gain scores defined in Eq. 

(1) in the descending order and the top k words are selected as features. 

3.2   Weighting Category Vectors 

The vector of each category consists of the weights of the selected features for the 
category. We consider the impact of the features in a specific category and the 
whole corpus. We define Term Frequency (TF) of a feature in a specific category as 
its occurrence in this category and, the Category Frequency (CF) of a feature as the 
number of categories in which it occurs. Each category is represented by a vector as 
follows: 

1 2( , , ..., , ..., )
iC i i ij inV wc wc wc wc=  (2) 

Where VCi is the vector representation of category Ci in the feature space, n is the 
number of features and wcij is the weight of the j-th feature in category Ci, which is 
defined as follows: 

(log 1)ij ij
j

M
wc TF

CF
= +  (3) 

Where M is the total number of categories in the corpus, TFij is the Term Frequency 
of the j-th feature in category Ci and CFj is the Category Frequency of the j-th feature. 
If we consider a category as a document, our model is exactly the traditional TF-IDF 
model for text retrieval. 
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4   Revising the Categorization Model Based on User Feedback 

User feedback is important to Web-based question categorization since human can 
understand questions better and user feedback can be used to improve the categoriza-
tion precision. We use user feedback to revise our categorization model in term of 
revising the weight of each category vector. For each new question, we first use the 
current categorization model to categorize it by recommending at most 3 categories 
with the highest similarities to the new question. The results are returned to the user 
for judgment as feedback. The judgment/feedback is represented as either confirming 
one of the recommend categories or choosing a correct category from the entire cate-
gory list. The user judgment is then used to adjust the weight of features in category 
vectors. The revised model is then used to categorize new questions. The workflow is 
shown in Figure 1. 

 

Fig. 1. Workflow of categorization with user feedback 

4.1   User Question Representation 

In order to measure the similarity between a question and categories, we also need to 
represent each user question by a vector. Question representation is somewhat differ-
ent from category representation. Since a question consists of only a few words, the 
vector will be very sparse if we use a simple term frequency method. The basic idea 
of our method is to enrich the question vector by mapping the question into the fea-
ture space based on WordNet [12] and all categories. 

Let q denote a question, the vector Vq of q can be represented as follows: 

1 2( , , ..., , ..., )q i mV wq wq wq wq=  (4) 

where m is the number of words in q and wqi is the weight of the i-th word in question 
q, which is equal to the term frequency of the word. 

Then we convert Vq to a new vector Vq
’ by mapping Vq into the feature space: 
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'

1 2( ' , ' , ..., ' , ..., ' )q j nV wq wq wq wq=  (5) 

Where n is number of features and wq’j is the new weight, which is defined as fol-
lows:  

' max{ | 1 }j i ijwq wq s i m= ≤ ≤  (6) 

Where sij is the semantic similarity between the i-th word in q and the j-th word in the 
feature space, which is calculated using the path length method [11] based on Word-
Net [12] by the following formula: 

1

1
ij

ij

s
Dis

=
+

 (7) 

where Disij is minimum path length between the two compared words in WordNet. 
After such mapping, the similarity between the question and each category can be 

calculated using the cosine similarity: 

'
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|| || || ||
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i

q C
i

q C

V V
sim q c

V V

⋅
=

⋅
 (8) 

where ( , )isim q c  is the similarity between the question and the i-th category, VCi is 

the vector of the Ci All the categories are sorted by the similarity sore in the descend-
ing order and several categories with the highest similarity scores are suggested to  
the user. 

4.2   User Feedback 

In our Web-based QA system, a user can provide his feedback with either of the two 
following operations according to the categories recommended by the system: click-
ing a button to confirm one of the recommended categories if it is correct or choosing 
a category from the entire category list. In such scenario, the question is a positive 
feedback to the selected category and a negative feedback to all the other unselected 
categories. Accumulated in this way, the system can capture much feedback informa-
tion for each category: a set of positive questions and a set of negative questions. The 
two sets of questions are good resources to be used to adjust the weight of features in 
each category vector. 

4.3   Adjusting Weight of Features in Category Vectors 

When updating the category vectors, we should consider both positive feedback and 
negative feedback. For each category vector, we should increase the weight of fea-
tures that appear in positive questions and decrease the weight of features that appear 
in negative questions. 
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Let Ni
+ be the number of positive questions of Ci. Assume that all the positive 

questions for a category are distributed nearby from each other in the feature space. 
We compute a representative vector of all positive questions as follows: 

1

1 i

i j

N

C q
j

i

V V
N

+
+ +

+ =
= ∑  (9) 

where 
iCV +  is the representative vector of all positive questions and 

jqV +  is the vector 

of j-th positive question. 
Let Ni

- be the number of negative questions of Ci. The distribution of all negative 
questions in the feature space is different from that of the positive ones since the 
negative question may scatter in the entire space. The reason is that the negative ques-
tions may belong to different categories while the positive questions belong to the 
same category. Hence, it is hard to find a suitable center for all the negative questions. 
However, we may still find some representative features in these negative questions. 
A representative feature of these negative questions should be the one which is the 
same or just changes a little bit among the negative questions. We argue that the 
weight of these features in the vectors of negative questions should vary a little 
around their expectations since the characteristics of features are reflected on their 
weights. Hence, we can use the variance to measure the variety of feature weights in 
these negative questions. The variance of the weights of feature f can be calculated by 
the following formula: 

2

1 1
) ( )

1 1
(

i i

j j

N N

f ff
j j

i i

w wD w
N N

− −

− −= =
∑ ∑= −  (10) 

where )( fD w  is the variance of the weight of feature f, 
jfw  is the weight of f in the 

vector of j-th negative question. For each of the features extracted from negative 
questions, if the variance of its weight is below a thresholdδ , it will be selected as 
one of the representative features for negative questions. 

We also use a probabilistic measure to explore the degree of negative effect of a 
question on each category. We think that the degree of negative effect is proportional 
to the similarity score between the question and the category calculated by the system. 
The higher the similarity score is, the deeper the degree of negative effect is. This is 
because a higher predicting similarity value between a negative question and a cate-
gory corresponds to a heavier misjudgment made by the system. Accordingly, it is 
necessary to decrease the impact (weight) of features appearing in both the question 
and the category to ensure that they will get a lower similarity score next time. Hence, 
we can use the similarity score to measure the degree of negative effect of a question 
on each category. 

Let simij be the similarity score between category Ci and the j-th negative question. 
We can also compute a representative vector for negative questions by the following 
two steps: 
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(1) Compute a representative vector for negative questions 

1

1 i

i jC ij q
j

i

N
V sim V

N

−
− −

− =
= ∑ ; 

(2) For each feature f in the feature space, if )( fD w >δ , then set 
( )iC f

V − = 0, where 

( )iC f
V −  is the weight of f in 

iCV − . 

After both positive and negative feedback are considered, we can update the category 
vector using the Rocchio algorithm [5]: 

'
i i i iC C C CV V V Vα β γ+ −= + −  (11) 

where '
iCV  is the updated vector for Ci, α , β  and γ  are parameters between 0 and 

1 with the constraint α + β + γ = 1. 

5   Experiment 

In this section, we will first describe the data set and the evaluation metrics, and then 
show the experimental design and results. 

5.1   Data Set 

The training data in our experiment is taken from our pattern-based user-interactive 
QA system—BuyAns [14], in which all the questions are classified into 19 coarse 
categories and over 100 fine categories according to the question content. The number 
of questions in each category differs significantly from each other. Some hot topic 
categories like “hardware” may have more than 100 questions and some less hot ones 
like “religion” may have as few as 10 questions. Among all the questions accumu-
lated in BuyAns, we select 7500 questions from 60 fine categories, 6000 questions for 
training to initialize the model, 1000 questions for simulating user feedback and 500 
questions for testing. The proportion of questions for training and testing is kept al-
most the same in each category.  

5.2   Evaluation Metrics 

In Web-based QA systems, when a user asks a question, the question is automati-
cally categorized and a few categories with higher relevancy are recommended to 
the user to choose. However, it is not suitable to suggest too many categories for a 
new question since it also costs the user’s time on browsing in the long suggested 
list. It is more preferable to suggest only one or several highly relevant categories 
for the user to confirm or to choose. In our system, we suggest at most 3 categories 
for each new question. Hence, we use Precision at n (P@n) as the performance 
metrics, which means the proportion of questions whose correct category is within 
the top n categories our method suggests. For example, in our experiment, P@3=0.5 
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means that for half the questions, their correct categories are among the top 3 cate-
gories our system recommends. 

5.3   Experimental Design and Results 

To test the effectiveness of user feedback, we simulate the user feedback on the 1000 
questions mentioned above. For each of the 1000 questions, we first let the system 
recommend suitable categories automatically and then assume its ground truth cate-
gory is provided as user feedback. The 1000 questions are evenly divided into five 
groups. While each group of 200 questions is used as one round of feedback to revise 
the categorization model, the same 500 questions are used for testing the categoriza-
tion precision always. The optimal parameter settings are shown in Table 1, which are 
obtained after extensive testing. 

Figure 2 shows the categorization precision with user feedback. When the number 
of questions for user feedback is 0, no feedback happens and question categorization 
is conducted using the initial model. From Figure 2 we can see that P@1, P@2 and 
P@3 all increase as the number of questions used for user feedback increases. This 
indicates that user feedback can be made use of to revise the categorization model and 
gradually improve the categorization performance. 

To show the effectiveness of using both positive feedback and negative feedback, 
we conduct experiments with five settings: (1) categorization using the initial model 
trained based on the 6000 training questions, (2) categorization using the initial model 
trained based on the 7000 training questions (the 6000 questions used for training and 
 

Table 1. Optimal parameter settings 

Parameter Value 

Number of features k 141 

Threshold δ  0.01 
α  0.5 

β  0.3 
γ  0.2 
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Fig. 2. Categorization performance with user feedback 
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the 1000 questions used for user feedback as described in Section 5.1), (3) categoriza-
tion with the model revised using the 1000 questions as positive feedback only, (4) 
categorization with the model revised using the 1000 questions as both positive feed-
back and negative feedback, (5) categorization using SVM as baseline based on the 
6000 training questions. Table 2 shows the comparison of these results, from which 
we can obtain three observations. The first observation is that the fourth setting out-
performs the last. The second observation is that the third and fourth settings outper-
form the first setting, and the fourth setting outperforms the third setting. The third 
observation is that the second setting achieves the best precision among the four set-
tings. The first observation indicates that our proposed method can achieve better 
performance than SVM, which is one of the best methods for classification task. The 
second observation indicates that not only positive feedback but also negative feed-
back are useful for question categorization. The third observation indicates that our 
method fails to achieve as good precision as retraining with equivalent questions. The 
reason may be that retraining can reselect the features based on some statistic infor-
mation (such as information gain) while our method can only adjust the weights of the 
features and cannot reselect the features. However, our method still has some advan-
tages compared to retraining, such as our method can revise the categorization model 
in real-time while retraining cannot because retraining costs much more time than our 
method. Figure 3 shows the runtime (in seconds) of retraining and our method using 
different number of training questions, which is tested on a 2.0GHz Dual-Core PC 
running Window Vista with 2 GB memory. We can see the runtime of our method 
varies little as the number of training questions increases and our method is much 
faster than retraining by about 100 times. In real use, we can make a trade off between  
 

Table 2. Comparison of categorization accuracies of different experiment settings 

Settings P@1 P@2 P@3 
(1) Initial model based on 6000 training questions 0.450 0.596 0.674 
(2) Initial model based on 7000 training questions 0.528 0.660 0.714 
(3) Positive feedback only 0.488 0.628 0.690 
(4) Both positive feedback and negative feedback 0.504 0.644 0.702 
(5) SVM based on 6000 training questions 0.498 0.632 0.692 
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Fig. 3. Comparison of runtime of retraining and our method 
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efficiency and precision. For example, we retrain the data periodically (e.g., every 
week), and during each period, we use user feedback to revise the categorization 
model. 

6   Conclusions 

In this paper, we propose a question categorization method which can make use of 
user feedback to revise the categorization model. Firstly, we initialize the categoriza-
tion model using a set of accumulated questions. When a user asks a question, the 
question is automatically categorized using the current categorization model and a 
few categories with higher relevancy are recommended to the user to choose. The 
user can then interact with the system by either confirming one of recommended cate-
gories or choosing one category from entire category list, which is captured by the 
system as user feedback. Such user feedback is used to revise the categorization 
model, which is used to categorize new questions. Experimental results show that  
our method is effective to take the advantages of both positive and negative feedback 
to improve the precision of question categorization but finish the revision of the  
categorization model in real time. 
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Abstract. As more and more data are represented and stored by XML format, 
how to query XML data has become an increasingly important research issue. 
Keyword search is a proven user-friendly way of querying HTML documents, 
and it is well suited to XML trees as well. However, it is still an open problem 
in XML keyword retrieval that which XML nodes are meaningful and reason-
able to a query, how to find these nodes effectively and efficiently. In recent 
years, many XML keyword retrieval models have been presented to solve the 
problem, such as XRANK and SLCA. These models usually return the most 
specific results and discard most ancestral nodes. There may not be sufficient 
information for users to understand the returned results easily. In this paper, we 
present a new XML keyword retrieval model, XTree, which can cover every 
keyword node and return the comprehensive result trees. For XTree model,  
we propose Xscan algorithm for processing keyword queries and GenerateTree 
for constructing results. We analytically and experimentally evaluate the per-
formances of our algorithms, and the experiments show that our algorithms are 
efficient. 

1   Introduction 

Because XML is gradually becoming the standard in exchanging and representing 
data, effective and efficient methods to query XML data has become an increasingly 
important issue. Traditionally, research work in this area has been following one of 
the two paths: the structure-based query language, such as XPath [1], XQuery [2] and 
other fully structure-based languages [3]-[10], and the keyword-based search, such as 
XRANK [11], XKSearch [12] and XSeek [13]. 

Keyword search has been proven to be a user-friendly way of querying HTML 
documents, and it is well suited to XML data as well. Keyword search overcomes the 
problems that exist in structure-based query models, so users can get desired results 
without the information about schemas. However, the absence of structural informa-
tion leads to the lack of expressivity, thereby sometimes users may not find the 
needed information. 
                                                           
# Supported by the National High-Tech Research and Development Plan of China under Grant 

No.2009AA01Z136. 
∗ Corresponding author. 
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For example, assume an XML document, named “Supermarket.xml”, modeled us-
ing the conventional labeled tree, as shown in Figure 1. It contains the information 
about a supermarket, including the locations, managers, merchandises, etc. A user in-
terested in finding the relationship between “John” and “Bob” issues a keyword 
search “John Bob” and the retrieving system should return the nodes <1.4.10.10>, 
<1.4.10.10.2> and <1.4.10.20.2>. The meaning of the answers is easy to understand 
according to the document tree: The node <1.4.10.10> means that Bob is the author of 
a book about John; and the nodes <1.4.10.10.2> and <1.4.10.20.2> mean that Bob and 
John are both authors of the same books. Another example is the keyword search 
“John Wal-Mart”, the retrieval system should return the nodes <1> and <1.4.10.20>. 
Node <1> means that John Lee is the manager of Wal-Mart located in Beijing, and 
node <1.4.10.20> means that John is the author of a book about Wal-Mart. 

However, most XML keyword retrieval models, such as XRANK[11] and SLCA 
[12], tend to return the most specific results. For the query “John Bob”, neither SLCA 
nor XRANK will return the node <1.4.10.10> as a result, and for query “John Wal-
Mart”, neither SLCA nor XRANK will return the node <1> as a result, though these 
nodes do contain meaningful information. 

For dealing with the shortcomings of XRANK model and SLCA model, we present 
a new XML keyword retrieval model, Xtree, which returns more meaningful results 
than XRANK and SLCA. The new model has two important features. First, the results  
 

 

Fig. 1. Supermarket.xml (encoded by Dewey IDs ) 
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of the XTree model will cover every keyword node, that is, a keyword node will be 
the descendant of at least one result node. Second, the XTree model will connect the 
results to corresponding keyword nodes to get result trees, which can help users easily 
find needed information. In addition, we also propose an algorithm of linear complex-
ity to implement the keyword query of our model. 

The paper is organized as follows. Section 2 presents the XTree model and corre-
sponding algorithms. Section 3 discusses the experiment results. We have the conclu-
sion in Section 4.  

2   XTree: Definition and Algorithms 

We present XTree model in this section. XTree model returns more results than 
XRANK model and SLCA model, and it still maintains a linear complexity. XTree 
model also returns comprehensive result trees, which can cover every keyword node. 

Let },...,{ 21 mkkkQ =  indicates a query contains m keywords, let 

))},((|{0 kvcontainsQkvR 　∈∀=  indicates the nodes which contain all key-

words. The predicate contains(v,k) here indicates that node v contains keyword k. The 
results of XTree are defined as follows: 

)))},()()((

))(((|{)(

0

00

kucontainsRvsubsuQk

RvsubsRvvXTreeResult

−∈∃∈∃
→Φ≠−∧∈=

　　　

 

The predicate subs(v) in the definition indicates all sub nodes of node v. The defi-
nition tells that a result of XTree must satisfy two restrictions. First, it contains all 
keywords. Second, after excluding the sub nodes containing all keywords, it still con-
tains at least one keyword. According to the definition, node <1.4.10.10> is a result 
for query “John Bob”, and node <1> is a result for query “John Wal-Mart”. 

2.1   Xscan: An Efficient Query Algorithm 

Before presenting our query algorithm, we first describe some definitions and 
Lemma. 

We define that the distance of two nodes is their common prefix of Dewey ID. The 
bigger the distance of two nodes is, the nearer the two nodes are. Let a and b are two 
keyword nodes, the function LCA(a,b) computes the lowest common ancestor of a and b. 

Lemma 1. Let c be a result of XTree model, there must be two keyword nodes a and 
b, where c=LCA(a,b), and a is the nearest neighbour of b, or b is the nearest 
neighbour of a.  

Proof. By the definition of XTree model, node c contains both keywords, and after 
excluding the sub nodes which contains both keywords, it still contains at least one 
keyword node, assume this keyword node is a, and b’ is the nearest neighbour of a, 
and c’=LCA(a,b’), then c’=c, or c’ contains both keywords, it will be excluded, and c 
will not contain a, educing a contradiction. We replace b’ with b, and get c=LCA(a,b), 
and b is the nearest neighbour of a. The similar case happens again if the keyword 
node contained by c is b. 
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Lemma 1 tells that a result of XTree model must be a matching of nearest neighbour 
of keyword nodes. 

Lemma 2. Let c=LCA(a,b), and a is the nearest neighbour of b, or b is the nearest 
neighbour of a, then c must be a result of XTree model. 

Proof. Assume after the excluding process, c does not contain a or b, then 

(1) A node c’ contains a and b, and c’ is the sub node of c; 
(2) A node c’ contains a, and another node c’’ contains b, both c’ and c’’ is the 

sub node of c. 

In the first case, c’ is the sub node of c and contains both a and b, then c can not be 
the LCA of a and b, it contradicts the definition of LCA. 

In the second case, let c’=LCA(a,b’), c’’=LCA(a’,b), then b’ is closer to a and b, a’ 
is closer to b than a. So neither b is nearest neighbour of a, nor a is the nearest 
neighbour of b, deriving a contradiction. 

The discussion tells that c contains at least one keyword node after the excluding 
process. On the other side, c=LCA(a,b), has contained both keywords, so c is a result 
of XTree model. 

Lemma 2 tells that a matching of a nearest neighbor of keyword nodes must be a 
result of XTree model. 

By Lemma 1 and Lemma 2, we get the following theorem. 

Theorem 1. Result(XTree)=MN, where MN indicates the matchings of nearest 
neighbours of Keyword nodes. 

Proof. By Lemma 1, we get Result(XTree) ⊆ MN. By Lemma 2, we get MN ⊆ Re 
sult(XTree), so Result(XTree)=MN. 

Theorem 1 tells that if we get all the matches of nearest neighbours of keyword nodes, 
we exactly get all the results of XTree model.  

It is different from SLCA model that the XTree model does not follow associative 
law, but the case containing more keywords is similar. When the query contains only 
two keywords, a keyword node a should find its nearest neighbour b, while when the 
query contains m keywords, a keyword node kn1 should find its m-1 nearest 
neighbours. 

Before we present the query algorithm of XTree model, we should clarify the two 
definitions of “distance” in XML document trees. The precise definition of the “dis-
tance” of two nodes in XML document trees should be on the base of Dewey ID: The 
two nodes are closer if they have a longer common prefix of Dewey ID. However, the 
Dewey ID definition is too expensive for the implementations. The implementations 
usually choose another way, measuring the distance by the global order of nodes: The 
two nodes are closer if they are closer in the global order. The latter definition treats 
Dewey ID as a liner ID, and does not pay attention to the layered information  
contained in Dewey ID. 

The two definitions get difference in the document trees shown in Figure 4. The 
Dewey ID definition thinks X1 and Y2 are closer, while the global order definition 
thinks X1 and Y1 are closer. However, the difference will not affect the correctness of 
our algorithm, we have the following theorem: 
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Theorem 2. Assume there are only two keywords, and a is a keyword node, b and b’ 
are the other two keyword nodes which are the nearest neighbours of a, where b is 
under the definition of global order and b’ is under the definition of Dewey ID. Let 
c=LCA(a,b), c’=LCA(a,b’), then c=c’. 

Proof. Assume b≠b’, DeweyID(c’)=c’1c’2…c’k, DeweyID(c)=c1c2…cl. Since b’ is the 
nearest neighbor of a under the definition of Dewey ID, they should have a longer 
common prefix of Dewey ID, that is l≤k. 

Assume l<k, let DeweyID(a)=c’1c’2…c’kak+1ak+2…, DeweyID(b)=c1c2…clbl+1bl+2…, 
Because b is the nearest neighbor of a under the definition of global order, and l<k, then 
for bl+1, there exists |bl+1-al+1|≤|b’l+1-al+1|. On the other hand, we can get b’l+1=al+1=cl+1 
by DeweyID(c), that is |b’l+1-al+1|=0, so bl+1=al+1. Similarly, for bl+2, bl+3 and bk we get 
the same conclusion. So there must exist l=k and bk=ak, that is c=c’. 

Theorem 2 tells that although the global order definition may find the wrong 
match, it eventually get the right LCA result, so using the global order to measure the 
distance of keyword nodes will not effect the correctness of implementations. 

By the discussion above, we have the algorithm, which can get all XTree nodes. 
We call it XScan, and Figure 2 shows the pseudo code. 

XScan use the following steps to get all XTree nodes: 

(1) Assume the query contains m keywords. First, XScan should get the global or-
der of all keyword nodes mentioned in the query. It can be done effectively by 
the help of index. 

(2) Initially, XScan maintains m points in pArray which points to the keyword 
nodes in m sets (line 3).  

(3) At the beginning, the points are all set to be the first elements in the set. Then 
XScan will choose the smallest keyword node as a target node (line 4-8), and 
find the m-1 nearest neighbors of the target node. All the keyword nodes 
pointed by pArray are just bigger than the target node, so by the global order 
definition of distance, the nearest neighbor is the node pArray points, or the 
node before the node pArray points in the same set, that is, the nearest 
neighbor is Keywords[i][pArray[i]] or Keywords[i][pArray[i]-1] (line 9-19). 

(4) After getting the m-1 nearest neighbours, the LCA of the target node and the 
m-1 neighbours is a result of XTree model (line 20). 

(5) At the end of each loop, pArray[i] will step forward to prepare for the next 
loop (line 21). 

 
The key point of XScan is pArray. At the beginning of each loop, XScan chooses the 
smallest node from pArray and at the end of each loop, the corresponding point in 
pArray steps forward, this process makes sure that XScan always check the node by 
the global order. On the other hand, for each set Keywords[i], there exists 
*(pArray[i]-1)≤target≤*(pArray[i]), then by the global order definition of the dis-
tance, the nearest neighbor of the target node is the node pArray[i] points, or the node 
before the node pArray[i] points, that is, the nearest neighbour will be chosen from 
only two nodes. So for every target node, the cost of searching the nearest neighbour 
is constant. So for a given query, the cost of XScan is O(∑ni), where the query con-
tains m keywords, and the size of the ith keyword set is ni. XScan has a linear com-
plexity. 
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1.  function XScan( set[] Keywords, int size ) 
2.  { 
3.      int pArray = new int[size]; 
4.      for( int i = 0; i < size; ++i ) 
5.          pArray[i] = 0; 
6.      while( true ){ 
7.          int minIndex = the index of the smallest node; 
8.          Elem target =*pArray[minIndex]; 
9.          Elem result = target; 
10.        for( int i = 0; i < size; ++i ){ 
11.            if( i == minIndex ) 
12.                continue; 
13.            right = Keywords[i][pArray[i]]; 
14.            left = Keywords[i][pArray[i]-1]; 
15.            if( |left-base| < |right-base| ) 
16.                result = LCA( left, result ); 
17.            else 
18.                result = LCA( right, result ); 
19.        } 
20.        add result to result set; 
21.        ++pArray[minIndex]; 
22.        if( all elemets in Keywords has been scaned ) 
23.            break; 
24.    } 
25.} 

Fig. 2. The pseudo code of XScan 

2.2   GenerateXTree: An Effective Algorithm for Generating Results 

SLCA model and XRANK model return only nodes as results. Every result is thought 
as the root of a result tree. However, the result tree can be extremely large and it is not 
an easy job for users to find the corresponding keyword nodes. 

Our XTree model will return comprehensive trees as results, which contain only 
XTree nodes and keyword nodes. After getting all XTree nodes, XTree model will 
connect them with corresponding keyword nodes to get result trees. This is different 
from traditional tree-returned algorithm such as MCT, which directly retrieve result 
trees from corpus. 

The key problem here is to connect all nodes correctly at a linear cost. We  
have known that XScan check the keyword nodes in the global order, so we be-
lieve that there must be some ordered relationships between the generated XTree  
nodes. 

Theorem 3. Let a, a’ and b, b’ be the keyword nodes in keyword set A and B, and 
a<a’, b<b’. Let c=LCA(a,b), c’=LCA(a’,b’), if the length of the Dewey IDs of c and 
c’ are the same, then c≤c’. 
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Proof. Let DeweyID(c)=c1c2…cm, DeweyID(c’)=c’1c’2…c’m, for any i, ci is the ith 
number in the Dewey IDs of c, a and b, and c’i is the ith number in the Dewey IDs of 
c’, a’, b’. Since a<a’, b<b’,  then ci≤c’i. On the other hand, the length of Dewey IDs 
of c and c’ are the same, so c≤c’. 

Theorem 3 tells that the Xtree nodes generated by XScan are layered ordered. The ex-
tra cost introduced is only that XScan needs to check whether the new generated node 
is equal to the previous one in the same layer. 

If we put the keyword nodes in the corresponding level at the same time, we make 
all keyword nodes and XTree nodes be layered ordered. If we navigate all ordered 
nodes from top to bottom, we get the breadth-first traverse sequence of the result 
trees. It is a common problem to restore the original trees by their breadth-first trav-
erse sequence. The pseudo code is shown in Figure 3. 

The procedure, which we call GenerateXTree, has the following steps to restore the 
original result tree: 

(1) Initially, GenerateXTree maintains two sets of nodes (line 3). Set current 
stores the nodes generated in the current layer, and set last stores the nodes 
have been generated in bottom layers. Note that the nodes in set last may have 
already been connected to their sub nodes. 

(2) GenerateXTree scans the sequence from bottom to top (line 4). It compares the 
nodes in current layer and the nodes in last one by one (line 6). 

(3) If the node in last is smaller than the node in current layer, then it can not be 
the sub of after nodes, so GenerateXTree will add it to current (line 7-10). 

(4) If the node in last is bigger than the node in current layer, it means that the 
former may be the sub of the latter, if so, GenerateXTree will connect them 
together (line 13). Since the node in current layer may be still the parent of the 
next node in last, the procedure will jump to the next loop. 

(5) If the node in last is bigger than the node in current layer but the former is not 
the sub of the latter, it means that the node in current layer has found all its 
subs, so GenerateTree will add it to current (line 14-15). 

(6) At last, current will copy all its nodes to last to prepare for the next loop. 
 

To restore the original result tree, GenerateXTree needs to scan all keyword nodes 
and XTree nodes once. It also has a linear complexity. Usually, if the nearest 
neighbors are not in the same document, we will exclude them from the result set. So 
the size of result set is usually much less than the total size of original keyword sets, 
which means that GenerateXTree is usually much faster than XScan. 

The pseudo code of GenerateXTree tells that there are only XTree nodes and 
keyword nodes in the result tree. This can help users easily find the needed infor-
mation. But the tree can still be too large to navigate. In the implementation, we set 
a threshold k, if the number of nodes in a result tree is bigger than k, we will break 
it into several small trees. Each small tree uses a sub XTree node as the root, and 
the original tree will degenerate to an index that uses all the sub roots as its leaf 
nodes. 

 



 XTree: A New XML Keyword Retrieval Model 167 

1.  function GenerateXTree( set[] nodes, int depth ) 
2.  { 
3.      set current, last; 
4.      for( int i = depth-1; i >=0; --i ){ 
5.          int p1 = p2 = 0; 
6.          while( p1<last.size() && p2<nodes[i].size() ){ 
7.              if( last[p1] < nodes[i][p2] ){ 
8.                  current.add( last[p1] ); 
9.                  ++p1; 
10.            } 
11.            else{ 
12.                if( last[p1] is the sub of nodes[i][p2] ) 
13.                    nodes[i][p2].addsub( last[p1] ); 
14.                else 
15.                    current.add( nodes[i][p2] ); 
16.                ++p2; 
17.            } 
18.        } 
19.        if( p1==last.size() && p2<nodes[i].size() ){ 
20.            for( int j = p2; j < nodes[i].size(); ++j ) 
21.                cuurent.add( nodes[i][j] ); 
22.        else if( p1<last.size() && p2==nodes[i].size() ) 
23.            similar with the previous case; 
24.        last = current; 
25.    } 
26.    return last; 
27.} 

Fig. 3. The pseudo code of GenerateXTree 

3   Experimental Evaluation 

We implement an XML keyword retrieval system in C++ using the Apache Xerces 
XML parser [14] and Berkeley DB [15]. We use DBLP as the data set, which contains 
12,881,441 nodes and 388,826 keywords. The max depth of DBLP is 6 and the most 
frequent keyword appears in 1,810,451 nodes. We evaluate the performance of XScan 
and GenerateXTree on the different number of keywords and different size of key-
word sets. The platform is a desktop with 1.66G*2 CPU and 1G RAM. The results are 
shown in following Figures. 

Figure 4 shows the performance of XScan and GenerateXTree when the query con-
tains only two keywords. The part (a) is the performance when the sizes of both key-
word sets are the same. The time cost by XScan is 31, 265 and 3719 milliseconds re-
spectively when the size of each keyword set is 10K, 100K and 1M. The part (b) of 
Figure 4 is the performance when we fix the size of one keyword set as 1M and vary 
the size of another keyword set. The time cost by XScan is 1281, 1594 and 3719 mil-
liseconds respectively when the size of another keyword set is 10K, 100K and 1M. 
We can see that the performance of XScan is determined by the total size of all  
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(a) 

 
(b) 

Fig. 4. The performance of XScan and GenereateXTree when the number of keywords is 2 

keywords. That is, the most frequent keywords in the query are the determinant fac-
tors. The time cost by GenerateTree shown in Figure 4 is much less than XScan as we 
expected. It is determined by the size of result set, and in this example, it decreases 
while the size of another keyword set increase from 500K to 1M. 

Figure 5 shows the performance of XScan and GenerateTree when the query con-
tains three keywords. The part (a) is the performance when the sizes of all keyword 
sets are the same. The time cost by XSCan is 32, 406 and 9031 milliseconds when the 
size of each keyword set is 10K, 100K and 1M respectively. The part (b) is the ex-
perimental result in the case that we fix the size of one keyword set as 1M and vary 
the size of the other two keyword sets. The time cost by XScan is 1344, 1985 and 
9031 milliseconds when the sizes of the other two keyword sets are 10K, 100K and 
1M respectively. The part (c) is the experimental result in the case that we fix the size 
of two keyword sets as 1M and vary the size of the left keyword set. The time cost by 
XScan is 5625, 6093 and 9031 milliseconds when the size of the left keyword set is 
10K, 100K and 1M respectively. Figure 5 tells the same thing as Figure 4, the per-
formance of XScan is determined by the total size of keyword sets and the most fre-
quent keywords in the query are determinant factors. Figure 5 also tells that XScan 
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also has a good scalability on the total size of keyword sets when the number of key-
words increases to three. Both Figure 4 and 5 tell that XScan has a good scalability on 
the total size of all keyword sets no matter how many keywords the query contains. 
This is because that the main cost of XScan is to get the LCA of two keyword nodes. 
XScan will repeat this operation for millions times though the cost of single one is tiny. 

We also find that XScan has a good scalability on the number of keywords, as 
shown in Figure 6. In the experiment, the sizes of keyword sets are all set as 50K. 
XScan costs 125, 203, 265, 328 and 406 milliseconds respectively when the query 
contains 2, 3, 4, 5 and 6 keywords. This reason is that the performance of XScan is 
determined by the number of LCA operations, and m keywords need m-1 groups of 
LCA operations. So the relationship between the performance of XScan and the num-
ber of keywords is linear. 

 

 
(a) 

 

 
(b) 
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(c) 

Fig. 5. The performance of XScan and GenereateXTree when the number of keywords is 3 

 
Fig. 6. The performance of XScan with different numbers of keywords 

4   Conclusions 

In this paper, we present a new XML keyword retrieval model, XTree, which can 
cover every keyword node and return the comprehensive result trees. For this model, 
we also propose an efficient query algorithm, Xscan, and an efficient result construc-
tion algorithm, GenerateTree. The extensive experiments show that XScan and Gen-
erateTree have good scalabilities on both the number of keywords and the number of 
keyword nodes. However, XTree model is still slower than traditional retrieval mod-
els such as SLCA model and XRANK model because it returns much more nodes. 

For future work, there is a lot of interesting research issues. First, the main cost  
of XTree is the LCA operation. This is because that the Dewey ID is compressed  
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deposited and it should be decoded and encoded in the process. In the future, we will 
try to find more efficient algorithms, which can directly manipulate the compressed 
format of Dewey ID, to enhance the whole performance of XTree. Second, the struc-
tural information contained in XML document trees is so important that SLCA model 
only returns the most specific nodes. Our XTree model tries to cover every keyword 
node and return every possible result. So, we need an effective ranking method that 
can help users distinguish different nodes and find their needed information quickly in 
the massive number of results. 
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Abstract. Keyword search in relational databases has recently emerged
as a new research topic. As a search result is often assembled from mul-
tiple relational tables, existing IR-style ranking strategies can not be
applied directly. In this paper, we propose a novel IR ranking strategy
considering query semantics for effective keyword search. The experimen-
tal results on a large-scale real database demonstrate that our method
results in significant improvement in terms of retrieval effectiveness as
compared to previous ranking strategies.

Keywords: top-k,keyword search,effective,relational database.

1 Introduction

With the amount of available text data in relational databases growing rapidly,
the need for ordinary users to effectively search such information is increasing
dramatically. Keyword search is the most popular information retrieval method
because the user needs to know neither a query language nor the underly-
ing structure of the data. Keyword search in relational databases has recently
emerged as an active research topic. In this paper, we focus on how to support
effective top-k keyword search in relational databases.

Although most of the popular DBMSs support full-text search, they only
provide support for retrieving tuples relevant to a query within the same relation.
A unique feature of keyword search in relational databases is that search results
are often joined tuples from multiple relations.

Example 1 : Suppose a user wants to search papers written by “Ralf Steinmetz”
with “p2p” in their titles from the DBLP1 database (its schema is shown in
Figure 1). He might give a query containing two keywords: “p2p Steinmetz”.
Our system will return the results shown in Table 1, where relevant tuples from
multiple relations (presented in bold font) are joined together to form a mean-
ingful answer to the query. Table 1 shows that three papers with “p2p” in their
titles were written by “Ralf Steinmetz”.

Recently, there have been many studies dedicated to keyword search in rela-
tional databases [1,2,3,4,5]. Among these, [3] was the first to consider top-k key-
word search in relational databases; it incorporates a state-of-the-art IR ranking
1 http://dblp.mpi-inf.mpg.de/dblp-mirror/index.php

L. Chen et al. (Eds.): APWeb and WAIM 2009, LNCS 5731, pp. 172–184, 2009.
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Table 1. Top-3 results for query “p2p Steinmetz”

1 Article:Token-Based Accounting for
���
P2P-Systems.→Author: Ralf

��������
Steinmetz

2 Article:An Adaptable, Role-Based Simulator for
���
P2P Networks.→ Author:Ralf

��������
Steinmetz

3 Article:Self-protection in
����
P2P Networks: Choosing the Right Neighbourhood.→ Author:Ralf

��������
Steinmetz

formula to address the retrieval effectiveness issue and presents several efficient
query execution algorithms optimized for returning top-k relevant answers. [4]
improves the ranking formula in [3] by adapting four normalizations. [5,6] fur-
ther modify the ranking formula of [3] by introducing the concept of a virtual
document and present two efficient query evaluation algorithms for their rank-
ing formula. [7] takes another approach to address keyword search based on the
Steiner tree.

Due to the fuzzy nature of keyword queries, result ranking is vital for retrieval
effectiveness. Despite the results from previous studies, there are still several
issues with existing ranking methods, some of which may discourage users to
use keyword search systems. In this paper, we present a method for improving
the ranking formula by considering query semantics.

The main contributions of this paper are as follows:

– We introduce the concept of query semantics for keyword search in relational
databases. Although this concept has been mentioned in previous works [5],
it was not considered as a factor for ranking search results.

– We propose a method for incorporating query semantics into the ranking
formulas proposed in [3,5]. To our knowledge, our paper is the first to rank
CNs.2

– We conduct comprehensive experiments on large-scale real databases. The
experimental results show that our approach is better than existing ones in
terms of effectiveness.

The rest of the paper is organized as follows: Section 2 presents the basic con-
cepts and the method for generating the relevant answers of a query. Section 3
introduces the ranking strategies used in previous works. Section 4 presents the
concept of query semantics and our method of ranking answers by considering
query semantics. Section 5 shows the experimental results. Section 6 discusses
the related works. Section 7 concludes this paper.

2 Preliminaries

In this section, we describe the framework for generating answers for a given
keyword query. Section 2.1 describes some basic concepts such as Candidate
Network (CN) and Joint-Tuples-Tree (JTT). We follow the definitions of previ-
ous work [5,8]. Section 2.2 describes the framework of generating query answers.

2 CN is short for candidate network, which will be introduced in Section 2.
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2.1 Basic Concepts

We first define some terms used throughout the paper. A relational database
composed of a set of relations R1, R2, · · · , Rn. A Schema Graph (SG) is a di-
rected graph with the relations as its nodes and the foreign key to primary key
relationships of the relations as its edges. Figure 1 shows the schema graph of
DBLP used in this paper. A Joint-Tuple-Tree (JTT) T is a joining tree of dif-
ferent tuples. Each node ti is a tuple in the database, and each pair of adjacent
tuples in T is connected via a foreign key to primary key relationship. The three
results in Table 1 are examples of JTTs. A JTT is an answer to a keyword query
if it contains more than one keyword of the query and each of its leaf tuples must
contain at least one keyword. A Query Tuple Set RQ is a set of all tuples which
belong to relation R; these tuples contain at least one keyword of the query Q.
We call RF the free tuple set, which is the set of all tuples in relation R and
we use R∗ to denote a tuple set, which can be either a query tuple set or a free
tuple set. A Candidate Network (CN) is a tree of tuple sets RQ or RF with the
restriction that every leaf node must be a query tuple set. Every edge (R∗

i , R
∗
j )

in a CN corresponds to an edge (Ri, Rj) in the schema graph SG. A CN can be
easily transformed into its equivalent SQL statement and executed through the
DBMS. The size of a CN is the number of its tuple sets.

Fig. 1. DBLP schema graph

2.2 Answer Generation

Given a keyword query, the system first generates all the non-empty query tuple
sets RQ for all the relations R. These non-empty query tuple sets and the schema
graph are inputted to the CN generator to generate all the valid CNs. For this
purpose, [8] has proposed a breadth-first algorithm that is both sound and com-
plete. It can enumerate all the CNs of size no more than a specified number
without violating any pruning rules. There are three pruning rules used in [5],
which are listed below. We show the traces of the CN generation algorithm for
query “p2p Steinmetz” in Example 1 in Table 2 (for simplicity, suppose there are
only two non-empty query tuple sets articleQ and authorQ, and omit relation
aCite).

Rule 1. Prune duplicate CNs
Rule 2. Prune non-minimal CNs i.e., CNs with free tuple sets as leaf nodes
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Fig. 2. Query processing framework

Table 2. Enumerating CNs for query “p2p Steinmetz”

Size CN ID CN Valid?
1 CN1 articleQ Y
1 CN2 authorQ Y
2 articleQ ← aWriteF n
2 articleQ → journalF n
2 articleQ ← aCrossRefF n
3 CN3 articleQ ← aWriteF → authorQ Y
3 articleQ ← aWriteF → authorF n
3 CN4 articleQ → journalF ← articleQ Y
3 articleQ → journalF ← articleF n
3 articleQ ← aCrossRefF → procF n
3 authorQ ← aWriteF → articleQ n

4
...

...
...

Rule 3. Prune CNs of type: RQ ← S∗ → RQ. The rationale is that every
resulting JTT would contain the same tuple from RQ for two times.

Finally, the generated CNs are evaluated to identify the top-k query results based
on some relevance formulas. Figure 2 shows query processing framework, which
is a modified version of [3].

3 Ranking Strategy

In this section, we first present the ranking strategies of previous works, then
motivate our work by presenting an observation that reveals a problem in existing
schemes.
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3.1 Existing Ranking Strategies

Due to the fuzzy nature of keyword queries, result ranking is vital for retrieval
effectiveness. The initial attempt was to simply rank results according to the size
of JTTs [2,8]. Later, IR-Style [3] proposed a ranking formula based on a state-of-
the-art IR scoring function e.g., formulas based on the TF-IDF weighting. The
basic idea of the ranking method used in [3] is:

1. Assign to each tuple in the JTT a score by using a standard IR-ranking
formula3; and

2. Combine the individual scores together by using a monotonic aggregation
function to obtain the final score.

[4] suggested four sophisticated normalizations to the scoring function in [3]: tu-
ple tree size normalization, document length normalization, document frequency
normalization and inter-document weight normalization. The scoring function of
[4] is not monotonic due to the four normalizations, and therefore the optimized
query evaluation algorithms in [3] cannot be applied.

SPARK [5] models the entire JTT as a virtual document while the entire
results produced by a CN is modeled as a document collection. SPARK computes
the relevance score for a JTT T as follows:

score(T, Q) = scorea(T, Q) · scoreb(T, Q) · scorec(T, Q), (1)

scorea(T, Q) =
∑

w∈T∩Q

1 + ln(1 + ln(tfw(t)))
1− s + s · dlT

avdl(CN∗(T ))

· ln(idfw), (2)

where tfw(T ) =
∑

t∈T tfw(t), idfw = N(CN∗(T ))+1
dfw(CN∗(T )) ,

scoreb(T, Q) = 1− (

∑
1≤i≤m (1 − T .i)p

m
)

1
p , (3)

where T .i = tfwi
(T )

max1≤j≤mtfwj
(T ) ·

idfwi

max1≤j≤midfwj
,

scorec = (1 + s1 − s1 · size(CN)) · (1 + s2 − s2 · size(CNnf)), (4)

where tfw(t) denotes the number of instances of w in t, dlT denotes the length
of all the text attributes of T , CN(T ) denotes the CN T belongs to, CN∗(T ) is
identical to CN(T ) with the exception that each tuple set is free, avdl(CN∗(T ))
is the average length of JTTs for CN∗(T ), N(CN∗(T )) denotes the number of
JTTs for CN∗(T ), and size(CNnf) is the number of non-free tuple sets for the
CN. scorea is an IR-style ranking score based on the TF-IDF weighting. scoreb

acts as the completeness factor and gives biases toward the JTTs which contain
3 This score is often automatically computed by the DBMS by using the full-text

indexing engine.
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all of the keywords in query Q to those which only contain a few keywords.
The tuning parameter p in Eq.(3) can smoothly switch the completeness factor
biased towards the OR semantics to the AND semantics. scorec is a JTT size
factor and its degree of penalties for large CN is between [3] and [4]. The ranking
function of SPARK addresses an important deficiency in existing methods and
results in substantial improvement of the quality of search results [5].

3.2 Problems with Existing Ranking Functions

The vector space model based on TF-IDF weighting is used to compute the
relevance between a keyword query and documents from a document collection.
In the setting of the keyword search in relational databases, there will be multiple
document collections (each collection is either a relation or a CN). The above
scoring functions only compute a document’s relative relevance to the query in
the document collection it belongs to. However, these document collections have
different levels of importance to the query, and therefore the final score of a
document must reflect the importance of the document collection it belongs to.
For example, the top ten results of the query in Example 1 returned by SPARK
with p = 2 (a value of 2.0 is already good enough to enforce the AND-semantics
[5]) are listed in Table 3. We can see that most of the results are not useful
to the user: no papers written by “Ralf Steinmetz” with “p2p” in the title are
returned.

Table 3. Top ten results for query “Steinmetz p2p” by SPARK

JTT Score CN
E.

�������
Steinmetz 3.40 authorQ

Uli
��������
Steinmetz 3.37 authorQ

2
���
P2P or Not 2

���
P2P? 3.35 articleQ

2
���
P2P or Not 2

���
P2P? 3.35 articleQ

Ralf
��������
Steinmetz 3.34 authorQ

Arnd
�������
Steinmetz 3.34 authorQ

Rita
��������
Steinmetz 3.34 authorQ

Aase
�������
Steinmetz 3.34 authorQ

Oliver
�������
Steinmetz 3.28 authorQ

Ulrich
�������
Steinmetz 3.28 authorQ

The total number of tuples in every relation that contain the two keywords
in DBLP are shown in Table 4, and enumerated CNs whose size is less than 4
are listed in Table 5.

Table 4. Statistics of keyword Steinmetz and p2p

Relation Column Keyword Count
proc title P2P 11
article title P2P 1855
procEditor Name Steinmetz 1
author author Steinmetz 20



178 Y. Xu, Y. Ishikawa, and J. Guan

Table 5. Enumerated CNs for query “Steinmetz p2p”

CN ID CN
CN1 articleQ

CN2 authorQ

CN3 procEditorQ

CN4 procQ

CN5 articleQ ← aCrossRefF → procQ

CN6 articleQ ← aWriteF → authorQ

CN7 articleQ → journalF ← articleQ

CN8 pEditorsQ ← procEditorF → procQ

Table 4 shows that the two keywords Steinmetz and p2p mostly occur at
relation author and article, respectively. From a human perspective, results for
CN6 should be ranked higher than results from other CNs on the basis of the
data in Table 4, even if we do not know the user’s intentions. Unfortunately,
p2p is such a popular keyword in article as compared to Steinmetz in author
that idfp2p in Eqs. (2) and (3) is very small as compared to idfSteinmetz . As a
result, answers from CN1 and CN2 containing Steinmetz are ranked as the top
ten answers as Table 3 shows. Of course, scorea and scoreb of the answers for
CN6 will be larger than the answers for CN1 and CN2. However, the degree of
increase is very small because idfp2p � idfSteinmetz and is counteracted by the
decrease of scorec, as the JTT size is 3.

We will show our solution to this problem in next section.

4 Ranking with Query Semantics

In this section, we will first introduce the concept of query semantics, and then
discuss how to use it to improve the ranking strategy. Our proposed method
shows a notable improvement in the effectiveness of keyword search.

4.1 Query Semantics

We believe that the problem in Table 3 is caused by the fact that the keyword
search system does not understand the user’s true intention. This is why some
keyword search systems allow a query to contain database schema data such as
“author:Steinmetz”. However, requiring an ordinary user to write queries con-
taining database schema data is not realistic and violates the original motivation
for keyword search systems.

In actual commercial databases, there is always a large number of relations.
Due to the E-R model and the normalization requirement, each relation stores
information of a certain kind of entities, and hence it has its own special keyword
set. For example, keywords in relation author in DBLP are unlikely to occur in
relation article or proc.

When a user inputs a short query, we can assume that there is a strong
possibility that he has a preference for the relation selection for each keyword.
For example, he prefers the relation author to relation article when he inputs
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the name of person. The implicit relationship between keywords and relations
specifies the hidden user’s intention for the query.

We refer to such relation preference of keywords as the semantics of the query.
If a CN contains all the relations in the semantic set of a query, results from this
CN will be more relevant to the query.

Example 2: a query contains an author name Steinmetz and a research area
keyword p2p, which shows that the user wants to search papers about p2p that
were written by an author named Steinmetz. Hence, the semantic set of query
“Steinmetz p2p” is {article, author}. JTTs for CN6 in Table 5 are more relevant
to the query “Steinmetz p2p” than JTTs for CN8.

If the semantics for a keyword query can be obtained exactly and used to rank
query results, query effectiveness can be drastically improved. For example, the
papers with p2p in the title written by Ralf Steinmetz will be ranked at the top
of the answers. We present our method for obtaining the query semantics and
using it to rank answers in the next section.

4.2 Incorporating Query Semantics into Ranking

We propose modeling a relation as a document, in which case tuples in relations
will be modeled as words or sentences. Consequently, the database is a document
collection composed of relations as documents. By adopting such a model, we can
naturally compute the IR-style relevance score of each relation for a keyword.

For a keyword w, we can easily find all the relations R1, R2, · · · , Rt that have
tuples containing w and the corresponding numbers of tuples by using a full-text
index. Then, for each Ri(1 ≤ i ≤ t), we use the following formula, which is based
on TF-IDF weighting, to compute its relevance to keyword w:

pw(Ri) =
p0 + ln(1 + ln(1 + dfw(Ri)))

(1− s) + s · ln(1 + tcRi

avtc )
, (5)

where p0 indicates the initial preference score for a keyword to an arbitrary
relation, dfw(Ri) is the number of tuples of Ri that contains keyword w, tcRi

is the number of total tuples in Ri, avtc is the average number of tuples of the
relations in the database.

p0 and s in Eq.(5) acts as two tuning parameters: small p0 give higher prefer-
ence to relations that have a large dfw(Ri), while larger s gives higher preference
to relations that have a small number of tuples. In our experiments, p0 is tuned
between 0.2 and 1 and s is tuned between 0.1 and 0.5. We observed that p0 = 0.6
and s = 0.2 is appropriate for all the tested queries.

Then the preference of CN for a query Q is computed as:

scores(CN, Q) =
∑
w∈Q

maxRi∈CNpw(Ri). (6)

We refer to scores(CN, Q) as the semantic score of a CN .
Finally, the relevance score of a JTT T to a keyword query Q is computed as:
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SCORE(T, Q) = score(T, Q) · scores(CN(T ), Q), (7)

where score(T, Q) is computed by Eq.(1).
The calculated scores for the eight CNs in Table 5 are listed in Table 6 with

p0 = 1.0, s = 0.25. We also suggest the application of a modification to Eq.(3) as

T .i =
ln(1 + tfwi(T ))

ln(1 + max1≤j≤mtfwj (T ))
· ln(idfwi)
ln(max1≤j≤midfwj)

, (8)

to increase the impact of a keyword w that has a small idf (e.g., keyword p2p).
Table 7 shows the top ten results of SPARK for query “p2p Steinmetz” with
p = 1.8 and our modification when computing scoreb. We find that the six results
which belong to CN6 are ranked at the top of the results. More importantly, the
result belonging to CN8 is ranked appropriately.

Table 6. Calculated scores of the eight CNs

CN1 CN2 CN3 CN4 CN5 CN6 CN7 CN8

3.24 2.59 3.04 2.14 3.44 4.66 3.24 3.7

Table 7. Top ten results for query “p2p Steinmetz”

JTT CN ID score
Token-Based Accounting for

���
P2P-Systems.→ Ralf

�������
Steinmetz CN6 33.25

An Adaptable, Role-Based Simulator for
���
P2P Networks.→ Ralf

��������
Steinmetz CN6 32.28

Self-protection in
���
P2P Networks: Choosing the Right Neighbourhood.→ Ralf

��������
Steinmetz

CN6 31.29

Globase.KOM - A
���
P2P Overlay for Fully Retrievable Location-based Search.→ Ralf

��������
Steinmetz

CN6 30.88

Ralf
�������
Steinmetz→ Proceedings

���
P2P’08, Eighth International Conference on Peer-to-

Peer Computing, 8-11 September 2008, Aachen, Germany
CN8 30.78

Overlay Design Mechanisms for Heterogeneous Large-Scale Dynamic
���
P2P

Systems.→Ralf
��������
Steinmetz

CN6 30.62

Working Group Report on Managing and Integrating Data in
���
P2P Databases.→

Rita
�������
Steinmetz

CN6 30.55

E.
��������
Steinmetz CN2 16.03

Uli
�������
Steinmetz CN2 15.89

Arnd
��������
Steinmetz CN2 15.75

5 Experiments

In this section, we experimentally discuss the impact of our proposed method on
the effectiveness of top-k keyword search. We incorporate the semantic score into
the ranking strategies of [3,5], and then compare its impact to the effectiveness.

5.1 Experimental Settings

Database: For our evaluation,we use the DBLP data set, which we decomposed
into relations from a downloaded XML file according to the schema shown in
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Table 8. Statistics of DBLP database

Relation Schema # Tuples
article(articleID,key,title,journalID,· · ·) 1,092,239
aCite(id,articleID,cite) 109,625
author(authorID,author) 658,461
aWrite(id,articleID,authorID) 2,752,673
journal(journalID,journal) 730
proc(procID,key,title,· · ·) 11,108
pEditors(pEditorID,Name) 12,001
procEditor(id,procEditorID,procID) 23,540

Figure 1. We use many relations in order to represent the original data in the
XML file as closely as possible. The size of the XML file is 478MB. Table 8 shows
the basic statistics after the decomposition.
Query Set: We manually picked a large number of queries for evaluation. We
attempted to include a wide variety of keywords and their combinations in the
query set, such as the selectivity of keywords, the size of the most relevant
answers, the number of potential relevant answers, etc. We focus on 20 queries
with query length ranging from 2 to 4.

5.2 Measures

To measure the effectiveness, we adopt two metrics used in previous studies [4,5]:
a) number of top-1 answers that are relevant (#Rel), and b) reciprocal rank (R-
Rank), for a given query. The reciprocal rank is 1 divided by the rank at which
the first correct answer is returned or 0 if no correct answers are returned.

In order to identify the relevant answers for each query, we used all the ranking
strategies ([3],[5] and ours) for each query and merged their top-50 results. Then,
we manually evaluated the results and selected the relevant answer(s) for each
query.

5.3 Results and Discussion on Effectiveness

We show the #Rel of [3,5] and our proposed method on the DBLP dataset in
Table 9. Figure 3 and 4 show the reciprocal ranks of 13 and 10 queries, respec-
tively. We use [3](S), [5](S) to denote that the relevance score is computed by
considering the semantic score of CNs. M in [5](M) and [5](SM) denotes the
modification shown in Eq.(8). p = 1.5(2) denotes the parameter p in Eq.(3) is
set to 1.5(2). From Table 9, we can see the notable improvement brought by our
method to the ranking strategies of [3,5] in terms of effectiveness. [5](SM) can
always return the relevant answer(s) for a query. We also find that the semantic
score works well with the method of [3]. Although the #Rel of [3](S) is not
large, we can find relevant answers in the Top-20 answers returned by [3](S) in
most cases, as shown in Figure 4.
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Table 9. Impacts on #Rel

[5](p = 2) [5](M)(p = 1.5) [5](M)(p = 2) [5](S)(p = 1.5) [5](SM)(p = 1.5) [3] [3](S)
4 17 18 12 19 0 5

Fig. 3. Impacts on R-Rank (1) Fig. 4. Impacts on R-Rank (2)

The experimental results in Table 9 and Figure 3 show that Eq.(8) is char-
acterized by a notable improvement as compared to the method of [5] in terms
of #Rel and reciprocal ranks. There are two reasons for this: Eq.(8) produces a
stronger bias to answers that contain all of the keywords in a query; our man-
ually evaluated relevant answers are based on the AND semantics for queries.
Although they have similar #Rel and R-Rank, there is a great difference be-
tween [5](S) and [5](SM) in the structure of the top-k answers as compared to
[5](M): there is always a larger CN number. For example, [5](M) ranks all the
answers for CN6 at the top for the query “p2p Steinmetz”. However, we can also
find answers for CN1, CN2 and CN8 in the top-ten answers returned by [5](S)
and [5](SM). Therefore, although we believe users might target different results
with their queries, a larger CN number can meet the demands of more users.

6 Related Work

Keyword search in relational databases has recently emerged as a new research
topic [9]. Existing approaches can be broadly classified into two categories: those
based on candidate networks [2,3,8] and others based on Steiner trees [1,10,11].

Mragyati [12], Discover [8], DBXplorer [2], IR-Style [3] and ObjectRank [13]
are several early keyword search systems for relational databases. Discover and
DBXplorer only rank tuple trees according to their sizes. IR-Style proposed rank-
ing of tuple trees according to their IR relevance scores to a query. Our work
adopt the same framework with [2,3,4,8], and can be viewed as a further improve-
ment along the line of enhancing the retrieval effectiveness. ObjectRank and
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ObjectRank2 [14] apply authority-based ranking to keyword search in databases
modeled as labeled graphs. Authority originates at the nodes (objects) contain-
ing the keywords and flows to objects according to their semantic connections.

Banks [1] also finds tuple trees from the data graph directly by using the
Steiner tree algorithm. For a data graph, it uses PageRank style methods to
assign weights to tuples and edges between them. Banks2 [10] is an improve-
ment of Banks which introduces a novel technique of bidirectional expansion to
improve search efficiency. Li et al. [7] proposed a new concept referred to as a
compact Steiner Tree, which can be used to approximate the Steiner tree prob-
lem for answering top-k keyword queries efficiently. They also proposed a novel
structure-aware index to support keyword search.

Most recently, keyword search has been studied in a few generalized contexts
as well [11,15]. [15] describes a solution to the keyword-search problem over
heterogeneous relational databases. The scoring function of [15] is adapted from
[3] by adding two more equally weighted terms that capture the match confidence
of FK joins and the corresponding attribute value pairs in an answer, which may
be a JTT composed of tuples come from multiple databases.

7 Conclusions

Keyword search allows non-expert users to find text information in relational
databases with much higher flexibility. In this paper, we proposed a novel ranking
strategy for effective keyword search considering query semantics. Our method
can solve the problems with the ranking strategies proposed in previous works.
We also presented a modification of an existing ranking strategy. Our method
can be incorporate into existing ranking strategies and does not require excessive
additional computation. The results of experiments performed on a large-scale
real dataset show that our method results in a significant improvement in terms
of retrieval effectiveness.
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Abstract. As an essential query, skyline computation over data stream is very 
important for many on-line applications, including mobile environment, net-
work monitoring, communication, sensor network and stock market trading, etc. 
Different from most popular skyline processing methods that deal with the 
whole data set, this paper focuses on constrained skyline processing over data 
stream. We employ a grid based index to store the tuples and put forward two 
algorithms to compute and maintain skyline set based on it. We also define In-
fluence Area for every query to minimize the cells need to be processed when 
new tuples arrive and old tuples expire. Theoretical analysis and experimental 
evidences show the efficiency of proposed approaches. 

Keywords: constrained skyline, data stream, grid index. 

1   Introduction 

As an important query over data stream, the problem of skyline computation has at-
tracted much research attention[1~6]. Skyline query plays a great role in many applica-
tions such as network monitoring, multi-criteria decision making, communication, 
sensor network and stock market trading, etc. Given a data set S of d dimensions, the 
skyline result SK is the set of points p with p∈S and there is no other point q∈S can 
dominates p. p is said to dominate q if p is no worse than q in every single dimension 
but better than q in at least one dimension. The standard of “better” or “worse” var-
ies according to different applications. For example, in a hotel book system, a tourist 
to the seaside wants to reserve a hotel which is both cheap and close to seashore on 
the internet. In this situation, cheap is “better”, and expensive is “worse”; close to 
the seashore is “better” but far away from the seashore is “worse”. 

Since Borzonyi[5] first introduced the skyline operator into database system, there 
has been a lot of research works about it. Most of them focused on the whole data set. 
But sometimes we care about the skyline set over the part of the data set. For instance, 
Fig. 1 shows the skyline of cheap hotels near the beach with and without constraints. 
As we can see from (a), {A, B, E} is the best choice for travellers without constraint. 
But when travellers add a constraint, as shown in Fig. 1(b), such as “what is the best 
choice for me in the range of $30 to $150?” Hotel A and E will not be an answer  
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      (a)  Without constraints                                          (b) With constraints 

Fig. 1. Skyline of hotels with and without constraints 

because A.price is cheap than $30, and E.price is expensive than $150. So B is the 
only answer. {C, D, E} is the answer to the question “what is the best choice for me 
between $90 to $210?” Obviously, when there is a constraint (query range) attached 
to the skyline query, the results are different from the skyline query on the whole data 
set. This kind of skyline query is called constrained skyline query[1,2,11]. 

In data stream context, especially when the arriving rate is very high, the valid tuples 
are stored in main memory to satisfy real-time response. Due to the dynamic features of 
data stream, complexity index structure (e.g., a main memory R-tree) may be very ex-
pensive for maintaining.  In this paper, we use a grid-based index instead. When a new 
query arrives in the system, the computation module computes its result by searching 
the minimum number of cells that may contain skyline tuples. The maintaining module 
is called when a new tuple falls in these grids or a tuple of skyline set expires. 

In summary, we make the following contributions in this paper. First, we define the 
problem of constrained skyline query over data stream. Second, we put forward two 
algorithms using grid index to compute and maintain constrained skyline. Third, we 
conduct detailed theoretical analysis and extensive experiments to valid the effective-
ness of our methods.    

The rest of this paper is organized as follows. We introduce the related work in 
Section 2. In Section 3, the problem of constrained skyline query is formally defined. 
We present our algorithms in Section 4. The time and space complexity of the pro-
posed algorithms are analysed in Section 5. Section 6 presents the results of our ex-
perimental evaluation. The conclusion is in Section 7. 

2   Related Work 

Skyline queries have been studied since 1960s in the theory field where skyline points 
are known as Pareto sets and admissible points [6] or maximal vectors [7]. Borzonyi et 
al. [5] first investigated the skyline computation problem in the context of databases. 
They put forward two algorithms BNL and D&C to process skyline query problems in 
database. SFS[8] improved BNL by pre-sorting the tuples. Later work proposed the 
index based solutions[9~11]. NN(Nearest Neighbour) method in [10] identifies skyline 
points by recursively invoking R-tree based depth-first nearest neighbour search. It is 
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more efficient than the earlier algorithms and can return the results gradually. Dimitris 
et al.[11] put forward an efficient algorithm called BBS to improve the NN method. Like 
NN, BBS is also based on nearest neighbour search and use R-tree to index the entries, 
but it avoids the shortcomings of NN like visiting the overlapping regions twice. Ac-
cording to [11], BBS only processes the entries which are not dominated by current 
skyline tuples. BBS can be applied to variations of skyline query with a little modifica-
tion, such as constrained skyline queries. But BBS is used for static data, not dynamic 
data like data stream. [1] and [2] consider the constrained skyline processing, but they 
mainly focus on parallelity among different nodes. The skyline processing over dis-
tributed environment attracts increasing attention recently, such as [12~18].  

As far as the data stream context is concerned, Tao et al.[19] put forward two meth-
ods to maintain sliding window skylines over data stream. The first one is called lazy 
method, which delays most computational work until the expiration of a skyline point, 
while the eager method takes advantage of precomputation to minimize memory con-
sumption. Lin et al.[4] focused on computing the skyline against the most recent n of N 
elements in a data stream set. They developed an effective pruning technique to 
minimize the number of elements to be kept, so the time complexity is decreased. 
Morse et al.[3] presented a new algorithm called LookOut for evaluating the continu-
ous time-interval skyline efficiently. Tian[20] developed a grid index based continuous 
skyline processing method over data stream. All these works consider the skyline 
computation of the whole valid data set, which is different from our constrained  
skyline computation problem. 

3   Preliminaries 

3.1   Problem Definition 

First, we will give several definitions. Suppose every tuple p of the data set S is of d 
dimensions, x1,x2,…, xd. p is represented by p(p.x1, p.x2, …, p.xd). Without loss of 
generality, small value is preferable in this paper. 

Definition 1 Dominate. For two tuples p=(p.x1, p.x2, …, p.xd), q=(q.x1, q.x2, …, q.xd), 
p dominates q (denoted as Dominate(p,q)) means for 1 i, j d≤ ≤ , i,∀ p.xi≤q.xi, and j∃ , 

p xj< q.xj. 

For p, q∈S,  if p does not dominate q, and q doesn’t dominate p,  we say p and q is 
not comparable, denoted by p<>q. 

Definition 2 Skyline. Skyline is a data set which contains all points that are not 
dominated by any other point. Each point in the skyline set is called a skyline point. 
SK is used to denote the skyline set.  As we can see . ,, qpSKqp <>∈∀  

Defination 3 Constrained Skyline Query. A skyline query which is attached with 
constraints (query range) on specific dimensions is called a constrained skyline query. 
A constraint on a dimension is a range like (l, r) specified by the user according to 
their interest.   

Defination 4 Key Dimension. The Dimension with a constraint specified on is called 
a Key Dimension.  
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For simplicity of expression, we consider the skyline queries with only one Key Di-
mension. But with a little modification, the algorithms can be used for multi Key 
Dimensions. We use concepts tuple and point, dimension and attribute alternately. 

The problem we consider in this paper is: A set of constrained skyline queries 
Q={Q1(l1, r1), Q2(l2, r2), …, Qm(lm, rm) } registers in a data stream S, where the (li, ri) is 
the constraint (query range) on Key Dimension. The sliding window is W. Each query 
Qi(li, ri) computes its initial query results, and maintain its results according to valid 
tuples contained in W.  Our object is to design an effective method to answer the con-
strained skyline query over data stream in real time.  

X1

A

B

C

D
E

X2

   
                   (a)  Without constraints                                     (b) With constraints 

Fig. 2. Skyline computation without constraints 

3.2   Data Structure 

As a popular index in data stream management, grid index is very efficient. In this 
paper, we adopt it to index the tuples in main memory. The extent of each cell on 
every dimension is δ .  Assuming a 2-dimensional space, the cell ci,j at column i and 

row j contains all tuples whose δ⋅i p p.x1 ≤ δ⋅+ )1(i , and   

δ⋅j p p.x2≤ δ⋅+ )1( j .  So given a tuple p(p.x1,p.x2), the cell ci,j it belongs to can 

be computed by ⎣ ⎦δ/. 1xpi =  and ⎣ ⎦δ/. 2xpj = . The right-top point of ci,j is de-

noted by ci,j.RT, while the left-bottom point of ci,j is denoted by ci,j.LB.   
Next, we will use an example to denote the problem of constrained skyline compu-

tation and the idea of our technique. 
After adding a grid index to Fig. 1, as shown in Fig. 2(a), we can see that the points 

fall in dark cells will definitely change the skyline set, and the points fall in grey cells 
will possibly change the skyline set. The points in the cells without colour will not 
affect the skyline set at all.  

Definition 5 Definite Influence Area(DIA). Definite Influence Area is a set of grids: 

{ jic , | 
i,j i,j, ( . , ) ( . )p SK Dominate c RT p c RT p∀ ∈ ∪ <> , dj i, ≤≤1 }. 
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Definition 6 Possible Influence Area(PIA). Possible Influence Area is a set of grids: 
{

jic ,
| ) ).,(,()).,(  ,( ,, RTcqDominateSKqLBcpDominateSKp jiji ∈∃∩¬∈∀ , dj i, ≤≤1 } 

The dark area in Fig. 3(a) is the DIA, while the grey area is PIA. PIA and DIA make 
up of Influence Area of Q. Any tuple falls into Influence Area may change the skyline 
result of Q. 

Definition 7 Immune Area. Immune Area is a set of grids:  

{ jic , |  ).,(, ji, LBcpDominateSKp∈∃ , dj i, ≤≤1 } 

The cells without colour in Fig. 2(a) belong to Immune Area. The tuples fall into 
Immune Area will not affect the skyline set. 

When a constraint imposed to a skyline query, the Influence Area and the Immune 
Area will change. Fig. 2(b) illustrates the Influence Area and the Immune Area of 
three constrained skyline queries: Q (c1, c2), Q(c2, c3) and Q(c3, c4), we can see that 
the Influence Area are totally different from the global skyline query. 

c1

List of valid points

constraint line

P2 ...

head(old) tail(recent)

c2

virtual grid

virtual grid

virtual?

virtual?

P1

...
...

QT(query table)

Q.range
Q. skyline
Q.IL

Q.id
entry of Q

Q.id

Q.IL

 
Fig. 3. Data structure 

We will use the data structure listed in Fig. 3 in this paper to solve these three  
problems. 

The running constrained skyline queries are stored in a query table QT at the right 
top corner of Fig. 3. QT maintains for each Q a unique identifier Q.id, its query range 
Q.range, its current results Q.skyline, and Q.IL. Q.IL used to stores the pointers to the 
cells in Influence Area of the query. 
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In order to provide an efficient strategy for evicting expiring tuples, all the valid 
tuples in a cell are stored in a single list, according to their arriving time. The new 
tuple is placed at the end of the list, and the old ones that fall out of the window are 
discarded from the head of the list, which satisfies the FIFO (first-in-first-out). Each 
cell contains a list of pointers (PLc) to the corresponding tuples. In fig. 3, c2 is di-
vided into two parts by a constraint. We call each part a virtual cell. Each virtual cell 
has its own PLc. When a tuple falls into c2, it will be examined to see which virtual 
part it belongs to. We assume that difference between any two constraints is bigger 
than or equal toδ . With this assumption, a grid can only be divided into two parts  
at most. 

4   Constrained Skyline Maintaining Algorithm 

4.1   The Computation Module 

The computation module is in charge of computing the skyline set at current sliding 
window W. It is used in initialization. A naive way to obtain the result of a query Qi is 
to compute the skyline with an existing algorithm, then compute the Influence Area of 
Qi. Obviously this method is very inefficient in practice, since it needs to check all the 
cells twice to determine the skyline set and the Influence Area. As small value is 
preferable in this paper, we can see that once a skyline tuple is found in some cell, the 
rest cells whose left bottom point is dominated by this tuple should not be processed, 
as the points contained in them will not contribute to the skyline set.  Based on this 
feature, we put forward an efficient initialization algorithm CS_CM without having to 
process all the cells. The pseudocode is shown in Fig. 4. Suppose all attribute values 
range from 0 to 1, so the number of cells in one dimension is δ/1 . For each Qi(li, ri), 

the left bottom cell is ⎣ ⎦ 0,/δil
c , the left top bottom cell is ⎣ ⎦ δδ /1,/il

c , the right bottom 

cell is ⎣ ⎦ 0,/δir
c . 

CS_CM first compute the Maxx1, Maxx2(the max value in x1 and x2 axis), and the 
left bottom cell ci,j of Q. Then initialize an empty skyline set SK and an empty heap H. 
Starting from ci,j, CS_CM computes the skyline set of Q. If there are skyline tuples in 
ci,j, there is no need to process the cell whose subscripts are bigger than i and j, such 
as ci+1,j+1. Set the boolean variable continue to 0, meaning that the algorithm can end 
after this loop is finished. Otherwise, insert the skyline tuples into SK. 

No matter there is or not a skyline tuple in ci,j, add a pointer in Q.IL pointing to ci,j. 
There are may be skyline tuples in (ci+1,j , ci+2,j, …, cmax x1,j) and (ci,j+1, ci,j+2,…, ci,maxx2), 
since their LB is not dominated by the skyline point in ci,j. Put these cells into H and 
process them. If the left bottom point of next cell is dominated by one point in current 
skyline set or H is empty, the second while loop (line 16~20) ends. Otherwise, if there 
is skyline tuple in a cell, insert the tuple into SK and add a pointer in Q.IL pointing to 
the cell. ADD 1 to i and j separately. CS_CM ends when any of these three conditions 
is satisfied:  continue is 0 or i= Maxx1, or j= Maxx2. Fig. 5 illustrates how CS_CM 
compute the skyline set for Q without visiting all the cells.  
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Algorithm: CS_CM 
Input: Data set S,  constrained skyline query  Q(l, r) 
Output: SK (Skyline of P) and Q.IL (Initial influence region) 

Maxx1 = ⎣ ⎦δ/ir , Maxx2 = δ/1 ; 1 

i = ⎣ ⎦δ/il ; j=0; 2 
Initialize skyline set SK, a max-heap H, a list Q.IL for Q. 3 
Boolean continue =1; 4 
While (continue =1& ci,j.LB is not dominated by any point in SK& 
i<= Maxx1 &j<= Maxx2) 5 

{ 6 
     Compute skyline set of ci,j and insert the skyline tuple into SK; 7 
     If there is a skyline tuple in ci,j 8 
          continue=0; 9 
     m = i; n = j; 10 
     Put cm,n into Q.IL; 11 
     For (; m<= Maxx1;) 12 
          If c++m, n is not dominated by any tuple in SK 13 
              Put cm, n into H; 14 
     For (;n<= Maxx2;) 15 
         If cm,++n is not dominated by any tuple in SK 16 
             Put cm,n into H; 17 
     While(H is not empty) 18 
     { 19 
             Compute skyline set in the cell and insert into SK; 20 
             Put the cell into Q.IL; 21 
     } 22 
    i++; j++; 23 
} 24 

Fig. 4. The pseudocode of CS_CM  
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  Fig. 5. Process of computing skyline set for Q(l, r)  

4.2   Maintenance Module 

In this part, we will detail our constrained skyline maintenance module CS_MM. 
There only two situations when SK needs to be updated. The first one is when a 

new tuple arrives at system. The second one is when an old skyline tuple expires. The 
pseudocode is listed in Fig. 6. 
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Algorithm: CS_MM 
Input: new arriving tuple p or an expiring tuple q 
Output: updated SK and Q.IL (If needed) 

// handle insertion  

For every new arrival tuple p 1 
       Add p into the corresponding ci,j.PL; 2 
       For every Q(l,r) which has a pointer to ci,j 3 
          Compare p with every tuple in SK 4 
          If p is not dominated by any tuple in SK 5 
              Insert p into the SK; 6 
              Remove tuples in SK which are dominated by p; 7 
              Update Q.IL, Remove the pointers to the cells in Q.IL which 

are dominated by p; 
8 

      // handle the expiration 9 
          When an old tuple q in ci,j expires 10 
               Delete it from the ci,j.PL; 11 
               For every Q(l, r) whose Q.SK contains q 12 
                  Delete q from Q.SK; 13 
                  Repeat line 4~24 in CS_CM to compute new skyline 

tuples which are only dominated by q; 
14 

Fig. 6. Pseudocode of CS_MM 

Returning to the example in Fig. 5, assume that tuple F and G arrive at the system. 
F is processed first. Since F dominates C and D, F is inserted into the Q.SK, C and D 
is deleted from Q.SK. G is inserted into c4,2.PL. The cells of Influence Area of Q like 
(c3,1, c3,2,..., c3,7) and c4,1, c4,2 are dominated by F, so they are deleted from the Influ-
ence Area of Q. Q.IL is updated. G is dominated by F, so just insert G into c4,2.PL. SK 
and Q.IL are not affected. Invalid skyline points appear hollow in Fig 7. 

Assume at the next moment, K arrives at the cell c3,0, and C, D, F, G expire. Inser-
tion is processed first. Since K is not dominated by F, K is inserted into Q.SK. The  
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             Fig. 7.  F and G arrive                     Fig. 8.  K arrives and C, D, F, G expire 
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subscript of the cell whose left bottom point is dominated by K starts from (4, 1).  
Because c4,1 doesn’t belong to Influence Area, so Q.IL remains same.  Then C, D, F, 
G expires. C, D, and G are not skyline tuples, so they are just deleted from the PL of 
corresponding cell. F belongs to the Q.SK. Delete F from Q.SK and start from c2,0 
looking for the new skyline tuples, the idea is the same with the one we used in 
CS_CM.  The procedure is shown in Fig. 8. 

5   Complexity Analysis 

In accord with previous work, we make two assumptions:  (1) the average data cardi-
nality at each timestamp is N, (2) the tuples are uniformly distributed in a unit d-
dimensional workspace and the average arriving rate is r. As we mentioned before, 
δ is the cell extent per axis. Suppose all attribute values range from 0 to 1, the number 

of cells in one dimension is δ/1 . The total number of cells is d)/1( δ  and each cell 

contains dN δ⋅  tuples on average. A cell is denoted by
ni

iic
,...,2,1

, where ji  ranges 

from 1 to δ/1 . 

5.1   Time Complexity 

We analyse the running time of CS_CM first. Because the tuples are uniformly dis-
tributed, so there are tuples in the left bottom cell of a query Q. Without loss of gener-
ality, suppose the key dimension is the first dimension. The Influence Area of Q is a 

set of cells : IA={ 
di

iic
,...,2,1

| ⎣ ⎦δ/l  ≤i1≤ ⎣ ⎦δ/r & for 1<j<=d, at least one ij equals to 

0}. |IA| equals to the number of pointers in Q.IL, which means |IA| equals to |IL| for Q. 
So there are | IA| cells need to be processed. The rest are dominated by some tuple in 
the left bottom cell. Suppose the cost to process a cell on average is C, so the time 
complexity of CS_CM is O(C·|IA|).  

Concerning the cost of CS_MM, in every processing cycle, r new tuples arrive at 
the system, while r old tuples expire. Hence, the cell update time is O(r). Each cell 

receives dr δ⋅ insertions and dr δ⋅ deletions.  For the Influence Area, it will cost 
O( SKrIA d ⋅⋅⋅ δ  ) to check if SK should change.  The probability of a new tuple be-

comes a skyline result can be approximated by
N

SK . When a new tuple becomes a 

skyline result, the cells in Influence Area need to be examined to see if they are domi-
nated by the new skyline tuple. That will cost O( IA ) at most. For any expiring tuple 

q belonging to Q.|SK|, we need to find a new skyline tuple that is dominated only by 
q. In the worst case when q is in the left bottom cell, the cost will be the same as 
CS_CM, O( IAC ⋅ ). So the total cost of CS_MM at the worst case will be 

))(( IACIA
N

SK
rSKrIAO d ⋅+⋅+⋅⋅⋅ δ . 



194 L. Zhang, Y. Jia, and P. Zou 

5.2   Space Complexity 

In this paper, dN ⋅ memory units are need to store N valid d-dimensional tuples, and 
N memory units to store the pointers in the point lists of the cells. For every 
Qi(i=1,3,…,m), we need 1 memory unit for its id, 2 for its range, |SKi| for its results, 
and |IAi| for its influence list. In conclusion, the space requirements of our algorithms 

are ))()1((
1
∑ ++⋅+

m

ii IASKdNO . 

               
            (a) IND data                                                    (b) ANT data 

Fig. 9. Two data set of 2-dimension 
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Fig. 10. The effect of cardinality                     Fig. 11. The effect of arrived rate 

6   Experimental Evaluation  

In this section, we experimentally evaluate our algorithms using data sets of inde-
pendent (IND) and anti-correlated (ANT). The dimensionality d ranges from 2 to 6.  
ANT and IND shown in Fig. 9 are very popular synthetic data set. For IND data, the 
attribute values of each tuple are generated independently, following a uniform distri-
bution, while the values of ANT data increase with time. All the experiments are 
conducted on an AMD Athlon 64 PC with 2.09 GHz processor, 1GB main memory, 
and Windows XP OS. We implement a simulation system programmed in C++ to 
validate the performance of the CS_CM& CS_MM. 

Our experiments use a count-based window with size N ranging from 1 million to 5 
million and the rate of data stream r is 10,000/s. The query range (li, ri) are generated 
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randomly. We conduct three experiments in this section, studying the performance of 
our skyline algorithm CS_CM & CS_MM. Since BBS can process constrained skyline 
queries, we will compare with BBS. For all experiments, we store data structures in 
memory to simulate continuous skylines queries of streaming applications.  

6.1   The Effect of Cardinality and Arriving Rate 

First, we show the effect of cardinality N and arriving rate r on BBS and CS_CM & 
CS_MM. we use the IND data set. The dimension d is 4. The number of query in  
Fig. 10 is 1K. The N in Fig. 11 is 1M. We can see from these two figures that our 
algorithms CS_CM & CS_MM perform better than BBS. The reason is that CS_MM is 
very efficient with each new insertion or deletion, but BBS has to recompute the sky-
line results from the scratch when the new tuple arrives and old tuple expires. We also 
can see that when the arriving rate is very high, BBS is not applicable to handle the 
data stream environment.  
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   Fig. 12.  The effect of query number                   Fig. 13. The effect of dimension 

6.2   The Effect of Constraints 

In this experiment, we study how the number of constraints affects the algorithms. We 
add constraints to 1, 2, 3, 4 dimensions orderly to see the effect. We use IND and ANT 
data set separately, and the dimension d is 4. Fig. 12 shows the experiment result. 

As constraints are added on more dimensions, the CPU time increases too, because 
cells are partitioned by the more constraints, which brings more expenses to the sys-
tem for maintaining the data structure. The IND data set performs much better be-
cause the tuples are distributed in every cell uniformly. So the skyline tuples are 
mostly found in the first recurrence. But for the ANT data set, more cells needs to be 
processed. 

6.3   The Effect of Dimension  

Like BBS, the performance of CS_CM & CS_MM degrades with the increase of di-
mensionality. As the number of attributes increases, more cells need to maintain in the  
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system, resulting in more cells to be processed for computing skyline tuples. The 
maintaining of Influence Area will be more complicated too. Our experiment shown 
in Fig.13 proved this. 

7   Conclusion  

In this paper, we study the problem of constrained skyline processing over data 
stream. Effective algorithms CS_CM and CS_MM are presented for online con-
strained skyline computation and maintaining. We use a grid based index and define 
the Influence Area for every constrained query, which minimizes the tuples needs to 
be processed. The experiments and theoretical analysis show the effectiveness of our 
algorithms. 
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Abstract. With the current emergence of Cognitive Sciences and the
development of Knowledge Management applications in Social and Hu-
man Sciences, Subjective Knowledge becomes an unavoidable subject and
a real challenge, which must be integrated and developed in Ontology
Engineering and Ontology-based Information Retrieval. This paper in-
troduces a new approach dedicated to the Personalization of a Domain
Ontology. Inspired by works in Cognitive Psychology, our work is based
on a process which aims at capturing the user-sensitive degree of truth
of the categorisation process, that is the one which is really perceived
by the end-user. Practically, this process consists in decorating the Spe-
cialisation/Generalisation links (i.e. the ISA links) of the hierarchy of
concepts with a specific gradient. As this gradient is defined according
to the three aspects of the semiotic triangle (i.e. intensional, extensional
and expressional dimension), we call it Semiotic-based Prototypical-
ity Gradient. It enrichs the initial formal semantics of an ontology by
adding a pragmatics defined according to a context of use which depends
on parameters like culture, educational background and/or emotional
context of the end-user.

Keywords: Contextual Ontology, Typicality, Categorisation, Concep-
tual prototypicality, Semiotic measure, Information Retrieval, Personal-
isation, Semantic Web, Pragmatic Web.

1 Introduction

This paper deals with knowledge which is included in the semantic and episodic
memory of Human Being [7]. This knowledge, which can be expressed through
textual, graphic or sound documents, corresponds to what must be captured

L. Chen et al. (Eds.): APWeb and WAIM 2009, LNCS 5731, pp. 198–209, 2009.
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within a Domain Ontology, as it is specified by the consensual definition of T.
Gruber [6]: “an ontology is a formal and explicit specification of a shared con-
ceptualisation”. The advent of the Semantic Web and the standardisation of a
Web Ontology Language (OWL) have led to the definition and the sharing of
a lot of ontologies dedicated to scientific or technical fields. Our work aims at
providing measures dedicated to the personalization of a Domain Ontology. This
personalization process mainly consists in adapting the content of an ontology to
its context of use. Our approach of ontology personalization aims at taking these
parameters into account in order to reflect the degree of truth users of ontologies
perceive on the is-a hierarchies and to what extent the terms associated to the
concepts are representative. According to the model of Pierce [12], any percep-
tible phenomenon is perceived according to three dimensions: syntax, semantics
and pragmatics. Our work is based on the semiotic triangle, as defined by the
linguists Ogden and Richard [10]. The three corners of this triangle are (1) the
reference (i.e. the intensional dimension) which is a unit of thought defined from
abstraction of properties common to a set of objects (i.e. the concepts of an
ontology and their properties), (2) the referent (i.e. the extensional dimension)
which corresponds to any part of the perceivable or conceivable world (i.e. the
instances of concepts) and (3) the term (i.e. the expressional dimension) which
is a designation of an unit of thought in a specific language (i.e. the linguis-
tic expressions used to denote the concepts). The goal of our gradient, called
Semiotic-based Prototypicality Gradient, is to capture the user-sensitive
degree of truth of the categorisation process, that is the one which is perceived
by the end-user.

The rest of this paper is structured as follows. Section 2 introduces the formal
definition of the Semiotic-based Prototypicality Gradient. Section 3 presents the
distributional analysis of the SPG and experimental results.

2 Semiotic-Based Prototypicality Gradient (SPG)

Defining an ontology O of a domain D at a precise time T consists in estab-
lishing a consensual synthesis of individual knowledge belonging to a specific
endogroup; an endogroup is a set of individuals which share the same distinc-
tive signs and, therefore, identify a community. For the same domain, several
ontologies can be defined by different endogroups. We call Vernacular Domain
Ontologies (VDO) this kind of resources1. This property is also described by
E. Rosch as ecological [4,14], in the sense that although an ontology belongs to
an endogroup, it also depends on the context in which it evolves. Thus, given a
domain D, an endogroup G and a time T , a VDO depends on three factors, char-
acterising a precise context: (1) the culture of G, (2) the educational background
of G and (3) the emotional state of G. In this way, a VDO can be associated

1 Vernacular, which comes from the latin word vernaculus, means native. For instance,
vernacular architecture, which is based on methods of building which use locally
available resources to address local needs, tends to evolve over time to reflect the
environmental, cultural and historical context in which it exists.
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to a pragmatic dimension. Indeed, a same VDO can be viewed (and used) from
multiple points of view, where each point of view, although not reconsidering
the formal semantics of D, allows us to adapt (1) the degrees of truth of the isa
links defined between concepts and (2) the degrees of expressivity of the terms
used to denote the concepts. We call Personalised Vernacular Domain Ontolo-
gies (PVDO) this kind of resources. Our work is based on the fundamental idea
that all the sub-concepts of a decomposition are not equidistant members, and
that some sub-concepts are more representative of the super-concept than oth-
ers. This phenomenon is also applicable to the set of terms used to denote a
concept. This assumption is validated by works in Cognitive Psychology [7,8].
Formally, our gradient is based on a Vernacular Domain Ontology (VDO), given
a field D and an endogroup G. This type of ontology is defined by the t-uple
O(D,G) =

{C,P , I, Ω(D,G),≤C , σP , L
}

where:

– C, P , I represent respectively the disjoined sets of concepts, properties2 and
instances;

– Ω(D,G) is a set of documents (e.g. text, graphic or sound documents) related
to a domain D and shared by the members of the endogroup G;

– ≤C : C × C is a partial order on C defining the hierarchy of concepts
(≤C (c1, c2) means that the concept c1 subsumes the concept c2);

– σP : P → C × C defines the domain and the range of a property;
– L = {LC , ftermC} is the lexicon related to the dialect of G where (i) LC

represents the set of terms associated to C, (ii) the function ftermc : C →
(LC)n which returns the tuple of terms used to denote a concept.

We define spgG,D : C × C → [0, 1] the function which, for all couple of concepts
cf , cp ∈ C such as it exists an is-a link between the super-concept cp and the sub-
concept cf , returns a real (null or positive value) which represents the conceptual
prototypicality gradient of this link, in the context of a PVDO dedicated to a
domain D and an endogroup G. For two concepts cp and cf , this function is
formally defined as follows:

spgG,D(cp, cf ) = [α∗intent(cf , cp)+β∗expresG,D(cf , cp)+γ∗extensG,D(cf , cp)]δ

with (1) α + β + γ = 1, where α ≥ 0 a weighting of the intensional component,
β ≥ 0 a weighting of the expressional component, γ ≥ 0 a weighting of the
extensional component, and (2) δ ≥ 0 a weighting of the mental state of the
endogroup G. The main advantage of our approach is that (1) it integrates the
intensional, extensional and expressional dimensions of a conceptualisation for
defining how a sub-concept is representative/typical of its super-concept and the
influence of these dimensions can be modulated via the α, β and γ parameters
and (2) it allows us to modulate this representativeness according to an emotional
dimension via the δ parameter. The values of α, β and γ are defined (manually)
according to the context of the ontology personalization process. Indeed, when no
instances (or few) are associated to the ontology then it is relevant to minimize

2 Properties include both attributes of concepts and domain relations.
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the influence of the extensional dimension by assigning a low value to γ. In a
similar idea, when the ontology does not include properties then it is relevant to
minimize the influence of the intensional dimension by assigning a high value to
α. And when the ontology is associated to a huge and rich textual corpora then it
is relevant to maximize the influence of the expressional dimension by assigning a
high value to β, knowing that α + β + γ = 1. The value of δ is used to modulate
the influence of the emotion state on the perception of the conceptualisation.
Multiple works on the influence of emotions on human evaluation have been done
in psychology [3,11]. The conclusion of these works can be summarized as follows:
when we are in a negative mental state (e.g. fear or nervous breakdown), we tend
to centre us on what appears to be the more important from an emotional point
of view. In the context of our approach, it consists in reducing the universe to
what is very familiar; for instance, our personal dog (or the one of a neighbor)
- which at the beginning is inevitably the most characteristic of the category -
becomes the and quasi unique dog. Respectively, in a positive mental state (e.g.
love or joy), we are more open in our judgment and we accept more easily the
elements which are not yet be considered as so characteristic. According to [9],
a negative mental state leads to the reduction of the value of representation,
and conversely for a positive mental state. Thus, we characterize: (1) a negative
mental state by a value δ ∈]1, +∞[, (2) a positive mental state by a value δ ∈]0, 1[,
and (3) a neutral mental state by the value 1. When the value of δ is low, the value
of the gradients associated to the concepts which are initially not considered as
being so representative increases considerably, because a positive state facilitates
the open mind, the valorisation, etc. Conversely, when the value of δ is high (i.e.
a strongly negative mental state), the effect is to select only the concepts which
own a high value of typicality, eliminating de facto the other concepts.

2.1 Intensional Component

The intensional component of our gradient aims at taking (i) the structure of
a conceptualisation and (ii) the definition in intension of its components into
account. In order to compare two concepts from an intensional point of view,
we propose a measure based on the properties shared by the sub-concepts as
developed in [1,2]. For each concept c ∈ C, we define a Characteristic Vector (CV)
→
vc= (vc1, vc2, ..., vcn) with n = |P|, and vci ∈ [0, 1], ∀i ∈ [1, n] a weight assigned
to each property pi of P . A concept is defined by the union of all the properties
whose weights are not null. The set of concepts corresponds to a point cloud
defined in a space with |P| dimensions. When assigning weights to properties,
one has to respect a constraint related to the ISA relationship: a concept c is
subsumed by a concept d (noted ≤C (d, c)) if and only if vci ≥ vdi, ∀i ∈ [1, n]
with n = |P|. For any c ∈ C, we define a prototype concept from all the sub-
concepts of c. This prototype concept is characterized by a Prototype Vector (PV)
→
tc= (tc1, tc2, ..., tcn), with n = |P|. Prototype concepts correspond to summaries
of semantic features characterizing categories of concepts. They are stored in the
episodic memory, and are used in the process of categorization per comparison.
In our work, we consider that a prototype concept of a concept c corresponds
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to the barycenter of the point cloud formed by the set of the CV of all concepts
belonging to the descent of c3. Thus, the Prototype Vector of a concept c is
formally defined as follows:

→
tc=

1∑
s∈S λ(s)

∑
s∈S

λ(s)
→
vs

Where:

– λ(s) is equal to depthtree(c)−depth(s)+1
depthtree(c) with :

• depthtree(c), the depth of the sub-tree having for root c;
• depth(s), the depth of s in the sub-tree having for root c.

– S, the set of concepts belonging to the descent of c.

The objective of the coefficient λ(s) (for a concept s) is to relativize the properties
which are hierarchically distant from the super-concept (cf. the use of the ratio of
depths)4. In our work, we advocate the following principle: the more a concept
is close to the prototype concept, the more it is representative of its super-
concept. We consider this value as being the Euclidean normalized distance
between (i) the PV of the super-concept and (ii) the CV of the sub-concept
which is considered; it corresponds to the normalized distance between a point
and the barycenter of the point cloud. The function intent : C × C → [0, 1] is
formally defined as follows:

intent(cf , cp) = 1− dist(
→
tcp,

→
vcf )

The more the value of this function is near to 1, the more the concept cf is
representative/typical of the concept cp, from an intensional point of view.

In order to illustrate and to clarify the calculation of this component, let us
consider a simple tree-based hierarchy of concepts (cf. figure 1). This hierarchy
is composed of (i) a root concept x0, (ii) two concepts (x1 and x2) for the first
level, and (iii) four concepts for the second level (xij such as ≤C (xi, xij)). Each
concept inherits the properties of its super-concept, to which it adds his own
properties (starting from a set composed of 10 properties). A weight is associ-
ated to each property p in the context of each concept c. This weight evaluates
how the property p is important for defining the concept c. For instance, the
weight of p1 for the concept x1 is 0.75; for the concept x2, it is 0.65. The first
step consists in calculating the PV of x0, from all the concepts of its descent
3 We understand by descent all the sub-concepts of c, from generation 1 to n (i.e. the

leaves).
4 Contrary to [2], we propose to extend the calculation of the prototype to all the

descent of a concept, and not only to its direct sub-concepts (i.e. only one level of
hierarchy). Indeed, we think that all the concepts belonging to the descent (and in
particular the leaves) contribute to the definition of the prototype from a cognitive
point of view.
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Fig. 1. Intuitive example

Table 1. Weighting of properties

cpt x1 x2 x11 x12 x21 x22

p1 0.75 0 0.75 0.86 0 0
p2 0.65 0 0.72 0.66 0 0
p3 0 0.45 0 0 0.56 0.46
p4 0 0.25 0 0 0.45 0.33
p5 0 0 0.12 0 0 0
p6 0 0 0.66 0 0 0
p7 0 0 0 0.81 0 0
p8 0 0 0 0 0.45 0
p9 0 0 0 0 0 0.55
p10 0 0 0 0 0 0.72

(i.e. from x1 to x22). For the dimension p1, the value of this PV is equal to the
sum of:

2−1+1
2 ∗ 0.75 + 2−1+1

2 ∗ 0 from x1 and x2 (equal to 0.75)

and 2−2+1
2 ∗ 0.75 + 2−2+1

2 ∗ 0.86 from x11 and x12 (equal to 0.81)

and 2−2+1
2 ∗ 0 + 2−2+1

2 ∗ 0 from x21 and x22 (equal to 0)

And all weighting by:
1

2−1+1
2 + 2−1+1

2 + 2−2+1
2 + 2−2+1

2 + 2−2+1
2 + 2−2+1

2
(equal to 0.25).

In this case, the coordinate of the PV for the dimension p1 is 0.39. At the end
of this process, we obtain the following PV (defined in a 10 dimensional space):
→
vx0= (0.39, 0.34, 0.24, 0.16, 0.02, 0.08, 0.1, 0.06, 0.07, 0.09).
The second step consists in calculating the Euclidean normalized distance be-
tween each sub-concept (defined by its Characteristic Vector) and the prototype
concept of x0 defined by the Prototype Vector vx0 (cf. table 2). This operation is
done starting from the normalized vectors of each concept, i.e. the coordinates
of each vector divided by their length. We only calculate the intensional compo-
nent of our gradient in the context of a super-concept (here x0) and one of its
direct sub-concepts (here x1 or x2). This component (equal to 1 - distance) has
the value 0.43 for the couple (x0, x1) and 0.11 for the couple (x0, x2). Thus, from
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Table 2. Euclidean normalized distance between each sub-concept and the prototype

- x1 x2 x11 x12 x21 x22

d(x0, xi) 0.57 0.89 0.62 0.66 0.89 0.98

an intensional point of view, the concept x1 is more prototypic of the concept
x0 than the concept x2.

2.2 Expressional Component

The expressional component of our gradient aims at taking the expressional
view of a conceptualisation into account, through the terms used to denote the
concepts. This approach is based on the appearance frequency of a concept re-
lated to a domain D, in a universe of the endogroup G. In this way, the more
an element is frequent in the universe, the more it is considered as representa-
tive/typical of its category. This notion of typicality is introduced in the work of
E. Rosch [4,14]. In our context, the universe of an endogroup is composed of the
set of documents identified by Ω(D,G). Our approach is inspired by the idea of
Information Content introduced by Resnik [13]. Indeed, this is not because an
idea is often expressed that it is really true and objective. Psychologically, it is
recognised that the more an event is presented (in a frequent way), the more it
is judged probable without being really true for an individual or an endogroup;
this is one of the ideas defended by A. Tversky in its work on the evaluation
of uncertainty [15]. The function expresG,D(cf , cp) : C × C → [0, 1] is formally
defined as follows5:

expresG,D(cf , cp) =
Info(cf )
Info(cp)

where:
Info(c) =

∑
term∈world(c)

(
count(term)

N
∗ count(doc, term)

count(doc)
)

with:

– Info(c) defines the information content of the concept c;
– count(term) returns the weighting number of term occurrences in the docu-

ments of Ω(D,G). Note that this function takes the structure of the documents
into account. Indeed, in the context of a scientific article, an occurence of a
term t located in the keywords section is more important than another oc-
curence of t located in the summary or the body of text. Thus, this function
is formally defined as follows:

5 This function is only applicable if it exists:

– a direct is-a link between the super-concept cp and the sub-concept rf , with an
order relation cf ≤ cp,

– or an indirect link composed of a serie of is-a links between the cp and cf .
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count(term) =
∑m

i=1 Mterm,i

where Mterm,i ∈ Z is the hierarchical coefficient relating to the position
(in the structure of the document) of the ith occurrence of the term. The
values of these coefficients are fixed in a manual and consensual way by the
members of the endogroup.

– count(doc, term) returns the number of documents of Ω(D,G) where the term
appears;

– count(doc) returns the number of documents of Ω(D,G);
– world(c) returns all the terms concerning the concept c via the function

ftermc and all its sub-concepts from generation 1 to generation n;
– N is the sum of all the weighting numbers of occurrence of all the terms

contained in Ω(D,G).

Intuitively, the function Info(c) allows us to calculate “the ratio of use” of a
concept in an universe, by using first the terms directly associated to the concept
and then, by using the terms associated to all its sub-concepts, from generation
1 to generation n. We balance each frequency by the ratio between the number
of documents where the term is present and the global number of documents.
An idea which is frequently presented in few documents is less relevant than an
idea which is perhaps less defended in each document but which is presented in
a lot of documents of the endogroup’s universe.

2.3 Extensional Component

The extensional component of our gradient aims at taking the extensional view
of a conceptualisation into account, through the instances. This approach is
based on the quantity of instances of a concept related to a domain D, in an
universe of the endogroup G. In this way, the more a concept is frequent in
the universe (because it owns a lot of instances), the more it is considered as
representative/typical of its category. The function extensG,D(cf , cp) : C × C →
[0, 1] is formally defined as follows:

extensG,D(cf , cp) = 1/
(
1− log

( countI(cf )
countI(cp)

))

Where the function countI(c) : C ×I → Z return the number of instances i ∈ I
of a concept c ∈ C. The form 1

1−log(x) has been adopted in order to obtain a
non-linear behavior which is more close to human judgment.

3 Experimental Results

3.1 Distributional Analysis of the Gradient

In order to evaluate the distributional analysis of the SPG values on different
types of hierarchies of concepts, we have developed a specific prototype whose
parameters (given an ontology O) are: N the number of concepts of O, H the
depth of O, and W the max width of O. From these parameters, the prototype
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Fig. 2. Influence of the number of edges (with a constant number of concepts)

automatically generates a random hierarchy of concepts. The results presented
in figure 2 have been calculated in the following context: (1) a hierarchy O1
based on a tree described by (N=800, H=9, W= 100), (2) a hierarchy O2 based
on a lattice with a density of 0.5 described by (N=800, H=9, W= 100); and (3)
α = 0.3, β = 0.3, γ = 0.3 and δ = 1. These results clearly attest the fact that
multiple inheritance leads to a dilution of the typicality notion.

The results presented in figure 3 have been calculated in the following context:
(1) a hierarchy O1 based on a tree described by (N=800, H=9, W= 100); (2)
a hierarchy O2 based on a tree described by (N=50, H=2, W= 30); and (3)
α = 0.3, β = 0.3, γ = 0.3 and δ = 1. These results indicate a relative stability of
the distribution of SPG values, proportionally to the volume of the hierarchies,
for a same density of graphs.

The results presented in figure 4 have been calculated in the following context:
(1) a hierarchy O based on a lattice with a density of 0.66 described by (N=13000,
H=7, W= 240), and (2) α = 0.3, β = 0.3, γ = 0.3 and δ ∈ [0, 10]. These results
clearly show the relevance of our emotional parameter: in a negative mental state,
the distributional analysis focuses on strong values of SPG and in a positive
mental state, the distributional analysis is more uniform.

3.2 Application in Areas “Hygiene, Safety and Environment”

Our approach is currently evaluated in the context of a project6 dedicated to
Legal Intelligence within regulatory documents related to the domain “Hygiene,
Safety and Environment”. A first ontology of this domain has been defined7.
In its current version, it is composed of 3776 concepts (depth = 11 ; width =
1300). The calculation of our gradient has been applied on a specific corpus
which includes 1100 texts. This process indicates that (1) 30.2% of the SPG
values are non-null, (2) 3.34% of the SPG values are equal to 1, (3) 6.18% of the
SPG values belong to [0.5, 1[ and (4) 63.23% of SPG values belong to ]0, 0.01[.
The median value of the GPS is equal to 0.128.

6 This ongoing research project is funded by the French company Tennaxia
(http://www.tennaxia.com). This “IT Services and Software Engineering” company
provides industry-leading software and implementation services dedicated to Legal
Intelligence.

7 INPI June 13, 2008, Number 322.408 – SCAM-Velasquez September 16, 2008, Num-
ber 2008090075. All rights reserved.
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Fig. 3. Influence of the number of concepts in a tree

Fig. 4. Emotional parameter influence

3.3 TooPrag: A Tool Dedicated to the Pragmatics of Ontology

TooPrag (A Tool dedicated to the Pragmatics of Ontology) is a tool dedicated
to the automatic calculation of our gradients. It takes as inputs (1) an ontology
represented in OWL 1.0, where each concept is associated to a set of terms
defined via the primitive rdfs:label and (2) a corpus composed of text files. The
corpus is first indexed. Then, the ontology is loaded in memory and the SPG
values of all the is-a links of the concepts hierarchies are computed. The LPG
values of all the terms used to denote the concepts are also computed. These
results are stored in a new OWL file which extends the current specification
of OWL 1.0. Indeed, a LPG value is represented by a new attribute xml:lpg
which is directly associated to the primitive rdfs:label. In a similar way, a SPG
is represented by a new attribute xml:spg which is directly associated to the
primitive rdfs:subClassOf.

4 Conclusions and Future Work

The purpose of our work, which is focused on the notion of “Personalised Ver-
nacular Domain Ontology”, is to deal with subjectivity knowledge via (1) its
specificity to an endogroupe and a domain, (2) its ecological aspect and (3)
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the prominence of its emotional context. This objective leads us to study the
pragmatic dimension of an ontology. Inspired by works in Cognitive Psychology,
we have defined a measure dedicated to the conceptual prototypicality which
evaluates the representativeness of a concept within a decomposition. This gra-
dient reflects the pragmatics of an ontology for knowledge (re)-using. It can be
of effective help in different activities, such as:

– Ontology Evaluation. The SPG is a relevant indicator for judging a fortiori
the quality of a categorisation, and consequently of a domain ontology (rep-
resented for instance in OWL). Indeed, to know which are the less typical
concepts of a hierarchy (according to a context of use described by an en-
dogroup and its universe) is a good way to wonder if these concepts are at the
right place? Do we have to keep them for a given mental state? Conversely,
when a concept is considered as being the most typical of a category, is it
really in conformity with the judgement of the experts? And is this judge-
ment (which is based on an a priori decision) the good one? In this context,
what we claim is that our gradients are efficient and relevant measures in
the sense that they tend to reflect the real appropriation of an ontology by
an endogroup. The experts are free to confirm and to objectivize (or not)
these results, in the context of a “reverse ontology engineering” process [5].
Of course, when the ontology has been developed from texts, the extensional
component is very strong, and it can be interesting to equilibrate the points
of view by adaptating the parameters of our gradients.

– Information Retrieval. The SPG can be used to classify the results of a query,
and more particularly an extended query, according to a relevance criteria
which consists in considering the most representative element of a given
concept (resp. a given term) as being the most relevant result of a query
expressed by a (set of) term(s) denoting this concept (resp. corresponding
to this term). This approach permits a classification of the extended results
from a qualitative point of view. Moreover, our approach also allows us to
proportion the number of results according to the value of the gradients (i.e.
a quantitative point of view). Thus, information retrieval becomes customiz-
able, because it is possible to adapt the results to the pragmatics of the
ontology, i.e. privileging the intensional dimension (and not the extensional
one) or conversely, working with different mental states, etc. In this way,
Ontology Personalisation is used as a means for Web - and Semantic Web -
Personalisation.

References

1. Yeung, C.M.A., Leung, H.F.: Formalizing typicality of objects and context-
sensitivity in ontologies. In: AAMAS 2006: Proceedings of the fifth international
joint conference on Autonomous agents and multiagent systems, pp. 946–948.
ACM, New York (2006)

2. Yeung, C.M.A., Leung, H.F.: Ontology with likeliness and typicality of objects in
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Abstract. We present a new method to evaluate a search ontology,
which relies on mapping ontology instances to textual documents. On
the basis of this mapping, we evaluate the adequacy of ontology relations
by measuring their classification potential over the textual documents.
This data-driven method provides concrete feedback to ontology main-
tainers and a quantitative estimation of the functional adequacy of the
ontology relations towards search experience improvement. We specifi-
cally evaluate whether an ontology relation can help a semantic search
engine support exploratory search.

We test this ontology evaluation method on an ontology in the Movies
domain, that has been acquired semi-automatically from the integration
of multiple semi-structured and textual data sources (e.g., IMDb and
Wikipedia). We automatically construct a domain corpus from a set of
movie instances by crawling the Web for movie reviews (both profes-
sional and user reviews). The 1-1 relation between textual documents
(reviews) and movie instances in the ontology enables us to translate
ontology relations into text classes. We verify that the text classifiers
induced by key ontology relations (genre, keywords, actors) achieve high
performance and exploit the properties of the learned text classifiers to
provide concrete feedback on the ontology.

The proposed ontology evaluation method is general and relies on
the possibility to automatically align textual documents to ontology in-
stances.

1 Introduction

In this work, we present a new method to evaluate a search ontology [1]. The on-
tology supports a semantic search engine, which enables users to search for movies
and songs recommendations in the entertainment domain. Semantic search corre-
sponds to a shift in Information Retrieval (IR) from focus on navigational queries
and document ranking to the higher level goals of content extraction, user goal
recognition and content aggregation [2][3].

Our search engine operates in a limited domain (entertainment, movies). It
relies on an explicit internal ontology of the domain, which captures a struc-
tured representation of objects (movies, actors, directors, etc). The ontology is
aquired and maintained semi-automatically from semi-structured resources (such

L. Chen et al. (Eds.): APWeb and WAIM 2009, LNCS 5731, pp. 210–221, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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as IMDb and Wikipedia). The ontology supports improved search experience at
different stages: content indexing, query interpretation, search result ranking and
presentation (faceted search, aggregated search result presentation and search
result summarization).

We focus in this paper specifically on evaluating the quality of the ontology
as it impacts the search process. As noted by [4], one can distinguish ontology
evaluation methods at three levels: structural (measure properties of the ontology
viewed as a formal graph), usability (how is the ontology accessed - through API
or search tools, versioned, annotated and licensed) and functional (which services
does the ontology deliver to applications). The method we present addresses
functional evaluation, that is, we investigate how one can measure the adequacy
of an ontology to support a semantic search engine.

As part of this functional evaluation, we distinguish two forms of information
needs expressed by users: fact finding (the user expects to retrieve a precise set of
results or to navigate to a specific movie), and exploratory search (the user seeks
recommendations for several movies according to non-specific requirements). The
ontology provides services to the application for both types of information needs,
but in this paper, we focus on support for exploratory search.

The key idea of our evaluation method is that one can evaluate the func-
tional adequacy of an ontology by investigating a corpus of textual documents
anchored to the ontology. The textual documents are collected automatically
and associated to ontology instances. Hypotheses about the ontology can then
be transformed into classification tests on the corpus.

The rest of the paper is organized as follows: we first review previous work in
ontology evaluation and ontology-based information retrieval (ObIR). We then
present our ontology evaluation method and a set of experiments we ran to
evaluate the functional adequacy of our ontology in the entertainment domain.
The experiments validate the adequacy of the specific ontology acquired as part
of our semantic engine for exploratory search, and provide specific, concrete
indications on how to improve the ontology.

2 Dimensions of Ontology Evaluation

Evaluation of ontologies is designed and performed according to two main scenar-
ios: assessing the quality of an ontology (by its developers) and ranking ontologies
in order to choose the most suitable one for a particular task.

As a general task, evaluation of ontologies is complicated, since ontologies
vary in their domain, size, purpose, language and more. Therefore, it is not pos-
sible to define a general ontology evaluation paradigm. In addition, the ontology
evaluation process depends on the way the ontology was constructed: ontolo-
gies may be hand-carved, constructed by scholars or domain experts, or may be
the product of an automatic or semi-automatic process. In that case, ontology
quality is best measured in terms of cost/profit effectiveness.

Ontology evaluation can focus on one or more of the following dimensions:



212 Y. Netzer et al.

– Functionality (task-based): measures how well an ontology serves its purpose
as part of a larger application;

– Usability based: assesses the pragmatic aspects of the ontology, i.e., metadata
and annotation [5];

– Structural evaluation: identifies structural properties of the ontology viewed
as a graph-like artefact [6].

Among evaluation methods, we distinguish extrinsic and intrinsic methods. Ex-
trinsic evaluation requires either external information in order to evaluate qual-
ities of the ontology, such as a corpus that represents the domain knowledge
(data-driven evaluation), expert opinion, or it requires a particular task which
defines the context of the evaluation. Intrinsic evaluation reflects the quality of
the ontology as a standalone body of knowledge. Naturally, intrinsic evaluation
reflects mostly the structural properties of the ontology.

3 Search Ontologies

The usage of an ontology in our current project is motivated by the wish to im-
prove the search experience, i.e., we are interested in evaluating a search ontology
as defined in the scope of ObIR (Ontology-based Information Retrieval).

The notion of semantic search refers to search techniques which go beyond
the mere appearance of query words in possibly relevant documents, and aims
to capture a deeper representation of the searched space and the knowledge
embedded in it. Although search is widely used in the Internet, user satisfaction
studies indicate that about half of the users complain about irrelevant search
results (low precision) or complain about obtaining too many results (see for
instance [7]). The usage of an ontology will better address user’s expectations,
however, it is restricts the scope of a search engine to a specific domain. In our
case, we investigate the entertainment domain. For such limited scope search,
semantic technology will help the engine find more relevant documents by using
links among concepts (e.g., movies with the same actor, similar plot), cluster
results along semantic attributes to improve navigation (faceted search), and for
conceptual indexing (search for “spy” and get “james bond”) [3].

In order to refine the definition of evaluation of a search ontology, we refer
first to distinct types of search, which represent different types of information
needs (following [8][9]):

– Fact finding: a precise set of results is requested. The amount of retrieved
documents is not important (for instance, a specific movie in the entertain-
ment domain). This may correspond to a return visit to a site or a short
search session.

– Exploration: the user’s need is to obtain a general understanding of the
search topic: high precision or recall is not required. For instance, the user
explores a movies repository to find interesting movies according to his cur-
rent mood or similarity with known movies.
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– Comprehensive search: the task is to find as many documents as possible on
a given topic (high precision and recall), and to organize the resulting set in
a synthetic manner. This task is also called “briefing”.

According to these information need distinctions, [9] propose a set of evaluation
measures for a search ontology:

– Generic quality evaluation: checks that the ontology is syntactically correct
and that it is closely related to the domain.

– Search task fitness: a different measure is applied for each search task. Mea-
sures are taken with respect to a cluster of concepts. Fact-finding fitness for
a cluster of concepts is a function of the number of instances, properties
and data types of all concepts in the cluster. Exploratory search fitness is
a function of the number of subclasses, and Comprehensive search fitness is
a function of the number of object properties, sub- and super-classes and
siblings. (In all cases, the numbers are divided by the number of concepts in
the cluster).

– Search enhancement capability measures how useful the ontology is for query
expansions, which improve recall and precision. Recall enhancement capa-
bility is a function of the number of labels, equivalent classes, intersections
and unions of concepts in a given cluster. Precision enhancement capability
is a function of the number of all OWL set operations, and of the number
data and object properties of concepts in a given cluster.

Such metrics are useful to evaluate ontologies in the same sense that code com-
plexity metrics are useful when developing software. They correspond to what
we call intrinsic measures above. These metrics capture the intuition that the
search ontology properly supports the operation of a search engine. But these
measures do not provide concrete feedback on the functional adequacy of the
ontology to the domain. To illustrate the limitations of such intrinsic measures,
it is possible to design an ontology to obtain high scores on all metrics with
no knowledge of the domain, in a completely artificial manner, by optimizing
the distribution of ontology instances across classes. To reuse the software de-
velopment analogy, code complexity measures are useful to identify “bad code”
(functions that are too long for example), but they do not help to assess the
correctness or robustness of the code.

Beyond such metrics, we wish to define functional quality criteria for search
ontologies. [3] defines the following desirable properties in a search ontology:

– Concept familiarity: the terminology introduced by the ontology is strongly
connected to users terms in search queries.

– Document discrimination: the concept granularity in the ontology is compati-
ble with the granularity used in users’ queries. This granularity compatibility
allows good grouping of the search results according to the ontology concept
hierarchy.

– Query formulation: the depth of the hierarchy in the ontology and the com-
plexity and length of user queries should be compatible.
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– Domain volatility: the ontology should be robust in the presence of frequent
updates.

This classification of functional quality criteria is conceptually useful, but it does
not provide a methodology or concrete tools to evaluate a given ontology. This
is the task we address in this paper.

The evaluation methodology we introduce relies on the fact that given an
ontology instance (in our domain, a movie), we can automatically retrieve large
quantities of textual documents (movie reviews) associated to the instance. On
the basis of this automatically acquired textual corpus, we can perform au-
tomatic linguistic analysis that determines whether the ontology reflects the
information we mine in the texts.

Note that we focus on evaluating the ontology itself and its adequacy to the
domain as a search ontology. However, we do not simulate the search process
or measure specifically how the ontology affects steps in search operation (such
as indexing, query expansion, result set clustering). Accordingly, the evaluation
we suggest, although informed by the task (i.e., we specifically evaluate a search
ontology), is not a task-based evaluation.

4 Experimental Settings: An Ontology for Semantic
Search in the Entertainment Domain

We illustrate our ontology evaluation method in the context of the entertainment
domain. We first describe quantitative on the experiments we have run. Our
project involves the semi-automatic acquisition of an ontology in the movies
domain from semi-structured data sources (IMDb, Wikipedia and other similar
sources). The objective of our project is to support exploratory search over a set
of documents describing movies, actors and related information in the domain.

We first report on intrinsic evaluation metrics over the ontology we have
been assessing: number of instances, relations, density. Such measures are domain-
independent. Interpretation of these measures is eventually task-oriented: we com-
pare the metrics with those established on “high-quality ontologies” in other
domains. We use for this purpose the paradigm of OntoQA [10]. Following the
definition of a search ontology, the ontology is not expected to have a deep hierar-
chical structure and complex (dense) relations. The basic metrics are illustrated
in Table 1. Additional metrics (instance density, relation density) confirm the ex-
pectation that the search ontology we assess has a wide and shallow structure.

Extrinsic evaluation. considers the two main search types we identified as our
target scenario: fact finding and exploratory. In the first scenario, fact-finding
search, the user seeks precise results and knows what she should get, the main
services expected from the ontology are:

– Produce high precision results and wide coverage for terms used in the queries.
– Provide Named entity recognition functionality to allow fuzzy string match-

ing and identify terminological variations.
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Table 1. Basic measures of Ontology

Classes 33
Class instances 351,066
Relations 27
Relation instances 19
Movies 8,446
Persons 116,770

– Identify anchors, i.e., minimal facts that identify a movie (for example, its
title, publication year, main actors, main keywords).

For the second scenario, exploratory search, precision and recall cannot be mea-
sured since the user does not know apriori what he expects to get. Different
criteria have been proposed to assess the quality of an exploratory search sys-
tem [11]. As mentioned above, we do not attempt a full task-based evaluation,
and, therefore, exact quality criteria for exploratory search we identify specific
ways through which the ontology can improve the user experience. The services
expected from the ontology are:

– Cluster instances by similarity
– Present result-sets using a faceted search GUI to provide efficient browsing

and query refinement
– Identify paths of exploration through which movies are identified (period,

genre, actors, )

Our task is to assess the adequacy of a specific ontology to provide the services
listed above. To address this task, we adopt a corpus-based method: assume we
have a corpus of textual documents associated to ontology instances. For exam-
ple, for each movie instance in our ontology, we have a collection of texts. Our
evaluation method translates tests on the ontology into tests on such an aligned
textual corpus. We present next two specific tests illustrating this approach – to
assess the ontology coverage and its classification adequacy.

5 Corpus-Anchored Ontology Evaluation

The first step of our method is to construct a corpus of documents aligned with
the ontology instances. In our domain, we construct such a corpus automatically
by mining movie reviews from the Web. We collected both professional, edited
reviews taken from Robert Ebert’s Web site1 and additional professional and
users reviews published in the Metacritic Web site2 and 13 similar Web sources.
The key metadata we collect for each document is a unique identifier indicat-
ing to which movie the text is associated. The corpus we constructed for these
experiments contains 11,706 reviews (of 3,146 movies). It contains 8.7M words,
with an average of 749 words per review.
1 http://rogerebert.suntimes.com
2 http://www.metacritic.com
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5.1 Assessing the Ontology Coverage

To assess the fitness of our ontology to support fact-finding search, we measured
the named-entity coverage of the ontology, using the constructed text corpus as
reference.

We first gathered a collection of potential named-entity labels in the corpus.
In professional reviews, named entities are generally marked in the html source.
Users’ reviews are not edited nor formatted. For such reviews, we relied on
Thomson Reuters’ OpenCalais3 named entity recognizer to tag named entities
in the corpus.

We then extracted all person names from the textual corpus and searched the
labels for each entity in the ontology.

Results show that 74% of the named-entity that appear in professional reviews
appear in our ontology. For user reviews (non-edited), the figure is 50%.

The main reasons for mismatches lay in orthography variations (such as ac-
cents or transliteration differences), mention of people not related to movie and
aliasing or spelling variations (mostly in users reviews). We conclude that the
coverage of people’s names in ontology is satisfactory; however this test did not
take into account variations in names and spelling that are expected.

To investigate terminological variation, we measured the ambiguity level of
named-entity labels. By ambiguity, we refer to the possibility that a single name
refers to more than one ontology instance. We also measured the level of termi-
nological variation for each ontology instance – that is, given a single ontology
instance (e.g., an actor), how many variations of its name are found in the corpus.
To identify variations in the text, we used the StringMetrics similarity matching
library (http://www.dcs.shef.ac.uk/s̃am/stringmetrics.html). We experimented
with the Levenstein, Jaro-Winkler and q-gram similarity measures. For example,
using such similarity measures, we could match “Bill Jackson” with “William
Jackson”.

We have tested coverage on a version of the ontology that included 117,556
instances referring to persons. While taking into account only surnames, we
found that 83% of the names are ambiguous. There are 18.57 variations on
average for each ontology instance.

This simple exercise indicates how a textual corpus aligned with the ontology
and mature language technology (named-entity recognition and flexible string
similarity methods) allows us to measure a complex property of the ontology.
This evaluation does not only provide a score for the ontology. It also indicates
which specific named entities are used in the corpus, how often, which confu-
sions can be expected when disambiguating query terms and how to specifically
improve the terminology-related services provided by the ontology.

In the next section, we demonstrate how the more complex task of measuring
the clustering adequacy of the ontology can also be assessed using text classifi-
cation techniques.

3 http://www.opencalais.com
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5.2 Assessing the Classification Fitness of an Ontology

As discussed above, the fitness of the ontology to support exploratory search is
a function of the number of subclasses. We take this definition a step forward:
the number of subclasses is valid if it produces a balanced view of the world
domain (represented by the documents) and if the explicit characteristics of the
hierarchy can be identified implicitly in the documents.

An ontology induces a hierarchical classification over its elements. Each class
(e.g., actor, genre) may be viewed as a dimension for classification of the texts
that represent the domain. The ontology provides effective classification services
if it meets two criteria:

– The Ontology classification is useful if the induced classification is well-
balanced, enabling the user explore the dataset in an efficient manner (for
exploratory purposes).

– The Ontology classification is adequate if the classification induced by the
ontology is valid with respect to the domain, which is represented by texts.

Accordingly, we formulate the following hypothesis:

Hypothesis. If the ontology indicates that some movies are “clustered” ac-
cording to one of the dimensions, then documents associated to these movies
should also be found to be associated by a text-classification engine that has
been trained on the classification induced by the ontology.

The general procedure we performed to test this hypothesis is the following:

Step 1: Choose a dimension to test (we have tested genre, actors and keywords).
Step 2: Induce a set of categories (subsets of movies). The subclasses of this

dimension and the films instantiated under each subclass defines a clustering
of the movies. For example, if we evaluate the “genre” dimension, we cluster
movies according to their genre property. In our ontology, this produces
about 30 classes of movies (one for each genre value).

Step 3: Gather texts (from the reviews corpus, texts that were not used in
the acquisition process of the ontology) related to these movies and form a
collection (Textij , moviei).

Step 4: Train a classifier on a subset of the texts (Textik, moviei, categoryi)
where categoryi is the category induced by the ontology.

Step 5: Test the trained classifier on withheld data (Textij , moviei) and com-
pute accuracy, precision and recall with respect to the category.

Hypothesis. Adequate classes yield high accuracyand F-measure on an instance-
aligned corpus.

5.3 Parameters

There are several reasonable options to perform the text classification task in
Step 4 above, with different methods of text representation and with different
classifiers.



218 Y. Netzer et al.

For text representation, we viewed texts as “bag ofwords”, i.e., as unigrams, and
represented each text as a Boolean vector in which each coordinate indicates the
existence, or lack of existence, of a string in the text. We tested a few options of pre-
processing on the texts and of selecting the features (the strings that we take into
account when representing the text): with and without stemming4 and with and
without filtering noise words; selecting features using Mutual Information (MI),
or using TF/IDF; and with different numbers of features top 300 or 1000.

Mutual Information-based feature selection is inspired by [12] which shows
that this method yields best results on text categorization by topic on a standard
News corpus.

The feature selection methods we used are as follows: in TF/IDF, words with
the highest values were chosen as features, for the entire corpus. In MI, the
features with the highest mutual information associated with the class were
chosen (a different set of features is used for every class).

For the classifying task, we used two methods: Support Vector Machines
(SVM) (linear and quadratic) and Multinomial Naïve Bayes (MNB) as imple-
mented in the Weka toolkit [13].

5.4 Results

We applied the classification procedure to the classification induced by the genre
dimension. The classifiers were trained on the reviews corpus. We performed
5-fold cross-validation on the corpus.

The best text representation was established by testing the genre classifier on
the task of classification of one class against all.

16 different experimental settings were tested:

– TF/IDF vs. MI.
– Vectors of size 300 vs. 1000 features.
– Stemmed words vs. Raw.
– Noise words filtered vs. no filtering.

For each possibility we tested both SVM and Naïve Bayes as classifiers.

Classification by Genre. Genres, according to IMDb.com are defined to be
“simply a categorization of certain types of art based upon their style, form,
or content. Most movies can easily be described with certain umbrella terms,
such as Westerns, dramas, or comedies”. The tested ontology includes 23 genre
subclasses.

We performed the classification process as described above, and found that the
best combination is MI, 1000 features, no stemming, noise filtering, and Naïve
Bayes as classifier. The Average F-Measure is 0.41 (all results shown in Table 2).
It is possible to explain the failure of the SVM to outperform the Naïve Bayes
classifier, due to the imbalanced size of the classes, as shown in [14].

4 We used the classical Porter Stemmer for the experiment.
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Table 2. F-Measure of classification engine One-vs-All

Genre F-Measure
Drama 0.841
Sport 0.719
Comedy 0.709
Thriller 0.682
Family 0.626
Adventure 0.625
Action 0.616
Documentary 0.613
Sci-Fi 0.551
Horror 0.540
Animation 0.539
Fantasy 0.533
Music 0.500
Crime 0.490
Romance 0.462
Western 0.431
Mystery 0.352
History 0.289
Musical 0.274
War 0.257
Short 0.239
Biography 0.231
Adult 0.198

Table 3. Pair Classification of Genres

Pair F-Measure Accuracy
Drama - Western 0.997 0.994
Drama - Musical 0.996 0.991
Thriller - Musical 0.986 0.972
Action - Western 0.979 0.960
Thriller - Western 0.977 0.956
Action - War 0.935 0.894
War - Action 0.438 0.809
Adult - Romance 0.367 0.773
Biography - Documentary 0.358 0.739
History - Short 0.343 0.821
Adult - Short 0.287 0.702
Biography - Drama 0.172 0.903

The results indicate that some genres are very well defined (drama, sport,
comedy), while others cannot be recovered by analyzing the text of the re-
views (musical, short, biography, adult).5 While these figures provide a first
assessment of the quality of each genre category, pair-wise classification provides
finer-grained tests of the level to which pairs of genres can be distinguished. A
subset of the results showing best and worst cases is shown in Table 3. We report
both F-measure and Accuracy for these tests.

The average error rate for pairwise classification is 16.2%; it varies significantly
between genre pairs, and therefore can indicate a weak category or classes which
are harder to differentiate.

5 Specifically, the genres of music and musical are derived from the IMDb genres and
are apparently confusing.
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For comparison, we have tested a Baseline classifier which is not related to
the Ontology under test in any way. This was done by creating 25 random
classes of 1,000 movies. We performed the same classification procedure. The
results showed average F-measure lower than 0.16 (as opposed to 0.41 overall for
the ontology-based classifiers, and over 0.70 when we filter out low-quality gen-
res) and extremely low accuracy (less than 0.1). This indicates that the corpus-
anchored ontology evaluation method does not capture random patterns of text
classification.

Note that the pair-wise classifiers are not symmetric: this is because there can
be overlap between two categories. For example, a movie can belong both to the
genres of action and drama. In our experiment, when we test the pair drama-
action, we learn a binary classifier that responds “true” for texts classified as
drama, and “no” for all the rest. This classifier is only trained over documents
associated to movies that are tagged as either drama or action (all other texts
are ignored). If a movie is tagged as both drama and action, it will be classified
as “true” for the drama-action classifier as well as for the action-drama classi-
fier. This asymmetry provides an indication that one genre may be included in
another.

6 Conclusion and Future Work

We have presented a concrete ontology evaluation method based on the us-
age of a corpus of textual documents aligned with ontology instances. We have
demonstrated how to operate such evaluation in the case of an ontology in the
entertainment domain used to improve a semantic search engine.

We have first constructed an ontology-aligned textual corpus by developing a
Web crawler of movie reviews.

Our first experiment measures the adequacy of the ontology to support fact-
finding search. We have found specifically that our ontology has wide coverage
but lacks support for ambiguity resolution and terminological variation handling.
We use human-language technology to translate hypothesis on the ontology cov-
erage into measures of properties of the textual.

Our second experiment measures the adequacy of the ontology to support
exploratory search. We have formulated hypotheses that capture the quality
criteria of an exploratory search system, and tested these hypotheses on our
ontology-aligned textual corpus. Specifically when testing the classification ade-
quacy of our ontology along the “genre” dimension, we found that most of the
genres in the ontology induce high-quality text classifiers - but some, such as
sport and music) do not induce appropriate classifiers. This method provides
specific feedback to the ontology maintainer.

Our tests support the claim that classification as a method for evaluation is
adequate.
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Abstract. Along with the development of Web2.0, folksonomy has become a 
hot topic related to data mining, information retrieval and social network. The 
tag semantic is the key for deep understanding the correlation of objects in folk-
sonomy. This paper proposes two methods to cluster tags for core-tag by fusing 
multi-similarity measurements. The contributions of this paper include: (1) Pro-
posing the concept of core-tag and the model of core-tag clusters. (2) Designing 
a core-tag clustering algorithm CETClustering, based on clustering ensemble 
method. (3) Designing a second kind of core-tag clustering algorithm named 
SkyTagClustering, based on skyline operator. (4) Comparing the two algo-
rithms with modified K-means. Experiments show that the two algorithms are 
better than modified K-means with 20-30% on efficiency and 20% higher 
scores on quality. 

Keyword: folksonomy, tag, clustering, clustering ensemble, skyline. 

1   Introduction 

With development of Web information technology, the available resources have in-
creased dramatically. Taxonomy is used to classify the online resources. However, in 
most cases of Taxonomy, resources are categorized by experts, thus they cannot reflect 
the original opinions of the users. To solve these problems, the authors of [1, 2] pro-
posed new concept named folksonomy. It allows users to add metadata in the form of 
keywords to shared resources. Folksonomy [3] allows users effectively organize and 
share vast amount of information. Intuitively, folksonomy is a tripartite graph, in which 
users, tags and resources are nodes while relations among them are edges. It reflects 
users’ true opinions on resources via collaborative intelligence. The core of folksonomy 
is defining tags by users. Since it would cause a large number of different tags for simi-
lar resources, an efficient clustering mechanism to put tags together is necessary to get 
related tags by giving query tag. We call the query tag core-tag. In this paper, we focus 
on handling core-tag clustering. Example 1 illustrates the idea of core-tag clustering. 
                                                           
* Supported by the 11th Five Years Key Programs for Sci. & Tech. Development of China 

under grant No. 2006BAI05A01, the National Science Foundation under grant No. 60773169, 
the Software Innovation Project of Sichuan Youth under grant No. 2007AA0155.  
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Example 1. A user wants to find out the related tags of ‘web2.0’ and tries to know 
their closeness to the core tag but without trivial details. Suppose the related tag set be 
{blog, Social, library2.0, Design, Web, community, collaboration, mashup, online, 
webdesign, socialnetworking, video, education, ajax, aggregator, search techonology, 
Blogs, wiki, rss}. The clustering result can be seen in Table 1 and Fig. 1. 

Table 1. Result of Core-tag Clustering 

Clustering result by using core-tag ‘web2.0’ 
Group 1: blog, Social, library2.0; Group 2: Design, Web, community; 
Group 3: collaboration, mashup; Group 4: online, webdesign, video; 
Group 5: education, aggregator; Group 6: search, technology, Blogs, wiki; 

Clearly, the tags in a group are related with each other. Moreover, we can see that the 
group with smaller index is closer (to the core tag) than the group with larger index. 
The distance between a cluster and the core tag indicates their semantic similarity. 

 

 

It is a challenging task with following difficulties: 

(a) The existing association rule mining algorithms can find the correlated tags, but 
cannot efficiently group the correlated tags. 

(b) Some existing clustering algorithms work well to find the groups, but clusters 
are unordered and cannot be distinguished. 

(c) Some algorithms like K-means are not stable. They lead to the randomness of 
result. For different runs the result may be different. The randomness would 
lower the accuracy of the result. 

(d) Some algorithms require a pre-fix parameter to set the number of clusters. It 
depends much on the subjective of the users. Such parameter settings are usually 
empirically set and difficult to be determined. 

To overcome above problems, we introduce two core-tag clustering methods with 
different ideas. That is: (a) The idea of clustering ensemble and (b) the idea of sky-
line. A formal definition of core-tag clustering is as follows: 

Problem Statement. Given a core-tag Tc and set S that contains candidate tags re-
lated to Tc. Find a set of clusters contain at least one of the most related tags, let C 
denotes the set of clusters. The result should satisfy the following conditions: 

… web2.0 

blog  

library2.0 

Social 

web

Design

community
mashup

collaboration

online

webdesign

video1 4 3 2 

Fig. 1. Core-tag Clustering using core-tag 
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 ∪C ⊆ S and |∪C|≤k. Variable k denotes the cardinality of S. 
 For ∀Cj∈C, there have Cj≠∅ and C = C1∪C2…∪Cn. Variable Ci denotes a 

certain cluster. 
 For ∀Ci,Cj∈C, there have either dist(Tc, Ci) < dist(Tc, Cj) or dist(Tc, Ci) > dist(Tc, 

Cj). The function dist() denotes the distance from the core-tag to a cluster by 
considering the distance of all tags in the cluster. 

The contributions of this paper include: (1) Proposing the concept of core-tag and the 
model of core-tag clustering based on multi-similarity measurements. (2) Designing 
core-tag clustering algorithm CETClustering based on clustering ensemble method. 
(3) Designing core-tag cluster algorithm SkyTagClutering based on skyline operator. 
(4) Analyzing the best method based on experiment results both on the efficiency and 
the quality of the clustering result. 

The rest of the paper is organized as follows: Section 2 describes the related work. 
Section 3 proposes algorithm CETClustering, based on clustering ensemble method. 
Section 4 proposes algorithm SkyTagClustering, based on skyline operator. Section 5 
designs experiments to evaluate the two methods and compares them with K-means 
on efficiency and quality. Section 6 concludes the paper with a discussion and intro-
duces the future work. 

2   Related Work 

Ensemble method was proposed for data fusion problem in the realm of information 
retrieval [6]. Then it was employed to improve the quality of decision tree in Quin-
lan’s paper [8]. This method was widely applied in classifying. Literature [9], [10] 
and [11] introduced how this method be used in clustering field. N.C. Oza [9] gave an 
example. It used a set of K-means algorithm as basic algorithms and used the ensem-
ble method to combine the results of these basic algorithms. A.Strehl and J.Ghosh 
proposed a framework of a classical clustering ensemble process in [10]. The key idea 
is as follows: (a) Clustering the data independently by a set of clusterers. (b) Con-
structing a graph based on the result. (c) Decomposing the graph into proper number 
of parts to get final result. In [11] the authors gave an experiment to analyze the qual-
ity of the method by counting the mis-assigned objects. 

Consider the skyline operator method. Top-k problem is a classical problem in da-
tabase field. It first appeared in S. Borzsony’s paper [12]. It proposed a complicated 
but not so efficient algorithm for calculating the skyline. Literature [13] introduced 
two progressive algorithms to compute the skyline: The Bitmap version and the Index 
version. The Bitmap version is efficient for computing the skyline with discrete val-
ues. The Index version used a B-tree to help store the information and sort the ele-
ment in each dimension to help get the skyline. They are efficient; however, they both 
need some prerequisite, such as: (a) Skyline operation involves all the dimensions of 
the data. (b) All the values are within the range [0, 1]. (c) Each dimension has discrete 
value. Unfortunately, the tag similarity datasets can only fulfill the first two require-
ments even after the preprocessing. For each dimension in our similarity set that 
represents the result of a certain similarity method, the value of the similarity is con-
tinuous and has the accuracy of 4 digit after the point, thus if the algorithm in [13] is 
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employed, there would be thousands of distinct values, which is prohibitive. In [14] 
and [15] the authors mainly focused on computing the skyline when elements has 
high dimension. For [14], it introduced the concept skyline frequency that compares 
and ranks the interestingness of data points based on how often they are returned in 
the skyline when different number of dimensions. Literature [15] introduced another 
new concept k-dominant. Their proposal of k-dominance offers a different notion of 
interestingness from skyline frequency. It focused on how many dimension an ele-
ment E1 dominate E2. Authors of [16] developed BBS (Branch and Bound Skyline), a 
progressive algorithm based on nearest neighbor search, which is IO optimal. It em-
ploys an R-tree to help store the needed information and avoid the duplicates. The 
skyline algorithm in [17] can quickly return the first result and produce more and 
more results continuously. That means the algorithm can get part of the skyline before 
the whole process of computation. 

3   The Algorithm CETClustering 

In order to solve core-tag clustering problems, we propose an algorithm based on the 
membership of tags in the same cluster. [10] introduces a framework for combining 
multiple partitions of multiple clusterers by using the graph partitioning method. We 
use the same framework in our work. However, the graph partition methods they used 
are not suitable for the core-tag clustering, we use our own partition method by mod-
ify minimum spanning tree to maximum spanning forest. The reasons lies that: (a) 
The methods can only solve bi-partitioning problem. In tag clustering situation, it 
needs to partition the graph into any number of parts. (b) They aim to partition huge 
graph while in tag clustering problem the graph is much smaller. 

The key steps of core-tag clustering are as follows:  

Step 1: Use a number of clusterers to cluster tags independently.  
Step 2: Generate the co-association matrix CoA according to the clustering result of 
each clusterers. 
Step 3: Decompose the graph represented by the CoA to any number of parts wanted. 

3.1   Preprocess 

Before using CETClustering algorithm, we need to do some preprocess to the data in 
order to fulfill the input requirement. 

In [4], we measured the similarity between the tags by eight formulas (AEMI, Sim-
rank, etc.) Since there is no existing similarity measurement considering all the three 
factors altogether (user, tagged page and tag), we need to consider multiple measure-
ments as a whole to cluster tags to improve the clustering result. 

Table 2. Similarity Set 

Java Dimension 1 Dimension 2 
J2EE 0.841 0.718 
JVM 0.812 0.802 
JDK 0.794 0.811 
JRE 0.748 0 

J2ME 0 0.718 
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The steps of preprocessing are as follows:  

(1) Generate similarity set Set for each core-tag and remove unqualified elements. In 
this step, we have a set S for each core-tag Tc. It contains k n-dimensional vectors. 
The variable k is the cardinality of S; n is the number of similarity measurements 
used. Each dimension of a vector denotes the similarity value between Tc and a certain 
related tag calculated by a certain measurement (See Table 2). We remove those vec-
tors with having missing value in more than half dimensions and fill remain missing 
values with 0. Now the similarity set Set is created. 
(2) Normalize all the values in set Set. In this step we adopt min-max normalization to 
convert all the values into domain [0, 1]. 
(3) Fill in missing value in the set. The remaining missing values are filled with the 
average value of the other element in the vector.  

 

3.2   Independent Clustering and Generate Co-association Matrix 

In this step, we use several clusterers to cluster tags independently according to Set. 
Here we use K-means as clusterer. 

Co-Association matrix CoA (Fig. 2) represents the relationship between the tags 
based on the results of several clusterers. First, each of the cluster result computed by 
clusterer k is a partition ∏k, the symbol ∏k,={π1,π2,…πH},π1∪π2∪…∪πH=Set. Here 
πi represents a certain cluster of the result of clusterer k. Then employ Kronecker 
Delta Function as the consensus function to set the value of CoA. The following is the 
Kronecker Delta Function: Here, πi(x) equals to 1 means tag x is in cluster πi, other-
wise it equals to 0, otherwise, it equals to 0. 

1

1,  and  are both 1
( , ) ( ( ), ( )), ( , )

0, otherwise
δ π π δ

=
= =

⎧
⎨
⎩

∑
H

i i
i

a b
s x y x y a b  

 
(1) 

 

The main properties of the CoA matrix are as follows: 

Property 1: Each cell of CoA represents how many clusterers put the two tags into 
the same cluster. Its value would not exceed the number of clusterers.  

Property 2: The matrix is diagonally symmsetric. That means, for all cells, CoA(i, j) 
always equals to CoA(j, i). 

 JDK JRE JVM J2EE J2ME Eclipse EJB 

JDK 3 2 0 2 1 0 0 

JRE 2 3 3 1 1 0 1 

JVM 0 3 3 1 1 2 1 

J2EE 2 1 1 3 2 2 3 

J2ME 1 1 1 2 3 1 0 

Eclipse 0 0 2 2 1 3 1 

EJB 0 1 1 3 0 1 3 

Fig. 2. Co-Association Matrix 
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Property 3: The graph represent the matrix may not be a connected graph.  

Proof. There exists possibility that these tags belong to different clusters and all the 
clusterers put these tags into the different clusters. (See Example 2). 

Example 2. There are 3 tags: ‘fish’, ‘sea’ and ‘Philosophy’. Three clusterers may put 
‘fish’ and ‘sea’ into one cluster and put ‘Philosophy’ into another, thus the CoA is not 
a connected. It contains two disconnected sub-graph. (Table 3 and Fig. 3) 

 

3.3   Decompose Graph    

The graph can be decomposed into any number of sub-parts. It’s a re-clustering based 
on the result of the first time clustering. The matrix represents a graph. We modify 
MST (Minimum Spanning Tree) algorithm to minimum spanning forest, and then 
decompose the forest to any number of parts according to the edge value of pairs of 
nodes. The pseudo code is as follows: 

Algorithm 1: Decompose.    
Input: N, number of part; G, graph 

1. Let n = current partition of G and CL← Ø 
2. while n < N 
3.    find the node with the smallest weight and split the edge. 
4.    calculate the distance between each partition and the tag. 
5. for each partition 
6.     create cluster according to partition 
7.     add cluster to CL 
8. Sort CL according to distance 

Note that: (a) Each node is used to record the tag itself and its parent, if it is the root 
of a tree, the parent is NULL, otherwise it point to another tag. (b) The graph of the 
matrix may not be a connected graph. (c) In Step 3–4, while the number of parts is 
less than expectation, the loop continually split the forest.  
The whole process of the algorithm is as follows: 

Algorithm 2: Clustering Ensemble.   
Input: n, clusterer size; Set, similarity set 

1.  Use n clusterers to cluster the tags according to Set 

2.  Generate CoA matrix G for 
| |

1
( , ) ( ( ), ( ))δ π π

=
=∑ C

i ii
G x y x y   

3.  for each node u ∈G 
4.    do key[u] ←0 and parent[u] = NULL 
5.  key[r] ← 0    
6.  put all nodes into a priority queue Q 

fish 

sea 

Philosophy 

Table 3. Cluster result of Example 2 

Clusterer Result 
Clusterer 1 {fish, sea}, {Philosophy} 
Clusterer 2 {sea, fish}, {Philosophy} 
Clusterer 3 {Philosophy}, {fish, sea} Fig. 3. Graph of Example 2 
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7.  while Q ≠Ø 
8.    do u = extract-min(Q) 
9.      for each v is adjacent to u 
10.         do if v ∈Q and w(u, v) > key[v] 
11.            then parent[v] = u 
12.                key[v] = w(u, v) 
13.  return Decompose(parent, N) 

Note that: (a) In Step 1, the clusterers are used to cluster the tags. (b) CoA is created 
in Step 2. (c) Maximum weight among all the neighbors and the parent of node v is 
recorded in key[v] and parent[v] respectively through Step 3 - 12.  

4   SkyTagClustering Algorithm 

Algorithm 2 is good in stability, but it is still with the following deficiencies:  

 The user must pre-assign a parameter to set the number of clusters. The ideal 
situation is to let the algorithm itself find the proper number of clusters accord-
ing to the data rather than manual set beforehand.  

 The quality and efficiency of the clustering results depend on the basic algorithm 
chosen. If the basic algorithm is not good, the performance of CETClustering 
would be affected. 

To solve the problems, we propose new algorithm based on skyline borrowing some 
ideas from [15]. As the authors mentioned in [15], under relatively lower dimension 
(d < 12), the two-scan algorithm version (TSA) has better performance, so our method 
employs it as the basic algorithm. The definition of k-dominate and the pseudo code 
of TSA can be referred in [15]. The algorithm asks for three parameters D, S and k, 
respective means the dataset, in our algorithm it is Set, the data space and the parame-
ter k for k-dominate. 
There are several advantages for us to employ skyline as the basic algorithm: 

a) Existing algorithm for skyline are relative efficient. 
b) The performance of skyline is not affected by weight of dimension  
c) Users do not need to control the number of clusters. 

The steps of the SkyTagClustering algorithm are as follows: (1) Transform Set into 
proper form. (2) Iteratively extract skylines using basic skyline operator algorithm. 

4.1   Data Transformation 

We use the same preprocess method stated in Section 3 for SkyTagClustering. The 
similarity set Set should be transformed into proper form to fulfill the need of skyline 
operator.  
    In original Set, 1.0 means the most correlated and 0.0 means the least correlated. 
The transformation is easy. In new Set, we simply set the values as 1 minus the origi-
nal value. Thus all the values denote the distance from a tag to core-tag. After trans-
formation, the smaller the value, the closer it should be. 
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4.2   Iterative Extract Skylines 

TSA is iteratively used to retrieve one skyline per time. Each time the skyline is 
found, the points in the skyline are removed from similarity set and used to create  
a cluster and the remaining data are reused to find new skyline until no point left  
(See Fig. 4).  
There are some properties of the algorithm SkyTagClustering: 

Property 1: The earlier found skyline is closer to the target tag.  

Proof. For any tag Tn not in the skyline must be dominated by at least one tag Ts in 
skyline. This means there exist at least one tag in skyline more close to Tc than Tn. 

Property 2: The algorithm is progressive. Thus it can quickly return the first cluster 
(the closest group of tags).  

Proof. The skylines are iteratively computed. If only the first cluster is needed, the 
algorithm can return it and stop quickly. 

 
 

The pseudo code of this algorithm stated as follows: 

Algorithm 3: k-dominant Skyline Clustering Algorithm(D, S, k) 
1. if k > D. dimension 
2.    report error, k is set too large 
3. Transform the similarity set  
4. initialize set of cluster C = Ø 
5. while D != Ø 
6.    cluster Ci = TSA(D, S, k) 
7.    if |cluster| = 0 then report error, k is set too small 
8.    remove the points in Ci from D 
9.    add Ci to C 
10. end while 
11. return C 

Note that: (a) Step 1 guarantees k > D. (b) Step 3 transforms similarity set to meet the 
requirement of skyline operator. (c) The skylines are iteratively computed by the help 
of TSA, for each skyline, a new cluster is created to put the points in. After this algo-
rithm, a set of clusters C is formed. 

First skyline Second skyline Third skyline Fourth skyline 

Fig. 4.  Iteratively extract skylines 
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5   Experiment and Performance Study 

5.1   Experiment Setting 

The goal of experiment is to find a good clustering algorithm for core-tag clustering. 
A modified K-means is applied as baseline method and we compare it with CETClus-
tering (CE for short) and SkyTagClustering (SC for short) both on the aspects of effi-
ciency and the quality. 

Experiment Data: All the dataset are real dataset downloaded from http://del.icio.us 
from Nov 20 to Dec 15, 2007. There are a total of 234023 unique tags and 749971 
unique web pages. All the data are processed by previous work mentioned in [4] so 
the processed data will be directly used. 

Platform: All the experiments are implemented by java and are conducted on a PC 
with Intel Core2 Due CPU with 2G memory, running on Windows server 2003. 

5.2   Efficiency Comparison 

The efficiency of the three algorithms can be seen in Fig. 5 and 6. We set k (Size of 
candidate related tags) as 20 and 30 respectively, numbers of clusterers in CE as 3 
(CE3) and 5 (CE5) respectively, and set the clustering tasks (number of core-tags) 
through 10 to 100 to test their speed. It is clear that SC has the best performance. CE  
 

Fig. 5. Number of candidate tags = 20 Fig. 6. Number of candidate tags = 30 

Fig. 7. CETClustering efficiency Fig. 8. SkyTagClustering efficiency 
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cost more time than the other two algorithms. It’s quite reasonable. It costs at least 
five times longer than K-means version since it employs five K-means and does some 
extra work to get the final result. With increase number of K-means, time costs will 
increase undoubtedly. 

Fig. 7 shows how clusterers size affects the efficiency of CE algorithm. We test the 
time costs by changing the number of potentially related tags for each core tag from 
10 to 30 (CE10, CE20 and CE30). It is obvious that the time cost of CE is not linear 
increasing as the increasing of the number of clusterers, it’s because besides the inde-
pendent clustering of the clusterers this algorithm also does some work to combine 
the results of each clusterer to get final result, it would cost extra time. In efficiency 
experiment, CE performs worst and SC performs best. 

Fig. 8 shows k affects the efficiency of SC algorithm. This algorithm is also tested 
by changing parameter k for each core-tag from 10 to 30 (SC10, SC20 and SC30). It 
can be seen that the number of candidate tags linearly affected the time costs of SC. 
Moreover, it is obvious that SC is a scalable algorithm, the clustering tasks increase 
from 100 -1000 but the time cost just doubled. 

Above all, CETClustering algorithm doesn’t perform well in the efficiency ex-
periment because it employs several K-means. SkyTagClustering, on the contrary, 
performs very well both on the comparative and scalable test. 

5.3   Remarks Clustering Result  

As there is no authoritative benchmark method for research of web2.0, we ask three 
human to evaluate the quality of these algorithm versions: K-means, CE 3, CE 5 and 
SkyTagClustering. For each algorithm, there are 50 core-tags sample for evaluators to 
mark. For each core tag, each cluster of the result is assigned an index, the smaller the 
index the closer the cluster to the core tag. The evaluator should give a score accord-
ing to the core tag and a set of clusters. The meaning of score is as follows: 

 

The method to evaluate the algorithm is very simple. 

1
( ) /

= ∈
= ∑ ∑U

a aj a
i j a

S score N  (4) 

Here, Sa means final score of algorithm a, U is the number of evaluators, scoreaj  is 
the score for each core tag get by algorithm a, Na is the total number of scores of a. 
Table 5 shows the evaluate result of the four algorithms. 

Table 4 indicates that SkyTagClustering has the best quality for it owns several ad-
vantages that other algorithms lack. CETClustering with 5 K-means ranked the sec-
ond and 3 K-means ranked the third for they are more robust than the single K-means  
 

S 

5: Perfect. Tags are put into right cluster and the number of cluster is proper. 
4: Very good. Most of the tags are right placed. 
3: Good. A large part of the tags are right placed. 
2: Fair. Some of the tags may not be put into right cluster. 
1: Bad. Most of the tags are wrongly placed. 
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Table 4. The scores of algorithms 

Algorithm   Average Scores   Standard Deviation Rank 
K-means 2.71 0.51 4 

CETClustering 3 2.96 0.52 3 
CETClustering 5 3.19 0.33 2 
SkyTagClustering 3.48 0.61 1 

version. They can reduce the randomness of single K-means, the more number of 
clusterer, the more stable it is. However, as the increase of the cluterers, its efficiency 
would be affected. As the scores of CE3 and CE5 are very near but CE3 is more effi-
cient than CE5, combining the efficiency and quality, CE3 outgoes CE5. 

6   Conclusion and Future Work 

We proposed two algorithms to handle the core-tag clustering task by using multi-
similarity measurements. In conclusion, SkyTagClustering is considered to be the best 
algorithm for it has the best performance both on efficiency (10% - 50% faster than 
K-means) and qualification. CETClustering has a good performance in qualification. 
If it is used clustering algorithm faster than K-means, it would have better speed.  

The future work includes: Employ some other clustering algorithm as the basic al-
gorithm of CETClustering to do the clustering work and evaluate its performance. 
Find a more efficient skyline algorithm as the basic algorithm and let the algorithm 
create more proper number of clusters. For the whole project, we have done the first 6 
steps. Multi-tags correlation problem and tag networks are still left. Our next work is 
to finish these two tasks based on previous work. 
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Abstract. OLAP is widely used in data analysis. The existing design models, 
such as star schema and snowflake schema, are not flexible when the data model 
is changed. For example, the task for inserting a dimension may involve complex 
operations over model and application implementation. To deal with this prob-
lem, a new cube model, called Meta Galaxy, is proposed. The main contributions 
of this work include: (1) analyzing the shortcoming of traditional design method, 
(2) proposing a new cube model which is flexible for dimension changes, and (3) 
designing an index structure and an algorithm to accelerate the cube query. The 
time complexity of query algorithm is linear. The extensive experiments on the 
real application and synthetic dataset show that Meta Galaxy is effective and 
efficient for cube query. Specifically, our method decreases the storage size by 
95.12%, decreases the query time by 89.89% in average compared with SQL 
Server 2005, and has good scalability on data size. 

1   Introduction 

OLAP provides users quick answers to multi-dimensional analytical queries [1]. The 
process of OLAP combines technologies of database, data warehouse and data mining. 
In OLAP, data cubes provide data summaries in different points of view or dimensions. 
Generally, there are two kinds of OLAP systems: multi-dimensional OLAP (MOLAP) 
and relational OLAP (ROLAP) [2]. MOLAP and ROLAP are widely used in business 
related domains. However, both of them have disadvantages respectively. For example, 
MOLAP approach introduces data redundancy, while ROLAP is not suitable when the 
model is heavy on calculations which don't translate well into SQL statements.  

In the real world applications, the number of dimensions in a data cube may be huge. 
The traditional design of a data cube creates a dimension table for each dimension. 
                                                           
 ∗ This work was supported by the National Natural Science Foundation of China under grant No. 

60773169 and the 11th Five Years Key Programs for Sci. &Tech. Development of China under 
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However, the dimensions may change due to the new requirements. As a result, a new 
attribute is added in the facts table, and a new dimension table is created. It follows that 
the traditional design is not flexible and efficient enough to meet the complex real 
application requirements. Example 1 illustrates the model design in birth defects 
monitoring database. 

Example 1. In the real application of birth defects monitoring database, each record 
contains the information of a baby with birth defects as shown in Table 1. All birth 
defects are list as attributes for a baby record. For each defect attribute, the value 
describes the status of corresponding defect. 

Table 1. Sample records stored in birth defects monitoring database 

Baby_id Weight Gender Defects1 Defects2 … Defectsn 
001 2800 Male No Serious … No 
002 3500 Female Weak Weak … No 
… … … … … … … 

 
Table 1 shows that a new attribute must be inserted if a new defect is discovered, and 

needs updating operations over the data model and application design. 
To solve the problem, we design a new cube model named Meta Galaxy. Basically, 

Meta Galaxy consists of three tables: 

 Meta-dimension Table. It contains the definitions of all dimensions and uses 
unique ID to indicate each dimension. 

 Meta-item Table. It defines all available values for each dimension. 
 Meta-value Facts Table. It records the values on all dimensions of all objects. 

The Figure 2, Figure 3 and Figure 4 in the rest sections describe the rough sketch of this 
model, the skeleton of the model likes a star model (or a galaxy when problem is 
complex), while the attribute value is meta value, such as object_id, dim_id and itm_id. 
Hence we call it as Meta Galaxy. It is with following advantages: 

 Flexibility. It is unnecessary to modify the model design no matter inserting or 
deleting a dimension. Additionally, the storage space is saved since many de-
fault values are not kept in Meta Galaxy. 

 Efficiency. An index structure (called Meta Index) is created and an algorithm 
is designed to accelerate the data query. Our experiments show that our method 
decreases the storage size by 95.12%, decreases the query time by 89.89% in 
average compared with SQL Server 2005, and has good scalability on data size. 

2   Related Work 

Svetlana et al. applied OLAP to business analysis [3]. The OLAP they implement 
OLAP is called ROLAP, since it is based on relational DBMS. Based on the concept of 
emerging pattern, Sébastien et al. introduced the concept of emerging cube, which is 
materialized in MOLAP, to reveal the changing of trends between two pre-computed 
cubes [4]. Perez et al. used XML files to store the raw data and established a related 
cube (R-cube) for MOLAP [5]. Doug et al. extended the OLAP data model to deal with 
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ambiguous, imprecision data, and provided an allocation-based approach to tackle 
semantic problems in aggregation [6]. In [7], Thomas et al. allocated relational data 
warehouses based on a star schema and bitmap index, and used a facts table with 
multi-dimensional hierarchical data fragmentation to support queries referencing sub-
sets of schema dimensions. Zhongzhi Shi et al. investigated the way to map 
multi-dimensional operations into SQL statements [8]. Zohreh et al. established views 
and index for OLAP and solved the index-selection problem to improve the processing 
efficiency [9]. Elaheh et al. designed a novel method, called Partial Pre-aggregation 
(PP), to estimate approximation results of joint queries in MOLAP [10]. Ruoming Jin et 
al. optimized the cost of main memory to deal with the performance problems in 
multi-dimensional hierarchical data [11]. Yon Dohn et al. used the RD-Tree to process 
top-k queries in OLAP aggregation [12]. T.S. Jung et al. proposed an index structure to 
accelerate the MOLAP operations [13].  

The main differences between our method and existing results are: (a) we pay more 
attention to the situation of dimension evolutions. (b) It is unnecessary to modify the 
data model and application implementation due to the proposed Meta Galaxy to handle 
dimension evolution. 

3   The Structure of Meta Galaxy 

We propose a new cube model named Meta Galaxy. Intuitively, the design of Meta 
Galaxy is similar to the Triples. However, Meta Galaxy is a cube model with index and 
query algorithms (discussed in Section 4). Basically, the Meta Galaxy consists of three 
tables: Meta-dimension Table, Meta-item Table and Meta-value Facts Table. Figure 1 
illustrates the main structures of these three tables. 

 The Meta-dimension Table defines all dimensions in the cube model. The at-
tributes include: dim_id, name and description. In this table, attribute dim_id is 
a unique key to indicate each dimension, attribute name is the name of a di-
mension, and attribute description is the note for a certain dimension. 

 

(c)
itm_id 

dim_id 

value

Meta-item

description

dim_id 

name 

description 

Meta-dimention 

object_id 

dim_id 

itm_id 

Meta-value Facts

(a) (b)  

Fig. 1. The relationships among three tables in Meta Galaxy: (a) Meta-dimension Table, (b) 
Meta-item Table, and (c) Meta-value Facts Table 
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 The Meta-item Table defines all available values for each dimension. There are 
four attributes: itm_id, dim_id, value, and description. In Meta-item Table, at-
tribute itm_id is a unique id for an available value (value) of dimension dim_id, 
and attribute description is the corresponding note. 

 The Meta-value Facts Table (mvFacts) defines values on all dimensions of all 
objects by recording object_id, dim_id and itm_id.  

Example 2. In Example 1, the baby with id “001” is male. Suppose the dimension id 
(dim_id) of “Gender” is dim003, item id of (itm_id) “Male” is itm001. Then, in Meta 
Galaxy, Meta-dimension Table contains record (dim003, “Gender”, “the gender 
information”), Meta-item Table contains record (itm001, dim003, “Male”, “male 
information”), and Meta-value Facts Table contains record (001, dim003, itm001). 

 
Since dimension information is recorded in the Meta-dimension Table, it is flexible to 
handle dimension evolution. For example, to insert a dimension d1, the record of d1 will 
be added in the Meta-dimension table. Furthermore, all available values of d1 will be 
added in the Meta-item table. To delete a dimension d2, all corresponding records 
related to d2 in Meta-dimension table and Meta-item table will be removed. 

Example 3. Consider adding a new birth defect, def, in the birth defect monitoring 
database. Suppose there are three statuses of def: s1, s2, and s3. Then a new tuple 
containing def and related information will be inserted into Meta-dimension table, and 
three tuples containing def and each of its three statuses will be inserted into Meta-item 
table. 

4   The Meta Index and Fast Cube Query Algorithm 

4.1   The Design of Meta Index 

A typical cube query on a relational data table is a SQL statement containing “group 
by” clause. For example, Figure 2 describes a typical query statement on dimension d1, 
d2, d3 with aggregation function agg(). 

 

 

Fig. 2. A typical SQL statement for cube query 

Figure 2 shows that three key steps are in the query process. 

Step 1: Filter objects based on the “where” clause. 
Step 2: Group objects based on the “group by” clause. 
Step 3: Calculate the results of each group based on the aggregation functions. 

The efficiencies of first two steps are important. Since in real OLAP analysis, the 
number of data size is always very large. In Meta Galaxy, dimensions are not attributes  
 

SELECT d1, d2, d3, agg() 
FROM facts 
WHERE dn = value1 and dm = value2 
GROUP BY d1, d2, d3 
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Fig. 3. A modified SQL statement for query in Meta Galaxy 

in the Facts Table. Thus to execute queries in Figure 2, we modify the SQL statement 
for Meta Galaxy. The statements are shown in Figure 3. 

Figure 3 illustrates two disadvantages of this SQL statements template: 

 It is difficult to write this kind of query statements. 
 The efficiency of query is low. The Meta-Value Facts Table should do self-join 

several times.  

Meta Index 
D1 O1V1

D1 O2V1

D1 O5V1

D1 O2V2

D1 O6V2

Dn O1Vm

Dn O4Vm

Dn O8Vm

Dn OxVm

D1 V2

D1 V1

Dn Vm

Meta-value Facts Table 

 

Fig. 4. The index for Meta-value Facts Table 

Thus, it is necessary to design query algorithm for Meta Galaxy to improve the ef-
ficiency. The key points are: (a) in cube query, all query conditions are presented in the 
form of “slice”. That is, “dimension 1 = value 1 and dimension 2 = value 2 and … and 
dimension n = value n”. (b) Based on the selection conditions template, we design an 
efficient index structure which is shown in Figure 4. 

The index is a map whose key is a pair (dim_id, itm_id), and value is a pair (start, 
end). The index is constructed in the following way. First, for all records in Meta-value 
Facts Table, sort them according to (dim_id, itm_id, object_id). As a result, all objects 
that have the same value on certain dimension will be arranged together. Next, for each 

SELECT a, b, c, COUNT(*) FROM  
(SELECT m.id AS id, a, b, c FROM 
   (SELECT DISTINCT oid AS id FROM mvFacts) m 
   LEFT JOIN 
   (SELECT object_id AS id, itm_id AS a FROM mvFacts WHERE dim_id = d1) a ON m.id = a.id 
   LEFT JOIN 
   (SELECT object_id AS id, itm_id AS b FROM mvFacts WHERE dim_id = d2) b ON m.id = b.id 
   LEFT JOIN 
   (SELECT object_id AS id, itm_id AS c FROM mvFacts WHERE dim_id = d3) c ON m.id = c.id 
) AS tt 
GOURP BY a, b, c 
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key (dim_id, itm_id) in the index, (start, end) indicates the first and last positions of 
records containing (dim_id, itm_id) in Meta-value Facts Table.  

One advantage of adopting this index is saving storage space which can save disk ac-
cessing time. The size of index depends on the number of items on all dimensions. Usually, 
it is small enough to resident in memory. Two key points for Meta-value Facts Table: 

(a) All records in the table must be ordered once the index is created.  
(b) The attributes dim_id and itm_id are redundancy. To minimize the storage space 

and query response time, these two attributes are removed.  

As a result, there is only one column in Meta-value Facts Table. That is, the size of 
Meta-value Facts Table is decided by the number of non-default values of all objects on 
each dimension. 

4.2   The Fast Cube Query Algorithm 

We design the cube query algorithm based on the index. The basic idea is filtering 
objects which do not satisfy the selection conditions and grouping the satisfied objects. 
Index is used in both filtering and grouping to accelerate the query. We will give the 
algorithms for filtering and grouping, respectively.  

In cube query, typical selection conditions like “dim1 = itm1 and dim2 = itm2…”. 
Based on selection template and Meta Index, we can find the satisfied set of objects by 
Algorithm 1. The inputs of Algorithm 1 are dimension id and item id given by selection 
conditions.  

 
Algorithm 1. IndexScan(dim, itm) 
Input: dim: the dimension id, itm: the item id 
Output: P: the id set of objects whose values on dim are itm  

begin 
1. construct the index key K = <dim, itm> 
2. search the index by K, get the value (s, t)  
3. scan Meta-value Facts from s to t, get object id set P  
4. return P 
end. 

If there are several selection conditions, we use Algorithm 1 to find corresponding 
objects of each condition, and the final result is their intersection. 

The filtering Filter (SC) is based on Algorithm 1. 
 
Algorithm 2. Filter(SC) 
Input: SC: the set of selection conditions 
Output: P: the id set of objects that satisfy selection conditions 

begin 
1. set P is the id set of all objects 
2. for each clause in SC, (dim, itm) 
3.    Q ← IndexScan(dim, itm) 
4.    P = P ∩ Q 
5. return P 
end. 
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The Algorithm 2 shows several advantages in the process of finding the objects satis-
fying selection conditions: (a) No unrelated object is scanned. (b) The efficiency of disk 
access is high due to the sequence scan. (c) All IDs got by scan are in sequence. It is 
efficient to execute intersection operation. 

Algorithm 3 gives the details of grouping operation based on the results of filtering 
step (Algorithm 2). 

 
Algorithm 3. Group(R, D) 
Input: R: the id set of objects which satisfy filtering conditions, D: dimension set 
Output: P: the id set of objects in each group 

begin 
1.  P ← {R}  
2.  for each dimension dim in D 
3.    for each available item in dim, itm 
4.      T ← IndexScan(dim, itm)  
5.      for each id set S in P  
6.        Q ← Q ∪(S ∩ T) 
7.    P ← Q 
8.    remove all elements in Q  
9.  return P 
end. 

Note that, In Step 4, the function IndexScan(dim, itm) returns the id set of objects  
based on (dim, itm) 

The result of Algorithm 3 is the set of groups of object ids which are sorted in 
lexicographically order. The Algorithm 2 scans Meta-value Facts Table in sequence 
only once, so the efficiency is high. Since the main part of Algorithm 3, like the Fil-
tering Algorithm, is the intersection operation, we apply bit operation to improve the 
efficiency. Our cube query algorithm as shown in Algorithm 4. 
 

Algorithm 4. CubeQuery(SC, D) 
Input: SC: the set of selection conditions, D: the set of dimensions 
Output: P: the id set of objects in each group 

begin 
1. R ← Filter(SC)  
2. P ← Group(R, D) 
3. return P 
end. 

As a cube query may involve the access of data on disk, we should try to minimize the 
times of disk access. In filtering step (Algorithm 2), our method scans the records 
related to selection conditions in Meta-value Facts table in sequence only once. In 
grouping step (Algorithm 3), our method scans the related aggregation dimensions  
on Meta-value Facts Table in sequence only once. For all meaningful queries, the  
parts of Meta-value Facts Table scanned in filtering and grouping are different, so the 
whole Meta-value Facts Table is scanned once in the worst case. As a result, the time 
complexity of our method is linear. It is worth to note that in most queries of real  



 Meta Galaxy: A Flexible and Efficient Cube Model for Data Retrieval in OLAP 241 

application, the dimensions involved is a subset of all dimensions, thus only a small 
part of Meta-value Facts Table will be scanned. 

5   Experimental and Performance Study 

To evaluate the performance of Meta Galaxy, we test it on the National Birth Defects 
Monitoring Database of China with about 1,000,000 instances of defect babies. The 
number of baby information is more than 200, including birth date, gender, body 
length, weight, parent ages, parent occupations, family history, defect information, and 
so on. Meta Galaxy is implemented in Java. The experiments are performed on an Intel 
Core2 1.86 GHz (2 Cores) PC with 4G memory running Windows Server 2008 64 bit 
Edition operating system.  

5.1   Efficiency Comparison  

Since the original data are kept in MS SQL Server 2005, we compare our Meta Galaxy 
with it. We implement two versions of Meta Galaxy, one is implemented based on SQL 
Server without Meta index, and the other is implemented based on file system with 
Meta index, denoted as R-Meta Galaxy and F-Meta Galaxy respectively. Table 2 gives 
the storage size used by each method in our experiment. 

Table 2. The storage sizes used by SQL Server, R-Meta Galaxy and F-Meta Galaxy 

SQL Server R-Meta Galaxy F-Meta Galaxy 
2GB 2 GB 100 MB 

 
Table 2 shows that F-Meta Galaxy can save the storage space greatly. Moreover, 

F-Meta Galaxy is flexible to the change of dimensions. Next, we demonstrate the ef-
ficiency of F-Meta Galaxy is higher than other models by four different methods. 

 Method 1: Execute SQL statements for cube queries on original data model. 
 Method 2: Create a view on R-Meta Galaxy to construct the original data 

model, and execute queries on this view.  
 Method 3: Materialize the view created by Method 2, and execute cube queries 

after building the index. 
 Method 4: Execute cube query algorithm (Algorithm 4) on F-Meta Galaxy to 

do cube queries. 

In Method 2, the view is created by the statements like those in Figure 2. 
For each method list above, we execute 4 typical queries. Query 1 is a simple 

one-dimension grouping query. Query 2 is a group query on three dimensions. And 
Query 3 and Query 4 are more complex by adding some selection conditions.  

 Query 1: SELECT a, count(*) FROM facts GROUP BY a 
 Query 2: SELECT a, b, c, count(*) FROM facts GROUP BY a, b, c 
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 Query 3: SELECT a, b, count(*) FROM facts WHERE c = sc11 GROUP BY a, b 
 Query 4: SELECT a, b, count(*) FROM facts WHERE c = sc1 AND d = sc2 

GROUP BY a, b 

Note that, in Method 2, 3 and 4, we slightly revise the statements to adapt to Meta 
Galaxy, and keep the same semantic meaning. Figure 5 illustrates the query time of 
each method executing these four queries. The query time of Method 2 is much longer 
than those of other methods. The query time of Method 2 executing each query is: 6891 
ms, 7750 ms, 13947 ms, and 5344 ms, respectively. 

 

     
     (a) Query 1                                       (b) Query 2 

 

     
    (c) Query 3                                         (d) Query 4 

Fig. 5. The query time of each method executing four queries 

Figure 5 shows that the proposed method (Method 4) greatly decreases query time. 
Specifically, compared with Method 1, 2, 3, the query time is decreased by 82.61%, 
98.97%, 88.11%, respectively. Moreover, we can see that Method 1 and Method 3 have 
the similar query performance. The reason is that the query performances on a mate-
rialized view and on a table are nearly the same. As our method is implemented in Java, 
the performance can be improved further if we adopt C++. 

5.2   Scalability Validation 

To demonstrate the linear time complexity of our method, we record the query time of 
four queries on different sizes of data. Since the number of records in the National Birth  
 

                                                           
1 We use sc1 to indicate a selection condition. It is an item id in our experiment. 
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    (a) Query 1                                               (b) Query 2 

 

   
    (c) Query 3                                              (d) Query 4 

Fig. 6. The query time of four queries in Method 4 under different data sizes 

Defects Monitoring Database of China is limited, we built a data generator to randomly 
generate synthetic datasets. The generated datasets have following characteristics: (a) 
each dataset contains 200 dimensions, (b) each dimension has 20 items in average, (c) 
there are 20 dimensions have non-default values in average for each object. 

We generate four datasets of which the numbers of objects are: 105, 106, 107, and 
108. In Meta Galaxy, the storage sizes of these four datasets are: 8M, 80M, 800M and 
8G bytes. For each of these datasets, we execute these four queries in Method 4 on it 
and record the query time. Figure 6 illustrates the query time of each query under dif-
ferent data size. It is clear to see that the query time is increased linearly with the dataset 
size becomes larger. So our proposed Meta Galaxy has a good scalability. 

6   Conclusions 

OLAP provide users quick answers to multi-dimensional analytical queries. The tradi-
tional design is not flexible when the data model is changed. To deal with this problem, a 
new cube model, called Meta Galaxy, is proposed. Moreover, an index structure and an 
algorithm are designed to accelerate the cube query. The time complexity of query 
algorithm is linear. The extensive experiments demonstrate that the newly proposed 
method decreases the storage size by 95.12%, decreases the query time by 89.89% in 
average compared with SQL Server 2005, and has good scalability on data size. The 
future work includes applying Meta Galaxy to more real world applications. 
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