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Preface

This volume is an edition of the papers selected from the 12" FIRA RoboWorld Con-
gress, held in Incheon, Korea, August 16—18, 2009.

The Federation of International Robosoccer Association (FIRA — www.fira.net) is a
non-profit organization, which organizes robotic competitions and meetings around
the globe annually. The RoboSoccer competitions started in 1996 and FIRA was es-
tablished on June 5, 1997. The Robot Soccer competitions are aimed at promoting the
spirit of science and technology to the younger generation. The congress is a forum in
which to share ideas and future directions of technologies, and to enlarge the human
networks in robotics area.

The objectives of the FIRA Cup and Congress are to explore the technical devel-
opment and achievement in the field of robotics, and provide participants with a robot
festival including technical presentations, robot soccer competitions and exhibits un-
der the theme “Where Theory and Practice Meet.”

Under the umbrella of the 12" FIRA RoboWorld Congress Incheon 2009, six inter-
national conferences were held for greater impact and scientific exchange:

e 6™ International Conference on Computational Intelligence, Robotics and
Autonomous Systems (CIRAS)

e 5™ International Symposium on Autonomous Minirobots for Research and
Edutainment (AMiRE)

o International Conference on Social Robotics (ICSR)

e International Conference on Advanced Humanoid Robotics Research
(ICAHRR)

o International Conference on Entertainment Robotics (ICER)

e International Robotics Education Forum (IREF)

This volume consists of selected quality papers from the six conferences. The vol-
ume is intended to provide readers with the recent technical progresses in robotics,
human-robot interactions, cooperative robotics and the related fields.

The volume has 31 papers from the 115 contributed papers at the FIRA
RoboWorld Congress Incheon 2009. This volume is organized into seven sections:

eEmotion and Behavior, Human—Robot Interaction, Biped / Humanoid Robotics,
Localization, Path Planning, Obstacle Avoidance, Control, Communication,
Terrain mapping, and, Classification.

The editors hope that this volume is informative to the readers. We thank Springer
for undertaking the publication of this volume.

Prahlad Vadakkepat
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Intelligent Systems and Its Applications in Robotics

Okyay Kaynak

UNESCO Chair on Mechatronics, Bogazici Universitesi, Bebek, 34342 Istanbul, Turkey
okyay.kaynak@boun.edu. tr

Abstract. The last decade of the last millennium is characterized by what might
be called the intelligent systems revolution, as a result of which, it is now
possible to have man made systems that exhibit ability to reason, learn from
experience and make rational decisions without human intervention. Prof.
Zadeh has coined the word MIQ (machine intelligence quotient) to describe a
measure of intelligence of man-made systems. In this perspective, an intelligent
system can be defined as a system that has a high MIQ.

The presentation dwells upon how to define “intelligence” of man-made
machines and continues with a discussion on computational intelligence, its
main components and compares it with biological and artificial intelligence.
The paradigm shift from computation with measurements to computation with
perceptions is also pointed out to. The state-of-art reached in intelligent systems
is overviewed with examples and a perspective on the future is given, based on
“futurology” rather than “prophecy”. The reasons behind the slow pace of
developments are discussed, tying it to the availability of the computing power.
The trends seen in this respect over the last century are overviewed and it is
argued that the Moore’s Law will have to reach an end, not so much because of
technological difficulties but because of financial ones. Quantum and molecular
computing are offered as possible alternatives. The talk closes with a
consideration of the possible research directions in mechatronics and robotics as
driving forces behind the development of intelligent systems.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, p. 1, 2009.
© Springer-Verlag Berlin Heidelberg 2009



Neurodynamic Optimization and Its Applications in
Robotics

Wang Jun

Mechanical and Automation Engineering, The Chinese University of Hong Kong,
Department of Mechanical and Automation Engineering,
The Chinese University of Hong Kong, Shatin, NT, Hong Kong
jwang@mae.cuhk.edu.hk

Abstract. Optimization problems arise in a wide variety of scientific and
engineering applications. It is computationally challenging when optimization
procedures have to be performed in real time to optimize the performance of
dynamical systems. For such applications, classical optimization techniques
may not be competent due to the problem dimensionality and stringent
requirement on computational time. One very promising approach to dynamic
optimization is to apply artificial neural networks.

Because of the inherent nature of parallel and distributed information
processing in neural networks, the convergence rate of the solution process is
not decreasing as the size of the problem increases. Neural networks can be
implemented physically in designated hardware such as ASICs where
optimization is carried out in a truly parallel and distributed manner. This
feature is particularly desirable for dynamic optimization in decentralized
decision-making situations arising frequently in robotics and control. In this
talk, I will present the historic review and the state of the art of neurodynamic
optimization models and selected applications in robotics. Specifically, starting
from the motivation of neurodynamic optimization, we will review various
recurrent neural network models for optimization. Theoretical results about the
stability and optimality of the neurodynamic optimization models will be given
along with illustrative examples and simulation results. It will be shown that
many fundamental problems in robotics, such as robot motion planning and
obstacle avoidance, can be readily solved by using the neurodynamic
optimization models.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, p. 2, 2009.
© Springer-Verlag Berlin Heidelberg 2009



Vision-Based Control of Robot Motion

Seth Hutchinson

Electrical and Computer Engineering, University of Illinois
Beckman Institute, University of Illinois, Urbana, IL 61801, USA
seth@uiuc.edu

Abstract. Visual servo control is now a mature method for controlling robots
using real-time vision feedback. It can be considered as the fusion of computer
vision, robotics and control, and it has been a distinct field since the 1990's,
though the earliest work dates back to the 1980's. Over this period several
major, and well understood, approaches have evolved and have been
demonstrated in many laboratories around the world.

Many visual servo schemes can be classified as either position-based or
image-based, depending on whether camera pose or image features are used in
the control law. This lecture will review both position-based and image-based
methods for visual servo control, presenting the basic derivations and concepts,
and describing a few of the performance problems faced by each. Following
this, a few recent and more advanced methods will be described. These
approaches essentially partition the control system either along spatial or
temporal dimensions. The former are commonly referred to as hybrid or
partitioned control systems, while the latter are typically referred to as switched
systems.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, p. 3, 2009.
© Springer-Verlag Berlin Heidelberg 2009



Korea's Robotland: Merging Intelligent Robotics
Strategic Policy, Business Development, and Fun

Eugene Jun

Incheon IT Industry Promotion Agency, 20F. Incheon IT Tower, 592-5, Dowha 1 Dong,
Namgu, Incheon City, Korea, 402-711,
rightjun@iitpa.or.kr, sciencejun@yahoo.co.kr

Abstract. South Korea specializes in the design and manufacture of service and
entertainment robots for consumer use. The government of South Korea
considers robotics one of the countries main growth industries. To boost robot
industry and accelerate the social demand of intelligent robots, a theme park
titled 'Robotland’ is being constructed in Korea near Incheon International
airport, the gateway to Seoul. A total of $700 million will be invested by the
Korean government, the city of Incheon and financial investors. The 760,000
square meter site (188 acres) will contains a number of displays featuring
famous robots and robot characters from around the world. Ultra-modern rides
and amusement facilities, exhibition halls, shopping arcades and hotels,
featuring advanced ubiquitous environments, will also be included in the park.
In addition, Robotland will contain R&D centers and educational institutions.
The Grand opening is scheduled in 2012. In this session, attendees will hear of
development plans for Robotland, along with the social and business issues that
are driving the development of the world's first theme park.

Keywords: Lobotland, Robot, Teme park, Incheon, URC.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, p. 4, 2009.
© Springer-Verlag Berlin Heidelberg 2009



Detecting Underlying Stance Adopted When
Human Construe Behavior of Entities

Kazunori Terada, Kouhei Ono, and Akira Ito

Gifu University, 1-1, Yanagido, Gifu, 501-1193, Japan
terada@gifu-u.ac.jp

Abstract. Whether or not humans can construe the behaviors of en-
tities depends on their psychological stance. The philosopher Dennett
proposed human cognitive strategies (three stances) in which humans
construe the behavior of other animated objects, including other humans,
artifacts, and physical phenomena:‘intentional’; ‘design’ and ‘physical’
stances. Detecting the psychological stance taken toward entities is dif-
ficult, because such mental state attribution is a subjective cognitive
process and hard to measure. In the present study, we proposed a novel
method for detecting underlying stance adopted when human construe
behavior of entities. In our method the subject was asked to select the
most suitable action sequence shown in three movies each of which repre-
senting Dennett’s three stances. To valid our method we have conducted
an experiment in which the subjects were presented thirty short videos
and asked to compare them to the three movies. The result indicated
that the subjects did not focused on prior knowledge about the entity
but could focused on motion characteristics per se, owing to simple and
typical motion of an abstract shaped object.

1 Introduction

Behavior of an autonomous and high degree of freedom agent is ambiguous and
it is sometimes misunderstood by those who observed it. Therefore, consider-
ing behavior of an agent which is easily and intuitively construed is important
in human-agent interaction design. Utilizing psychological abilities of human
used in human-human interaction is efficient to design such behavior. Many
researchers suggest that gaze and gestures of robot facilitate human-robot com-
munication. Utilizing the gaze and the gestures in human-agent interaction is
based on the idea that using the metaphor implying human embodiment is effi-
cient way to cause a human to treat an agent as a human. The Media equation
[15] suggests that not only the appearance but also social cues, such as team
identity and reciprocity, can cause a human to treat an agent (computer) as
a human. Thus, anthropomorphising is a strong strategy for us to predict and
understand other’s behaviors.

However we sometimes adopt another strategies to predict and understand
behavior of entities. According to Daniel Dennett [5], there are three different
strategies that we might use when confronted with objects or systems including

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 5 2009.
© Springer-Verlag Berlin Heidelberg 2009



6 K. Terada, K. Ono, and A. Ito

other humans, artifacts, and physical phenomena: the physical stance, the design
stance, and the intentional stance. Each of these strategies is predictive. We use
them to predict and thereby to explain the behavior of the entity in question.
The details of these three stances are described as follows.

Intentional stance. The intentional stance is closely related to the anthro-
pomorphising. When adopting the intentional stance towards an entity, we
attempt to explain and predict its behavior by treating it as if it were a
rational agent whose actions are governed by its intentional mental states.
The term “intentional stance” refers to our ability to attribute the full set
of intentional states (beliefs, desires, thoughts, intentions, hopes, memories,
fears, promises, etc.) not just to the specific mental state of intention [IJ.
Suppose you are sleeping in a bed and you feel someone shake your shoul-
der. You might understand his behavior in terms of intention “wake you up”.
You never care about the mechanism of arm movement or joint angle. Your
main interest is what he want to do. “Attributing mental states to a complex
system (such as a human being) is by far the easiest way of understanding
it” ([, p21).

Design stance. When we make a prediction from the design stance, we assume
that the entity in question has been designed in a certain way, and we predict
that the entity will thus behave as designed. Suppose you set your alarm clock
for 7:00 a.m. in the evening. You predict that it will behave as designed: i.e.,
that it will buzz at 7:00 in the next morning. We are predicting the action
of an alarm clock according to its design principle. You do not need to know
anything about the physical constitution of the alarm clock in order to make
this prediction. Furthermore, unlike intentional stance, you never think as it
has an intention to wake you up. Design stance predictions are predictions
based on what the system is designed to do.

Physical stance. The physical stance stems from the perspective of the physi-
cal sciences. To predict the behavior of a given entity according to the physi-
cal stance, we use information about its physical constitution in conjunction
with information about the laws of physics. When you are sleeping in the
bed and something fell down on you. You might understand the object’s
behavior in terms of Newtonian law. Like design stance, you never think as
it has an intention to wake you up. However, it is very tedious to apply a
physical stance to a complex artificial system like an alarm clock.

Detecting which of these three stances is adopted to entities is difficult because
such mental state attribution is a subjective cognitive process and hard to mea-
sure. Although, much attention is paid to detecting whether human takes in-
tentional stance or not and what cues trigger intention attribution in terms of
Theory of Mind, there are few studies addressing the design and physical stance
detection. Methods for detecting intentional stance is not well established. Self-
reporting questionnaires are usually used to detect intention attribution. Ob-
servers report their subjective percepts in response to the animations[I8][6][17].
Retrieval methods for subjective mental states, which rely on subjective self-
reporting have been criticized for methodological limitations [I0] and for that
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higher-order cognitive processing is engaged in order to produce these descrip-
tions [16]. Neuroimaging techniques such as functional magnetic resonance imag-
ing (fMRI) and positron emission tomography (PET) seem to be useful for
examining mental processes without relying on self-reporting. These methods,
however, restrict subject’s natural physical interactions due to the spatial and
physical constraints of apparatus used in fMRI and PET. Furthermore, the area
of the brain that activates intention attribution is unclear. Thus, so far, the mea-
suring method for detecting subjective mental states about intention attribution
has not been established.

In our previous study, we employed a questionnaire method for assessing
whether human could attribute intention toward non-humanoid robot or not.
Subjects were asked which of Dennett’s three stances they took toward the
robot, giving them a brief example corresponding to each stance. In our ques-
tionnaire method, there are same problems as described above. Subjects in our
experiment asked to select the most suitable description which can represent
the stance taken toward the robot by them during the experiment. This process
required subjects to compare notions constructed by reading the descriptions
and recalled stance. It is possible that subjects might have answered a typical
stance according to a metacognitive view.

In this paper, to cope with this problem, we propose a novel method for
detecting stance. In our method a subject was asked to select the most suitable
action sequence shown in three animations each of which representing Dennett’s
three stances. To valid our method we have conducted an experiment in which
subjects were presented thirty short videos and asked to compare them to the
three animations.

2 Experiment

2.1 Video Stimulus

Table [ shows the list of videos used in our experiment. The duration of the
videos were at most 18 seconds. The entities acted in the videos are selected form
the following six categories: human, animal, plant, simple machine and vehicle,
complicated machine, and simple and natural object. A large variety of stimuli
which invoke intention attribution are reported, including rationality [§], goal
or goal-directedness [12], self-propelled motion [2][14][9], equifinality [4], spatial
contingencies [3], and violations of Newtonian laws [LI]. There are, however,
few researches addressing the cues for taking design and physical stances. It
seems apparent that when the motion of entities are governed by cirtain design
principles or physical law. So, the motions of the entities in the videos presented
to subjects were selected based on the following four criteria: a) it is self-propelled
or not, b) it has sensors or not, ¢) it is autonomous or not, and d) it is goal-
directed or not. None of all the simple and natural objects are self-propelled,
having sensors, and autonomous. The goal-directedness of simple and natural
objects is defined wheter or not the motion stops at a certain position or a state.
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Table 1. Video stimulus used in our experiment

Entity

Human

Animal

Plant

Complex machine

Simple machine

Vehicle

Simple object

Natural object

o

1
2
3
4
5
6
7
8
9

Goal-directedness Motion

. A man putting on a jacket

. A woman picking up a ball

. A man going down a stairs

. A woman looking around

. A cat eating food

. A dog playing with a balloon
. A yawning hamster

. A sleeping dog

. A coiling tendril

10. A blooming flower

1
1

1. Pampas grasses blowing in wind
2. A humanoid robot solving a rubic cube

13. A robotic arm assembling something
14. A line tracing robot

1

5. A Furby changing facial expression

16. A crossing gate arm closing

1

7. A robot raising and lowering both hands

slowly
18. A clockwork-driven toy bear walking to-
ward a stuffed bear

1
2
2

9. A biped robot walking
0. A oscillating electric fan
1. A cabin of an aerial tramway approaching

a station

2
2
2
2
2
2

2. A bus arriving at a station

3. A running train

4. A rolling empty can

5. A rolling ball stops moving

6. An empty can rolling down a slope

7. A shishi-odoshi, a bamboo tube which

is slowly filled with water and then emptied

0
2
2
3

ut, clacking against a stone

8. A sheet of paper burning out
9. A cloud floating in the sky

0. Water falling down (waterfall)

The videos of a coiling tendril and a blooming flower were fast forwarded so that

subjects recognize these motions.

2.2 Animated Action Sequences for Assessing Stances

Subjects were asked to chose an alternative from the three different action se-
quences of an circle, which is most suitable for representing the motion of the
entity in the video. The details of these three animations are described as follows.



Detecting Underlying Stance Adopted When Human Construe Behavior 9

- A== NPT 2@
(a) Goal-directed action (in- (b) Mechanical motion (de- (¢) Physical law (physical
tentional stance) sign stance) stance)

Fig. 1. Three motion patterns of a circle representing Dennett’s three stances

Goal-directed action (intentional stance). In the animation corresponding
to the intentional stance, a circle jumps over a rectangular obstacle, representing
an intention of going to the other side of it (see Fig. . Before the circle
jumped over the rectangle, it tried to go under the rectangle because there is
a gap between the ground and the rectancle. However the circle failed to do so
because the gap is smaller than a diameter of the circle. Then the circle go back
to the starting position and tried again. After the second fail of going under
the lectangle, the circle jumped over it. The movement of the circle contains
an intention in addition to having properties of goal-directedness|7][12], self-
propulsion[T3], rationality[7], and violation of Newtonian law|[10] .

Mechanical motion (design stance). The cirlce in the animation correspond-
ing to the design stance shows a reciprocating motion on the triangular shaped
object (see Fig. . Although the motion of the circle is self-propelled, ratio-
nal, and goal-directed, they does not give strong impressions. The reciprocating
motion is intended to give rise to an impression of being ’designed’ to repeat
mechanical motion.

Physical law (physical stance). The cirlce in the animation corresponding
to the physical stance bounces down a slope, then bounces against a wall, de-
creased bouncing height, and finally stops (see Fig. . The motion of the
circle represents it is governed by the Newtonian law of gravitation.

2.3 Experimental Procedure

The questionnaire was described in HTML. A page contains a stimulus video
and three alternatives of animation each of which represents one of three stance.
Subjects were asked to select the most suitable action sequence for representing
the motion of the entity in the video. Thirty pages each of which contains one
video and three animations were presented to a subject in a random order. A
Video was started when the page was exposed to a subject and repeated until
he/she proceeded to the next page.

Thirty naive university students participated in the experiment. Subject ages
ranged from 19 to 25 years.
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M Physical
Design

™ Intentional

Stance percentage

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30

Video No.

Fig. 2. Distributions of subjects’ stances toward thirty videos

2.4 Experimental Result

Figure2shows distributions of subjects’ stances toward thirty videos. Chi-square
goodness-of-fit test revealed that the distributions of subjects’ stances toward
sixteen out of thirty videos were significantly different from equal ratio, 1:1:1.

3 Discussions

Subjects did not always took intentional stance toward human and animals.
None of the motions performed by a human or an animal (video no. 1 to 8)
was construed as goal-directed (intentional) by most subjects. At most 50% of
subjects construed the video no. 4 (a woman looking around) as goal-directed.
Moreover, the video no. 3 (a man goig down a stairs) construed as mechanical
(design stance) by 60% of subjects. The difference of the two motions is that
while in the video no. 3 a man just went down a stairs and there was no obvious
goal, in the video no. 4 the action of looking around could give subjects an
impression of having a will to look for something. The actions of putting on a
jacket (no. 1) and picking up a ball (no. 2) were categorized into goal-directed
actions by us. Many subjects, however, did not construed these actions as goal-
directed. This may be because from these actions a subject did not perceive
strong intentions.

It seems that people normally take intentional stance toward human and
animals. The result indicated, however, that subjects did not always took inten-
tional stance toward them. One of the reason is that our definition of intentional
stance represented by the circle’s goal-directed action may not suitable for as-
sessing whether or not a subject takes intentional stance. Another reason is that
all of the actions taken by the humans and animals did not have obvious goal,
so subjects could not infer a particular intention from these actions.

The participants sometimes construed actions performed by robots as inten-
tional. The video the most participants construed as intentional was no. 12 (a
humanoid robot solving a rubic cube). Moreover, the most stance taken toward
the video no. 13 (a robotic arm assembling something) and 14 (a line tracing
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robot) by subjects was intentional stance. In these videos, there were more ob-
vious goals pursued by the robots, such as solving a rubic cube or assembling
something than the videos of human and animal.

The motions in the video no. 17, 20, and 21 were construed as mechanical.
This is plausible because the entities in these video, a robot, an electric fan, and
a cabin of an aerial tramway, are usually construed as designed object. Another
explanation of this result is that the subjects might focused on the aspect of
reciprocation because the robot in the video no. 17 raised and lowerd its hands,
the fan head in the video no. 20 oscillated, and a cabin of an aerial tramway
usually reciprocate between terminals even though the cabin in the video just
arrived at the terminal. However, the motions in the video no. 19, 22, and 23
were not reciprocating but the most stance taken toward them was design stance.
This means that the subjects did not focused on the aspect of reciprocation but
mechanical motion.

The motions in the video no. 24, 25, 26, 28, 29, and 30 were construed as
physical. Those who selected the animation representing physical stance might
focused on Newton’s law because the entities in the video no. 24, 25, 26, and 30
fell down according to gravity. However, flames in the video 28 and the cloud in
the video 29 was not driven by gravity. So, the subjects might find a similarity
in terms of that the motions are governed by general physical law.

Although the motion of the bamboo tube in the video 27 also governed by
Newton’s law, about 67% of subjects did not select the animation representing
physical stance. This is because that the motion of the bamboo tube seems to
be “designed to clack periodically” or “intended to act such a way”.

4 Conclusions

In this paper, we proposed a novel method for detecting underlying stance
adopted when human construe behavior of entities. In our method subjects were
asked to select the most suitable action sequence shown in three animations each
of which representing Dennett’s three stances. To valid our method we have con-
ducted an experiment in which subjects were presented thirty short videos and
asked to compare them to the three animations. The result indicated that sub-
jects did not forcused on prior knowledge about the entity but could forcused on
motion characteristics per se, owing to simple and typical motion of an abstract
shaped object.
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Abstract. A pet robot dog with two ears, one mouth, one facial expression
plane, and one vision system is designed and implemented so that it can do
some emotional behaviors. Three processors (Inter® Pentium® M 1.0 GHz, an
8-bit processer 8051, and embedded soft-core processer NIOS) are used to
control the robot. One camera, one power detector, four touch sensors, and one
temperature detector are used to obtain the information of the environment. The
designed robot with 20 DOF (degrees of freedom) is able to accomplish the
walking motion. A behavior system is built on the implemented pet robot so
that it is able to choose a suitable behavior for different environmental situation.
From the practical test, we can see that the implemented pet robot dog can do
some emotional interaction with the human.

Keywords: Robot Dog, Emotional Behavior.

1 Introduction

In the past, pet robots with lovely behaviors let them enter human’s life [1]. The pixie
“Furdy” on the market makes pet robots become more popular. But its processer is
slower at that time. Until the recent year, the pet robot with more intelligence is
beginning to be presented to the public [2-5]. The Sony AIBO [6,7] is the most
advanced one in this area of robot dog.

A pet robot dog with 20 DOF (degrees of freedom) is designed and implemented
so that it can do some emotional behaviors. In order to let the implemented pet robot
have a high ability of environmental detection, a vision system (one USB camera),
three touch sensor, and a temperature sensor are equipped on the body of the
implemented robot to obtain the information of environment to decide an appropriate
action. Three processors (Inter® Pentium® M 1.0 GHz, 8051 and NIOS) are used to
control the robot. Inter processor is used to receive the vision from USB camera and
to be a high -level controller to process the high level artificial intelligent. 8051 is an
8-bit processer used for some facial expression. NIOS is a 32-bit embedded soft-core
processor used for the robot locomotion control. NIOS processor is used to be a low-
level controller to control the walking and other actions. A control board with a FPGA
chip and a 64 Mb flash memory are mainly utilized to control the robot. Many
functions are implemented on this FPGA chip so that the design circuit is simple.

J-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 13122] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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2 Mechanical Structure Design

The main design concept of a pet robot is to let its weight and size be light and
compact, respectively. A pet robot dog with 20 DOF (degrees of freedom) is
described in this section. The frameworks of pet robot are mainly fabricated from
aluminum alloy 5052 in order to realize the concepts of light weight, wear-resisting,
high stiffness, and wide movable range. Each actuator system for the joint consists of
a high torque and a gear.

Mechanical structure design is the first step in the pet robot dog design. There are
20 degrees of freedom implemented by using the inertial coordinate system fixed on
the ground. There are four rotational direction of joints are defined by using the
passive joints and other 16 degrees of freedom are defined by using the active joint.
There are 2 degrees of freedom on the neck, 2 degrees of freedom on the ear, and 4
degrees of freedom of each leg. The photograph of pet robot dog is shown in Fig. 1.
The details of the development of the head and legs are described as follows:

Fig. 1. Photograph of the implemented pet robot dog

Fig. 2. Head design of the pet robot dog
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In the head design, there are four degrees of freedom on it. Two degrees of
freedom is adopted on the neck so that the head of the robot can turn right-and-left
and up-and-down. Another two degrees of freedom is adopted on the ear. The picture
of head design is described in Fig. 2. A LED dot-matrix with 8x16 LEDs as shown in
Fig. 3 is design and implemented in the center of the head so that the robot can do
some emotional interaction.

(b)

Fig. 4. Leg design of the pet robot dog

(b) (c)

Fig. 5. Three states of the robot walks on an uneven floor: (a) general floor, (b) front rise, and
(c) back rise
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In the leg design, there are 16 degrees of freedom on the four legs. Each leg has 3
active degrees of freedom which are driven by servomotor. Another one degrees of
freedom is driven by nothing which is moving passive. The picture of leg is described
in Fig. 4. The passive joint is used for making the end of the leg always parallel to the
floor. Two states of the robot walking on the uneven floor are shown in Fig. 5. We
can see that the passive joint makes the robot more stable.

3 Electronic Structure Design

In the electronic design of the robot, the process device and the system block diagram
are described in Fig. 6 and Fig. 7, respectively. In order to build a fully autonomous
vision-based pet robot dog, a notebook is chosen to process the vision image of
environment. The image of the field is captured by the camera.

Three touch sensors, one power detector, and one temperature detector sensor are
mounted on the pet robot dog to obtain the touch state, power state, and temperature
state of the robot, respectively. The touch sensor is mounted on the head to detect the
touch behavior from the human. The power detector is mounted on the body to detect
the power of the battery. The temperature detector sensor is mounted on the joint in
the front leg to detect the temperature of the servomotor. These three kinds of
detectors are used to present the states of the robot by some quantitative data. By
analyzing these data, the robot emotion can be simulated. The relative signal is caught
by a System On a Programmable Chip (SOPC), which is a FPGA chip and a 32-bit
embedded soft core processor named NIOS in it is used to process the data and
control the robot.

The circuit block diagram is described in Fig. 8. It can be reduced to three parts
which are the LED dot-matrix circuit, the power detector circuit, and the temperature
detector circuit. The LED dot-matrix circuit is designed by 128 LED, and controlled
by an 8051 processer. It can express robot's feelings. Six kinds of feeling are designed

______ Vision
System |

Notebook — — |

—
|
|
|
|
|
|
|
|
|
L

Fig. 6. The device of pet robot dog
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Fig. 9. Power detector circuit
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Fig. 10. Temperature detector circuit

in the LED dot-matrix. The power detector circuit is shown in Fig. 9, where
ADCO0804 is used to change analogy signal to an 8-bit digital signal. The temperature
detector circuit is shown in Fig. 10. Sensor DS1821 is used to detect temperature, and
the output is digital data.

4 Motion and Emotion Structure Design

A mechanical structure with 20 degrees of freedom is proposed to implement a robot
dog. Two move motions including “step forward” and “turn right/left”, six non-move
motions with ear, and six emotional expressions are designed for the robot’s
movements. In order to verify the effectiveness of the implemented pet robot dog,
three kinds of behaviors: Move Motions, Non-move Motions, and Emotional
Expressions are carried out on a horizontal even plan and described as follows:

(a) Move Motions

Move motion is design to let the robot move. The implemented pet robot dog can do
two kinds of motions: “step forward” and “turn right/left”. Some snapshots of the step
forward walking of the pet robot are shown in Fig. 11.
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N

(b)

(€9) (h)

Fig. 11. Step forward motion

(b) Non-move Motions

Non-move motions are design to interact with the human. They are often used with
the Emotional Expressions. Some snapshots of stretch motion and ear motion are
shown in Fig. 12 and Fig. 13, respectively.

(b)

(€9) ()

Fig. 12. Stretch motion
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(b)

Fig. 13. Ear motion

(c) Emotional Expressions

Emotional Expressions is design to expression the emotion more direct. It makes the
pet robot friendly. Some snapshots of Emotional Expressions are shown in Fig. 14.

(@) ** (b) vv © \/ d AA (&) /\

Fig. 14. Emotional Expression

S Behavior Design

There are four parts in the behavior design: (1) External Environment System, (2)
Physiology System, (3) Psychology System, and (4) Behavior System. They are
described as follows:

(1) External Environment System

CERNTS

External Environment System includes “touch sensor”, “vision system”, and “voice
detector”. The main idea of External Environment System is the natural interface
between human and robot. The natural interface makes the robot more like a real pet.

(2) Physiology System

Physiology System includes “seeing people”, “being touched”, “power quantity”, and
“motor’s temperature”. The main idea of Physiology System is the body state of the
robot. These quantitative data can let the robot understand its body state.

(3) Psychology System

LEINT] EEINT3

Psychology System includes “hungry quantity”, “curious quantity”, “tire quantity”,
and “vitality”. The main idea of Psychology System is to simulate the real dog
feeling. Psychology System is affected by the Physiology System. The “hungry
quantity” is affected by “power quantity”, the “curious quantity” is affected by “be



Motion and Emotional Behavior Design for Pet Robot Dog 21

touched”, and the “tire quantity” is affected by “motor’s temperature”. In order to
design a realistic pet robot dog, “vitality” is designed to affect the “curious quantity”
which makes robot personality.

(4) Behavior System

CLINNTS LLINNTS

Behavior System includes “eat”, “play intense”, “play gently”, and “sleep”. The main
idea of Behavior System is motion and response. Because of the “vitality” may be
different, so the behavior may not always the same. The robot with higher “vitality”
will play more with human. Reversely, the robot with lower “vitality” will appear
emotionless.

Two experiment results of the robot in the high “tire quantity” state and the “sleep”
state are shown in Fig.15. We can see that pet robot dog can do different emotion.

(b)

Fig. 15. The experiment results of the robot in the high “tire quantity” and the “sleep” state

6 Conclusions

A mechanical structure with 20 DOF is proposed so that the implemented pet robot
dog can do some basic motion experiments. Furthermore, some emotional behaviors
are design for it. In the future, a fuzzy system will be considered to let the pet robot
dog have the behavior learning ability so that it is able to choose a better behavior for
different environmental situation.
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Abstract. Much is being done in an attempt to transfer emotional
mechanisms from reverse-engineered biology into social robots. There
are two basic approaches: the imitative display of emotion —e.g. to in-
tend more human-like robots— and the provision of architectures with
intrinsic emotion —in the hope of enhancing behavioral aspects. This
paper focuses on the second approach, describing a core vision regarding
the integration of cognitive, emotional and autonomic aspects in social
robot systems. This vision has evolved as a result of the efforts in con-
solidating the models extracted from rat emotion research and their im-
plementation in technical use cases based on a general systemic analysis
in the framework of the ICEA and C3 projects. The desire for gener-
ality of the approach intends obtaining universal theories of integrated
—autonomic, emotional, cognitive— behavior. The proposed conceptu-
alizations and architectural principles are then captured in a theoretical
framework: ASys — The Autonomous Systems Framework.

1 Introduction

Emotion is a hot topic these days; not only in psychology and neuroscience but in
robotics and specially in social robotics. It has become a fashionable topic and a
buzzword of effectiveness in getting funding. Roboticists look at the expression
of emotion in humans or at the biology of emotion in animals in search for
inspiration to build better performing systems.

The question of what “performing” means in this context is of extreme rele-
vance, however. The anthropomorphizing shallow conception of emotion is quite
dangerous because it leads to research done in robotization of emotions that is
strictly limited to the generation of facial expression instead of focusing on core
issues [1J.

While somewhat valuable, this face-centric approach is reduced in most cases
to just a set of useless construals of naive conceptions of emotion instead of be-
ing done in terms of absolutely measurable system performance. Only from the
perspective of human experience of the interaction with robots this approach

J-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 2343] 2009.
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may have some sense, but in this case performance shall be measured using psy-
chological tests in humans [2]. As an example of the class of objectives pursued
in this type of research let’s quote Breazeal [3]:

In dramatic contrast, social (or sociable) robots are designed to en-
gage people in an interpersonal manner, often as partners, in order to
achieve social or emotional goals.

There is a big difference between someone having the opinion or the enjoyment
that a robot displays human-like emotions and the existence of a scientific and
technological substrate of them that can outperform non-emotional systems.
Building robots that just display emotions —no matter however complex— may
be not the proper way to build the long-term technological assets necessary to
produce measurable increases of performance in social robots.

Analyzing and building emotions and indeed two very different activities. The
endeavors of science and technology are quite different indeed and what is the
product of one —theories— is part of the input materials for the processes of
the second. Technology needs solid theories to base their designs upon and in
the case of artificial emotion for social behavior these solid theories are lacking.

The long-term Autonomous Systems Project (ASys) intends not only the tech-
nology for robust autonomous behavior but also the necessary scientific concep-
tualizations to ground the technological implementations. This paper describes
the theoretical positioning underpinning our research on integrated cognition-
emotion architectures for the construction of versatile, adaptable, autonomous
social robots.

2 Toward a Solid Ground for Autonomy and Socialization

The lack of a unified theory of emotion in science has produced an explosion
of artificial intelligence and robotic models that have heterogeneously addressed
the role of emotion in social systems behavior. These models have been expressed
explicitly or implicitly —because any implementation is a reification of a theory,
whether explicit or not.

Two main drives guide this activity of enacting emotions: trying to do science,
i.e. improve our understanding of the world; and trying to do technology, i.e.
improve our capability to change the world. In the case of social robots this last
one may be the central focus, but the science supporting it is also necessary to
transcend the craft phase of the technology.

Regarding the technological aspects, there are two basic approaches to the use
of emotion in robotics: the imitative display of emotion —to intend more human-
like robots— and the provision of architectures with intrinsic emotion —in the
hope of enhancing behavioral aspects that go beyond the display of emotion,
e.g. escape behaviors in presence of risk or approach behavior in the presence of
potential collaborators [I]. This last one is what can produce qualitative changes
in robot behavior and is the focus of this work.
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The research described in this paper is based on the hypothesis that the ar-
chitectures for enhanced social behavior cannot be different for the architectures
for individual autonomy. Agents must be able to perform well in social and non-
social contexts using the same architecture. This implies that the substrates and
manifestations of emotion shall happen as a result of putting the autonomous
agent in a social context and not by means of ad-hoc socialization emotional
mechanics.

The ASys architectural approach for autonomous, self-aware robotics is based
on the leveraging of a unified model of emotion as meta-control that scales up
to the level of awareness of self and others (see Figure [Il). This permits the
leveraging of such intrinsic control mechanisms in both social- and non-social
contexts.

Other Agent

Other Agent

Mind

Action

Sensing Flows

Flows

Fig. 1. The ASys architectural approach to social behavior is based on model-based
—world, self and others— cognitive mechanisms for emotion and self-awareness

3 Methodological Positioning

From a scientific perspective, the enaction of models of emotion in social contexts
is guided by the idea that if the proposed models generate artificial behavior that
is similar to the behavior of a biological system —in the conditions that elicit
some kind of emotion in it— the implemented models are good models of natural
emotion.

This does not hold in general for several reasons, the three most important
being:
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1. The same behavior —i.e. input-output temporal correlation of quantities—
can be generated by different dynamical structures. So identical behavior
does not necessarily imply identical mechanics.

2. The conditions are not the same for an animal and a simulated animal in
terms of inputs —because the perceptual systems and underlying ontologies
are not assimilable— nor outputs —the environment that affects the two
classes of agents doesn’t change the same way.

3. The architectures are not the same for an animal and a robot in terms of
the core architecture upon which emotion operates —while the environments
can be identical.

This does not mean that simulation or robotization of models are useless for
testing models; it means that we must take care to discount the differences and
avoid non-sound abductions. It is necessary to get rid of the extended ad-hocery
in computational modeling of cognitive aspects. If we know something about
systems engineering is that ad-hoc systems can always be built —or at least
designed— to generate any kind of causal behavior; but the only thing they say
about other systems with the same behavior is just this: they have the same
behavior. Nothing more —but also, nothing less.

Behavior-based approaches to studying emotions are insufficient; but com-
paring the performance of the robotic model to animal behavior (decorticated
animal performance on conditioning tasks) may be an useful starting point. Care
is necessary however, because it is too easy to read meaning into particular be-
havior patterns. We would suggest, therefore, that there needs to also be some
dynamics that involves agent internal states that can be related, in some way,
to the real-world-relevant behavior and both of these aspects are indispensable
for studying emotions [4].

The rigorous way of doing this discounting is the putting of all them —
animals, animats, robots, simulations or embedded systems— inside a single
framework for understanding that is both common and rigorous. Let’s state
some basement and brickery for this Autonomous Systems Framework (ASys).

4 Understanding Autonomy, Cognition and Emotion

A critical question in the research for bioinspired architectures for autonomy
is the integration strategy for the multiple autonomic, emotional and cognitive
systems that compose the control systems of a biological agent and possibly an
artificial one. These three aspects —autonomic, cognitive, emotional— shall be
clarified in oder to address the architecture from a holistic perspective.

4.1 Autonomy

Autonomy —in the bioinspired robotics context— can be understood in two
major senses: 1) as the capability of a system —an animal, a robot— to manage
its own resources in the pursue of its own goals; and 2) as the collection of minute
regulatory capabilities that the autonomic systems offer in organisms.
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This last collection of minimal capabilities —as those provided by the auto-
nomic nervous system— is what we try to understand in their integration with
cognitive and emotional generators of behavior in animals. We expect to under-
stand them up to the point of been able to use this knowledge to build robots
better fulfilling a set of requirements (be these mimicking a rat or provide better
protection to vehicle passengers in a collision).

We will use the term autonomic to refer to these basic regulatory capabilities
while reserving the term autonomy to refer to the highly desirable, system-
level property emerging from the integration of the cognitive, emotional and
autonomic systems.

4.2 Cognition

While there are plenty of suitable definitions of cognition for any imaginable
purpose —vision, language, action, learning, etc. — there is also a somewhat
post-modern relativism in assuming the fact that we can’t make any progress
towards a consolidated understanding of it. However, the very mechanics of our
biological mind and the modes of operation of science —a form of socialized
cognition— forces us to think that a convergence of the different understandings
of cognition is not only possible but desirable, needed and, in fact, unavoidable.

The question is then what is the very mechanics of cognition that forces the
convergence of its many aspects? From the general systems analysis that we
are doing about the heterogeneous aspects of cognitive phenomena the point of
convergence can be synthesized in a very compact sentence: Cognition is model-
based control.

Let’s expand a bit such a crude affirmation. Maturana and Varela, in his
broadly referenced text on autopoiesis [5] end up equating life and cognition on
the basis of a semiotical closure. This vision comes close to the understanding
that both life and cognition are phenomena of profiting from information in the

>
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Fig. 2. A cognitive system realizes an epistemic loop —every good cognitive agent
interacting with a system must contain a model of that system
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environment —in the Batesonian sense of difference that makes a difference— by
means of information-driven structures that get some profit from the information
so input to the system.

In general, we can say that if a robot A is going to make some profit from
its interaction with another agent B —whether natural or artificial— the way of
maximizing the profit by A is the internalization of a model of B that can drive
the interaction. This is well known in control system theory: the best controller
of a plant is an inverse model of it. Paraphrasing the words of Conant and Ashby,
we can say that every good cognitive agent in social interaction with another
agent must contain a model of that other agent to drive their interaction [6].

This agent can be a cognitive agent of similar nature but can also be any entity
in the universe of the agent that interacts with it. This absolute generality is
exemplified in Figure [2 where the core cognitive pattern is constituted by what
can be called an epistemic loop, where the knowledge the agent has is equated
with the models it uses. This knowledge used to drive the agent’s behavior must
obviously include the world but also the self and any other agents for social
performance.

4.3 Emotion

A general theory on the nature of emotion —esp. social ones— shall be a major
result of the analysis of biological architectures in social settings. The question
here is not to have a catalogue of specific emotions realizations to make our
robot emote ¢ la human (sad, happy, distressed, upset, sorry, grief, despair, de-
pressed, joy, contended, pleased, delighted, excited, anger, indignation, shocked,
appalled, hurt, remorse, guilt, ashamed, humiliated, embarrassed, prideful, tri-
umphant, etc. ). Instead, emotions shall be defined in terms of universal archi-
tectural primitives related to autonomous systems organization and autonomous
generation of behaviors [7]. We must stress the fact that emotions are not not
just for social display but that have an intrinsic, necessary, social function.

A core source for inspiration in the construction of architectures for auton-
omy and socialization are the architectures for emotion found in mammal brains
and hormonal systems (see Figure [B]). The systemic analysis approach leading
to bioinspired robots is centered around the inputs that neuroscience and neu-
ropsychology can provide for this theoretical endeavor and the degree to which
models of neural substrates of integrated behavioral systems can contribute to
the abstract picture of the nature of emotions in a larger architecture.

As an example, section contains a brief depiction of a model of fear as
of [9]. This is the class of information we must start from to derive general
theories on integration of cognition, emotion and autonomic aspects.

4.4 Models of Cognitive Emotion: Shame as Example

In social settings, the so-called social emotions play a distinctive role that shall
be leveraged in the construction of robots. Figure [ shows a class diagram —
with sub-classing relations— of some of the emotions analyzed in [10] and [7].
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These emotions —for example shame— are part of the collection of higher level
emotions triggered by cognitive —conscious— processing.

The characterization of the emotion types is done in terms of the operational
aspects of agent functioning in relation with three classes of things: objects
around the agent, events affecting the agent and agents causing the events.

When an agent is focused on events this is so because events can have a
certain value for the agent in terms of the agent goal structure. An agent may
be interested in a certain object because some of its properties are of relevance
to the agent. And it may be interested in other agents because they may be the
cause of events and object properties change.

This trichotomy —agent, object, event— fits the general vision of cognition
as model based behavior and the analysis of the emotion types done by Ortony
fits the different situation that can happen in terms of valenced outcome coming
from actions derived from these models.

Of special importance, these models of agency over objects and events may
render insights on higher cognitive-emotional, social behavior. For example, [11]
is quite thought-provoking, highlighting the importance of representing the ac-
tions and intuiting the future acts of other agents, perhaps employing represen-
tations of the other agents’ motivations. This could be very useful in creating
levels of meta-consciousness wherein the agent has a framework to objectify it-
self. This will clarify issues regarding social action expectancies and fulfillments
that trigger high-level cognitive emotions like shame.

4.5 Models of Bodily Emotion: Fear as Example

Sub-cognitive emotions —fear, hunger, thirst, etc. — are triggered by sub-
cognitive states of the agent (even when they reach the conscious level by means
of their effects and experience). The sub-cognitive mechanisms are studied at
the level of the role that brain structures play in the onset and progression of
emotive behavior in organisms. Of maximal importance in these models is the
connectivity between structures due to the relative opacity to analysis to the
structures themselves.

For example, in LeDoux’s theoretical model of auditory fear conditioning [12],
the amygdala neurons receive fast and broadly tuned inputs from the thalamus,
and slower and more refined inputs from the cortex. The study of the conditioned
auditory fear requires the hypothesizing of models of connections structures and
the evaluation of the models in terms of predictability of operational effects.

Figure [l shows the overall model used by Armony and co-workers to build
a computational realization of the mechanisms for (conditioned) auditory fear
processing. The computational model was adjusted —using synaptic connections
parameters— so that each amygdala neuron learned to represent a restricted
range of tone frequencies that together cover the audible spectrum.

This model realization had very interesting characteristics:

— Amygdala neurons did autonomous retuning to frequencies that were paired
with fear elicitation. —later confirmed experimentally by recording from the
amygdala of an animal that was fear-conditioned to auditory tones.
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Fig.5. Armony’s model of auditory fear processing inspired in LeDoux’s conceptual
model of auditory fear conditioning [9]

— The model also showed that the reduction of cortical inputs to these cells
did not totally hamper their capability for stimulus preference — again later
confirmed experimentally by means of lesion studies.

In a sense, this model was a good model of fear processing in the rat at the
neuronal level because it was able to make predictions that were experimentally
testable (with success in this case).

The work to do upon this type of models is to determine what kind of general
function the architecture provides or demonstrates. In this concrete case, the
model —and the derived experimentation— provided support to the idea of
dual routes of fearful stimulus processing. The type of questions we do must
formulate are for example: Is this just a realization of a redundancy pattern? Is
this a necessary pattern in structures supporting conditioned behavior? Work
that addresses these questions with respect to the model of Armony and co-
workers has recently been submitted for publication by [I3].

To be able to answer these questions and reach some general conclusions
we need to set a proper analysis framework for them. The following two sec-
tions address some of these general results —still pending for a more rigorous
statement.
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Fig. 6. The emotional meta-controller reshapes the functional organization of the sys-
tems. The externalization of the meta-controller state constitutes the grounding of the
emotions to be displayed in social contexts to make other agents activate specific agent
models concerning the displayer.

4.6 What Emotions Are Not

From the analysis of the several points of view considered in different works on
emotion we have reached some conclusions regarding what emotions are not:

— They are not just sophisticated input handling — Not just reacting to bears.

— They are not just sophisticated action generation for social affective behavior
— Not just showing embarrassment or shame.

— They are not just regoaling — Not just deciding to go to eat when doing sex.

4.7 What Emotions Do

An we have also reached some conclusions about how they work:

— Emotions do generate synthetic compact states (performing state space re-
duction) for the effective tuning and use of evolutionary meta-controllers.

— Emotions do change the control structures / component functions (patterns
and roles) of subsystems.

— All this in a global controller configuration approach: transversal structural
feedback.
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Fig.7. A re-interpretation of Damasio’s view [14]. Biological control systems —
feedback or feedforward— happen in many layers and all of them incorporate emotional
systems as aspects.

This perspective goes beyond Damasio’s approach [14] of putting emotions/
feelings as additional layers in hierarchical controllers. Figure [ shows a re-
interpretation of Damasio’s view, where the multiply layered control systems
incorporate emotional systems as aspects —in the computer science sense. This
is also consistent with the allostatic/homeostatic regulation mechanisms to be
described in [T5].

Biological control systems of all kinds happen in many layers and all of them
may incorporate emotional systems as transversal aspects.

5 Emotion as Structural Feedback

The global controller configuration mechanism provided by emotional systems
operates transversally to configure control paths (sensing-processing-acting),
changing operational modes of the whole system (goals-functions-patterns).
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The performance of a multi-component control system, as is the case of the
multifarious brain mechanisms, is based of the signal flow across components
composing a pattern [16] (see Figure]).

It is the pattern —structure + components playing the roles— what deter-
mines the function beyond the collection of individual atomic functions of the
components. This is indeed the target of research focus of systems neuroscience
(with systems biology at the backstage).

The three core aspects of emotion mechanisms can be analyzed in terms of
stateful functions:

— Input: perception of relations agent-world (consider for example the role of
amygdala; see Figure [J).

— Output: modification of organization (consider for example the role of the
basal ganglia [17]).

— State: dispositions of the emotional system (in relation with somatic and
mental states).

What is special about emotion as a control function is not just that it is meta-
control (most cognitive systems are also meta-controllers); what is special is the
fact that it is meta-control in a different range: emotional controllers do not
target system state but system function. They are not just bodily regulation,
nor bodily control but functional control.

Emotion actions do change how the machine works (they are causal entail-
ments in Rosen’s terms [I819]) implementing mechanisms for structural feed-
back [20].

This is much in line with the concept of emotion used in the component
process model emotion appraisal analysis framework [2], where:

“...emotion is defined as an episode of interrelated, synchronized changes
in the states of all or most of the five organismic subsystems in response
to the evaluation of an external or internal stimulus event as relevant to
magjor concerns of the organism. ”

Figure B shows an abstract example of a structural functional change at the
distributed pattern level. The initial pattern of components providing a concrete
function (curvy blue arrowed components on the left) disappears and a new
pattern appears (curvy blue arrowed components on the right). This new pattern
of component interaction will possibly provide a somewhat different function that
is better adapted to the present state of affairs.

6 Emotion as Transversal Integration Mechanics

Following basic principles of systems analysis we reach the conclusion that non-
cognitive systems —e.g. homeostatic systems in animals— are degenerate cases
of the broader class of cognitive systems understood as model-based behavioral
systems [6}22].



36 R. Sanz et al.

Ci Componéygt
Component Component
Emotion Emotion
Component \ Component
Emotion sigua@ \
[ r// [ r‘/l

Distributed functior*

Component

New function ‘ ICEA-006-2

Fig. 8. An example of a structural functional change at the distributed pattern level.
The pattern of components providing a function disappears and a new pattern appears
(possibly providing a somewhat different function).

The global structure of a complex cognitive agent will be a collection of infor-
mation processing elements, linked by information forwarding elements layered
atop physical/information interfaces.

A global picture of this model is shown in Figure [@l Wrapping up this per-
spective on emotion we can summarize in the following conclusions:

— Emotions are transversal meta-control structures (up to the whole system
level).

— Emotion range is system organization.

— Emotional states are synthetic, reduced dimensionality states receiving dif-
ferent names at different levels.

— The components of emotional systems are observers + sub-cognitive con-
trollers 4 actuators.

— Displayed emotions are functional state externalizations that help model-
based behavior coordination in social groups.

In the case of natural organisms, a core mechanism for the implementation of
this transversal self-organization mechanics is neuromodulation: It permits the
agent to shift between several different functional states depending upon state of
danger alert, current assessment of state, needs and motivations, environmental
factors (sensory such as night/day, complexity, reliability of current orienting
estimates).

As of technical implementations of these mechanisms, Avila-Garcia and
Canamero [23] are simulating neuromodulation “by large-scale broadcast signals
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control

that have specific and local effects on their computational targets, and some of
these effects could yield behavioral states analogous to emotional states.”
What is even more interesting is that this class of transversal integration
mechanism provides a cohesive structure that renders a multi-scale self-awareness
mechanics that follow the design principles for machine consciousness described

in [24].
7 The Importance of Function and Structure

The application of the model of emotion described in the former sections re-
quires the implementation of a system including the necessary metacognitive
competences to reflect and self-organize in terms of its very own functions. To
do this, it is necessary to formulate a clear vision of the ontology underlying the
engineering processes that generate the system and how these —ontology and
processes— can be embedded in the inner mechanics of the cognitive agent.
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7.1 Engineering Strategies

It is important to remember that in order to realize a system in an engineer-
ing or construction process there are three basic strategies —rigorous, artisan,
evolution— (see section ) that coalesce into two big classes:

— Systematic design — that may be supported by a systematic process or by
automated tools realizing the systematic process.

— Evolutionary design —maybe evolutionary artisanal— that is not driven by
inverse problem solving from requirements.

Intentional systematic design follows a rigorous approach from requirements to
design using a systems engineering process.

Evolutionary —intentional or non non-intentional— are exploratory ap-
proaches based on partial knowledge and testing.

These two alternatives do have two major analytical strategies:

— Use a functional decomposition: rigorous in the case of systematic design
and non-rigorous in the case of artisanal design.

— Not use a functional decomposition: while it is clear that evolution favors
modularity, evolutionary advantage can give rise to cross-functional aspects
across modules.

7.2 Functional Decomposition

Functional decompositions have the property of interface minimization and that
is what enables both artisanal approaches and formal analyses. That implies that
the dimension of the design space in a functional approach is at the minimum of
all the alternatives. This is a major reason for humans following the functional
strategy when doing intentional design. It simplifies design space exploration
and system construction by the interface minimization property.

The other reason is a question of executability of models —mental or compu-
tational. Functional models are maximally cohesive —that is the reason for the
minimization of the interfaces— and hence it is easier to master the emergent
behavior from a system of functions because the interactions are minimal [25].
The proof of this comes from several sources but just considering system-level
predictability when interfaces are being minimized we discover that at the end,
when interfaces reach null, there’s no interaction and the prediction of the sys-
tem is just the union of the atomic predictions of each component. No emergent
behavior increases the difficulty of the prediction task.

Functional separability, in general, does not happen in natural neural systems
where otherwise apparently necessarily separated systems happen to be strongly
connected. This may be conjunctural or may have a deeper implications concern-
ing the core ontology and functioning of the brain. See for example the analysis
of the separability and order of perception and action mechanisms in the vi-
sual system done by Rizzolati and Gallese [26], p.383] that concludes saying that
action must precede —and is necessary for— perception.
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Some researchers —inspired by ontogenic and filogenic emergence— expect
that embedding the system with capabilities of self-organization will render a
system that will be maximally operative without the burden and potential or
apparent limitations of functionalisation. This has been proved as viable in en-
gineering temporal scales in problems of reduced dimension, but as the general
problem of design space exploration is an NP-complete problem, this strategy
does not scale.

Hence, we conclude that the only viable alternative is the reduction of the
dimensionality of the search space and the maximal reduction is achieved by
functionalisation —or, to be more precise, by interface minimization.

7.3 Function and Autonomy

This last analysis let us state the central problem of how autonomy emerges
from the integration of the cognitive, emotional and autonomic systems in strict
functional terms: autonomy is the closure of functional dependency.

Cognitive, emotional and autonomic systems provide the required functions
for a certain behavior (adapted, functional, etc. ) by means of certain architec-
tural patterns. To make a system autonomous we must functionally close the set
of functions necessary for the fulfillment of the mission.

The difficulties of this work stem from the fact that our focus must go from
the analysis of closeness in relatively simple and well-understood cases of small,
relatively simple natural systems —protozoa, neurons— to those which really
interest us —complex machines and higher organisms— going up the ladder of
specification hierarchies proposed by Salthe [27]. The issues concerning function
and, in particular, modularized function are at the forefront of semiosis and the
grounding of meaning in the physical embodiment of agents.

Let’s quote Josslyn [28] at this point:

“What characterizes these systems is that they involve processes of per-
ception, interpretation, decision, and action with their environments.
These semiotic processes involve the reference and interpretation of sign
tokens maintained in coding relations with their interpretants. Thus is-
sues arise here concerning the use and interpretation of symbols, rep-
resentations, and/or internal models (whether explicit or implicit) by
the system; and the syntactic, semantic, and pragmatic relations among
the sign tokens, their interpretations, and their use or function for the
systems in question.”

However, we must always bear in mind that semiosis is, in a sense, a maximally

contingent phenomenon; so we must hold ourselves while doing the theorization

in the position os escaping the trap of necessity so nicely set by biologism.
Let’s continue quoting Josslyn:

“Semiotic relations are characterized by being contingent functional en-
tailments. In particular, they are entailments, meaning reqularities of
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constraints in system relations; which are functional, meaning determin-
istic (equivalent to a mathematical function); and which are contingent,
namely that other such functional entailments (coding relations) could
have been possible. This concept captures the arbitrary coding nature of
symbol systems: the symbol and its referent share no properties in com-
mon except that the symbol refers to its referent when interpreted by an
agent acting within the constraints of the symbol system. These are con-
trasted with purely physical systems, which are characterized by necessary
functional entailments.”

We must analyze to what extent the natural world and the world of artificiality
[29] can indeed share architectures because, in a first analysis, it may seem that
the organisms are fully functionally closed while technical systems are not for
the simple reason they must provide some externalized function —otherwise we
would not expend energy into building them. However, a multi-scale analysis will
show that from the social perspective biological organisms are not functionally
closed. Individuals provide functions at the society level that revert into societal
adaptation and eventually, by down-casting, into individual adaptation.

These survivability implications of function are not just issues of biology or
theoretical cognitive science, and are becoming issues of relevance in “normal”
—in Kuhnian terms— engineering activities. Consider for example the design
for adaptation strategy for achieving advanced sustainable designs [30]. This
methodology is based on the hypothesis that product life ends because a product
is unable to adapt to change. Adaptability is becoming a critical issue in product
line engineering, the artificial counterpart of biological species.

8 Next Steps

The next —ongoing— step is the consolidation of this ASys Vision in two
directions:

— The formalization of the vision in mathematical terms employing the gen-
eral systems theory modeling concept [31L[32] with an emphasis on systems
engineering aspects [33] and exploring the possibilities of the more abstract
category theory [34]. This indeed will render not only a formal theory of the
integration of autonomic, emotional and cognitive aspects but a necessary
formalization of each one of these aspects.

— The second way of consolidation is related to the use of formal and semifor-
mal models in the implementation of technical systems —mobile robots and
a process control testbed— that the ASLab members are implementing to
test the theories described.

The case of formalization of autonomic aspects has already been done in the
context of biological cybernetics [35] —plain systems theory applied to biological
processes. Some attempts into formalization of theories of Damasio are available
[36]. But while these may be interesting for the formalization of all aspects of
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Damasio’s theory —exposing and rendering more concrete some ambiguities—
the concrete formalizations are always done using modeling simplifications that
may render the formalization useless for some purposes. It is the case of the
mentioned [36] that uses a discrete time logic that may not suit the dynamical
analysis needed for the implementation of real-world social robots. Nonetheless
this should be useful as a prototype and model.

The approach we are using for the implementation of social robot systems
is the use of a model-driven engineering process based on semi-rigorous SysML
models [37]. SysML is a systems modeling language with four pillars: structure
and behavior ideally suited to capture system-level brain models; and require-
ments and parametrics for its transference into the technological implemen-
tations that are guided by performance measures. SysML-based tools support
model transformation into realized models to execute over concrete application
environments. The target platform being used by our team is based on the OMG
CORBA Component specification [38] much in the line of other robot control
software frameworks like ORCA and OROCOS.
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Abstract. Robot’s vision plays a significant role in human-robot interaction,
e.g., face recognition, expression understanding, motion tracking, etc. Building
a strong vision system for the robot, therefore, is one of the fundamental issues
behind the success of such an interaction. Edge detection, which is known as
the basic units for measuring the strength of any vision system, has recently
been taken attention from many groups of robotic researchers. Most of the
reported works surrounding this issue have been based on designing a static
mask, which sequentially move through the pixels in the image to extract edges.
Despite the success of these works, such statically could restrict the model’s
performance in some domains. Designing a dynamic mask by the inspiration
from the basic principle of “retina”, and which supported by a unique
distribution of photoreceptor, therefore, could overcome this problem. A
human-like robot (RobovieR-2) has been used to examine the validity of the
proposed model. The experimental results show the validity of the model, and it
is ability to offer a number of advantages to the robot, such as: accurate edge
detection and better attention to the front user, which is a step towards human-
robot interaction.

Keywords: Edge detection, human-robot interaction, biological inspired retina.

1 Introduction

Developing a human-like robot’s controller, inspired from the principles of
neuroscience, is one of the challenging tasks for many groups of robotics researchers
[1]. The difficulty in such a system can be summed up into three main points as
diagrammatically shown in Fig.1 : (A) A mechanism for human-robot interaction,
which is, mainly relies on robot’s vision, speech recognition, sensor-motor interaction,
etc. (B) A mechanism for learning and memory, which gives the robot the feature of
learn and/or teach. (C) A mechanism for homeostasis, which gives the robot a degree of
an internal stability. In this study, we are highlighting the issue of enhancing the robot’s
vision toward better human-robot interaction. More precisely, we are introducing a new
mechanism for dynamic edge detection that supported by variant photoreceptor
distributions for better robot’s vision.

Edge detection is classified as a fundamental step in many machine vision and
image processing applications and systems [2],[3],[4]. The degree of its importance
lies on the level of automation needed in the image processing system [5]. It is mainly

J-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 44152] 2009.
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Level 1: Human / Robot interaction
Vision, Speech recognition, Sensors-Motor interaction
==
Level 2: Learning & Memory
Learning, Building memory, Cognition and imagination
==

Level 3: Homeostatic
Control the internal systems, Maintain stability

Fig. 1. Human-like robot’s control system

responsible for extracting accurate edges from the image, which paves the image for
any farther processes such as, object recognition, feature extraction, 3D environment
constructing, etc. [6].

So far, many works have been done to develop a unique technique that can
guarantees, to some degree, high quality edge detection with less noise and
computational time [7]. Most of these works were basically relying on designing a
static mask that sequentially moves through the pixels in the image toward extracting
edges [8],[9]. Despite the success of these works, the idea of pre-designing the mask,
however, could limit the performance of these models, especially when dealing with
the real world applications.

In recent years, researchers have been investigating the biological concept of
“retina” to try to overcome the above problem, since it is now widely accepted that
the biological inspired technology is a powerful source to achieve better result, simple
structure and less computational time [1].

Cognitive Vision Research Group in Hungarian Academy of Sciences [10], have
design a model for edge detection based on the center surround structure receptive
fields that present in retina. They have simulated the eye tremors and drifts to enhance
the output image; however, their filter was static and cannot distinguish between the
noise and the edge. In [11], authors have tried to solve the same problem by building
a neural network and trained it by Back Propagation to ignore the noise. However, the
work does not guarantee the ability to detect different edge formations.

Giorgio in [12] worked in an attention system for humanoid robot based on space
variant vision for motor control. However, the work has missed the nature of the
variety of photoreceptor in the human retina.

Along this line of research, we are here aiming to develop a dynamic mask inspired
by the neuron connection of “retina”. The proposed mask is constructed by artificial
neural network and applied in parallel to the robot’s view. Experimental results show
the validity of the proposed model in achieving edge resolution in efficient manner
that could lead to better human-robot interaction.

The following section highlights the biological concept of retina. Section 3,
describes in details the proposed method. Section 4, shows experimental setup and
results. Finally, section 5, concludes the work and gives the direction for a future
work.
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2 The Biological Concept of Retina

Retina is considered as a part of the brain. It is responsible for performing the first
stage of the image processing, e.g., edge detection, before passing its signal to the
vision cortex in the brain, for the farther processing [13]. As it can be seen in Fig.2a,
the horizontal cell is between both the photoreceptors (cones) and bipolar cells. When
the light is absent, the horizontal cell releases the neurotransmitter gamma-
aminobutyric acid, which known as (GABA) receptors [14]. This phenomenon has an
inhibitory effect on the photoreceptors. When the light is shone onto a photoreceptor,
the photoreceptor hyperpolarizes and reduces the release of glutamic acid (glutamate)
which excites the horizontal cell to reduce the release of GABA. This reduction of
inhibition leads to a depolarization of the photoreceptors. This complicated process,
however, is still a subject of hot debate in the community of retina scientist [15].

The functionality of the horizontal cell can be summarized by two main points
Fig.2b, i- A single bipolar cell carries a fairly blurry response to its ganglion cell,
which thereafter, transfers the signal to the brain. ii- Horizontal cells add an opponent
signal that is spatially constrictive, and gives the bipolar cell the center surrounds
representation.

According to [14], the reduction of GABA varies according to the brightness of the
light that shines onto the photoreceptor and the time that this light is present, and that
will give the center surround representation accurate information about the edges
[14]. From the above phenomenon, we have got the idea of designing a dynamic mask
that adapts itself based on the given input pattern, and applied it directly into the
robot’s vision.

Photoreceptors Photoreceptors
Horizontal
g Cells
L ]
& Horizontal Bipolar Cell

Cells
Bipolar Cells

Center surround representation
) Ganglion Cells mm) GABA (Inhibitory affect)

: I:> Glutamic (Excitatory effect)

(@) (b)

Fig. 2. (a) The structure of center surrounds neural connection in retina (adopted from [16]). (b)
Edge Detection in retina.
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3 The Proposed Model

3.1 Dynamic Edge Detection

To simulate the effect of horizontal cells in human retina, we designed a two-layer
neural network mask Fig.3a. The input layer, which contains 9 neurons (3X3), used to
represent the photoreceptor cells, while the output layer, which has one neuron, to
represent the Horizontal cell. From the mathematical point of view, mapping between
the input layer and the output layer can be expressed by Eq.1.

Output = (23: i w, ; * Input ; ;)19 @))]
i=1

i n

j=1

Where w represents the weight (GABA variation), and i ,j is the Location of the Input
neuron.

Input
A=
=)=
J &&= Photoreceptor
IO cells

Horizontal
G cells
Output
(a) (b)

Fig. 3. (a) The proposed dynamic mask, (b) The whole network applied for edge detection

The above designed mask is part of a multi masks that represent in parallel the
robot’s vision Fig.3b. The address of any mask in the robot’s vision is identified by
the value of k, z. The weights in each mask are updated similar to that done by the
glutamates and GABA effect [14]. The redistribution of the weights is done based on
the contribution of each input pixel to the location z,k, Eq.2. Inputs with high/low
contribution value gradually increased/decreased its related weights overtime Eq.3,
Eq.4, Eq.5. Note that the overall summation of the weights in each mask should
maintain its stability Eq.6.

We believe by the above proposed model, each mask can adapt itself during the
time to reflect the input pattern of its related area.

Cinii =W * Input (z,k)i,j)/output (2.0) ()
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3.2 Variant Photoreceptor Distribution

Applying such a multi masks in parallel to the whole robot’s view could in one side
reduce the concentration of robots, and on the other side, cause high computational
time and high noise. Therefore, variant distributions of the photoreceptors (cones and
rods) are applied to the robot’s view similar to that exist in retina [12] Fig.4. Where
the cones are dense in the center of the retina fovea, and it is responsible for sharp and
color vision, while rods are absent in fovea but dense elsewhere, and it is more
sensitive to motion [11].

Cone
density

Density in thousands
per square mm

Angular separation from
fovea (degrees)

Fig. 4. The photoreceptor distribution in human retina

We, in here, duplicate similar arrangement into the robot’s vision Fig.4.
Photoreceptors in center of the image have more resolution and are responsible to edge
detection and object recognition, while photoreceptors in the peripheral area have less
resolution and are responsible for motion detection.

The movement of the robot’s eyes (2 color cameras mounted in the RoboVie-R2’s
head with 2 degree of freedom each) has been applied to support the proposed model.
The movement techniques can be compared by the one called (Saccade and Pursuit)
[10]. This movement gives a robot wider view, and tries to maintain the main subject
most of the time in the center of fovea.
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The output of the variant photoreceptor distribution can be represented by (Eq.7).
#p)2 —(4%7)?
Output =ED*e ™" + MD*(1—¢ ") (7)

Where the ED represents the Edge Detection, MD represents the Motion Detection,
and r represents the distance from the center of the image Fig.5.
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Fig. 5. Space variant in the robot’s vision (300%200 pixels)

4 Experimental Results

4.1 Validity

In this stage, we examine the validity of the proposed dynamic model in extracting
clear edges from real time robot’s vision. The model was applied until all the weights
in each mask were updated and reached to its highest value.

Fig.6 shows the process of edges' formation. It can be seen that within 2 seconds
the edges in the image became clear.

| 0.1 1.0

Time (sec.)

Fig. 6. The proposed network’s output in real time (2 seconds)
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We have compared our result with a model that used static mask edge detection,
e.g. [8], see Fig.7. From the figure, we can observe that our proposed model can
detect clearer edges in real time with less noise than that used static mask. It is
interesting to say that the dynamic feature of our model gives the ability of each mask
to adapt itself to suit within the input pattern.

InfF” ik

Original image Static edge detection Best result by the
(Sobel) proposed model

Fig. 7. Comparison between the proposed network and the static edge detection filters proposed
by [8]

4.2 Better Human-Robot Interaction

As mentioned earlier, our main target is to build a human-like robot. In this
experiment, in particular, we examine the ability of the proposed dynamic model in
enhancing the robot’s vision, which thereafter, can enhance human-robot interaction,
the sub-target of our main target.

We have applied the above proposed model to the robot. The robot was presented
into office-like environment with a number of students moving around. In addition to
our model, the robot was run by simple face recognition program (developed in our
lab), and speech recognition borrowed from the open source by Microsoft [17].

At the initial time, robot started to look around randomly. When one user gets close
to the robot and started a conversation, the robot gave attention to the user by

2 =
L
& 4

Fig. 8. After Appling the proposed space variant in the robot vision
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centering his face into Fovea and started to response to the user Fig.8. During the
conversation the robot always tried to keep the user into Fovea, training its mask, as
long as the user is giving it attention. The robot was also neglecting the other users
who were moving around even that the robot was aware of them.

5 Conclusions

This paper addressed a problem of edge detection that can enhance the robot’s vision
in real world applications toward better human-robot interaction. The proposed model
based on developing a dynamic mask inspired by the neuron connection of “retina”. It
is constructed by two-layer artificial neural network that is applied in parallel on the
robot’s vision. Synaptic weights, in each mask, were updated gradually during the
time based on the founded edges in the image. To avoid the long computational time
and to decrease the area of robot’s main attention, two variant distributions of the
photoreceptors were applied to the robot’s vision. Edge detection processes lay more
densely in the central region called fovea, while they are gradually sparser in the
periphery, and vice versa for the motion detection.

The distributed nature of the network would also allow for a parallel
implementation, making real-time frame-rate processing a definite possibility.

The two freedom movement of robot’s eyes was also added to the model. The
objective of such a movement lies in the attempt to keep the subject in a certain area
in the fovea, so that, the weights in the mask maintain its strength, as well as, give
wider area for robot’s view.

Experimental results were focused to examine the validity of the proposed model
in achieving edge detection in an efficient manner with less noise than those obtained
by static model. We believe that our proposed method would be efficient for any
dynamic application, where the moving edges require always detecting. The robot
could give more attention to the main subject but at the same time keep aware of the
potential targets that moving around. We believe that this could be a first step of
human-robot interaction.

Besides that this study focus to build a model inspired from a biological concept
toward new solutions to robotics but more importantly is the goal of gaining a better
understanding of how the brain of living systems solves the same sort of problems.

Acknowledgments. This work was supported by grants to KM from Japanese Society
for Promotion of Sciences and by the University of Fukui.
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Abstract. Face recognition is a very important aspect in developing human-
robot interaction (HRI) for social robots. In this paper, an efficient face recogni-
tion algorithm is introduced for building intelligent robot vision system to
recognize human faces. Dimension deduction algorithms locally linear embed-
ding (LLE) and adaptive locally linear embedding (ALLE) and feature extrac-
tion algorithm scale-invariant feature transform (SIFT) are combined to form new
methods called LLE-SIFT and ALLE-SIFT for finding compact and distinctive
descriptors for face images. The new feature descriptors are demonstrated to have
better performance in face recognition applications than standard SIFT descrip-
tors, which shows that the proposed method is promising for developing robot
vision system of face recognition.

1 Introduction

Face recognition is the one of the most popular research topics in pattern recognition
during this decade [[1L12}3]. It can be widely used in entertainment, information security,
intelligent robotics and so on. Recently, great development has been done by researchers
on both algorithm and system. A critical part in face recognition is the dimension re-
duction algorithm for feature extraction. In this area, global feature extraction algorithm
such as principal component analysis (PCA) , linear discriminant analysis (LDA) and
all the methods based on combination of this two gave many good results in applications
on facial recognition. Later, as a nonlinear extension of PCA, Kernel PCA (KPCA) [4]
has shown great advantages on data representation for clustering and classification of
complicated facial data set. Based on the very observation that null subspace contains
useful information for clustering, in [3]], Lu et. al proposed kernel direct discriminant
analysis (KDDA), which is combination of KPCA and direct linear discriminant analy-
sis (DLDA). Another combination of LDA and KPCA, called Complete Kernel Fisher
Discriminant (CKFD), has been proposed in [6]. All these kernel based methods have
a major disadvantage in that the selection of kernel function and its parameters is usu-
ally made by trial and error or based on experience, which greatly weaken the practical
value of these methods. Moreover, the final projections are related to all the training
samples, so that the requirement for training samples are usually strict.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 53162] 2009.
(© Springer-Verlag Berlin Heidelberg 2009
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Compare to these kernel based methods, LLE [7]] has its own advantages because of
unsupervised property. On one hand, it do not need training samples, which is especially
helpful for small sample size of the face pattern’s distribution. On the other hand, it only
has one simple parameter, K number of neighbors selected, to be chosen, which make
it easy to be applied. However, the performance of original LLE will decline when
the data distribution is not well or uniformed distributed. Another problem is that the
algorithm is not robust to parameter changes. To combat these problems, WLLE is
proposed to obtain better performance for complicated data set such as face images [8]].

In this paper, we combine some feature extraction algorithms SIFT, LLE and its
new extension, ALLE, to obtain reliable and robust face recognition algorithm.The new
feature descriptors are demonstrated to have better performance in face recognition
applications than standard SIFT descriptors, which shows the proposed method is a
promising way for developing robot vision system of human recognition.

The main contributions of this paper are:

(i) Combination of adaptive neighborhood selection and LLE algorithm to form a new
dimension reduction algorithm ALLE which are more robust and accurate;
(i1) Utilization of SIFT to obtain feature descriptors to do face recognition for human
robot interaction; and
(iii) Combination between LLE/ALLE, SIFT and database manager is integrated into
the face recognition module to achieve a precise recognition accuracy.

In the following sections, we will describe how each of these modules works in detail.

2 Face Recognition by LLE/ALLE-SIFT

In this part, face recognition module is to combine locally linear embedding (LLE) or
adaptive locally linear embedding (ALLE) and scale-invariant feature transform (SIFT)
methods to match the detected face images with the trained face database by using the
nearest distance.

2.1 LLE and ALLE for Dimension Reduction

For ease of the forthcoming discussion, the main features of the LLE algorithm is briefly
introduced. It is an unsupervised learning algorithm that attempts to map high dimen-
sional data to low dimensional, neighborhood preserved embeddings. It is based on
the simple geometric intuitions: (i) each high dimensional data point and its neighbors
lie on or are close to a locally linear patch of a manifold [7]], and (ii) the local geo-
metric characterization in original data space is unchanged in the output data space.
From a mathematic point of view, the problem LLE attempts to resolve is: given a set
X =[z1,29,...,xN], Wwhere z;(i =1,...,N)is i*" node on a high dimensional man-
ifold embedded in RP, i.e., #; € RP, and then find a set Y = [y, v, ..., yn] in R,
where d < D such that the intrinsic structure in X can be represented by that of Y.
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The main steps of LLE algorithm is described as follows:

Step 1: Neighborhood Selection
The K closest neighbors are selected for each point using a distance measure
such as the Euclidean distance or be adaptively selected by our proposed method
(will be mentioned later) to build ALLE.

Step 2: Optimal Weights Construction
The optimal weight matrix w;; for data reconstruction can be obtained by min-
imizing the approximation error const function (reconstruction errors)

2

(W) = Z zi— Y (wiz;) (1)

7 JEL;
subject to the constraints
Jj & 2= w; =0 ()
> wij=1 3)
JEL;
where w; = [w;,...,w;] are the weights connecting sample z; to its

neighbors.

Then, the optimal weights can be calculated through a least squares
minimization of the reconstruction errors.

Step 3: Compute Low Dimensional Embedding

The final step of LLE is to compute a low dimensional embedding based on the
reconstruction weights w;; of the high dimensional inputs x;. The low dimen-
sional outputs y;, ¢ = 1,2,..., N are found by minimizing the cost function
representing locally linear reconstruction errors,

2

oY) = Z Yi — Z WijY; “)

[ JEL;

where Y = [y1, ..., yn] consist of the data points embedded into the low di-
mensional space. Zero mean and unity covariance is used in the LLE algorithm
to make the minimization problem well-posed, that’s to say, Y should obey the

constraints
N
> yi=0 5)
i=1
Lyyr—1 (6)
N =

In [8]], we have discussed that the the choice of K affects the tradeoff between the redun-
dancy present in the structure and the number of isolated nodes. However, to manually
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select K by trial and error is quite troublesome and time consuming. As a result, an
adaptive scheme to select K is more appropriate for finding neighbors.

In this work, an adaptive neighborhood selection algorithm is used to build adaptive
locally linear embedding (ALLE). The adaptive neighborhood selection algorithm is
described in the following section.

2.2 Adaptive Neighborhood Selection

The effectiveness of manifold learning depends on the manner in which the nearby
neighborhoods overlap with each other [9)]. However, selecting the neighborhood size
for face data set appropriately through trial and error procedure is very difficult because
each face is a data point lying in a nonlinear embedded subspace. A possible solution is
using adaptive locally linear embedding (ALLE) algorithm to do dimension reduction
for the face samples.

ALLE is used to adaptively select the neighborhood size of each face sample. Essen-
tially, the adaptive neighborhood selection algorithm is an iterative process of optimiza-
tion. There are two parts in the algorithm, neighborhood contraction and neighborhood
expansion. The detailed deduction of the algorithm can be find in [9].

For each sample point x;, we adaptively select k£ by a neighborhood contraction and
expansion algorithm.

a. Neighborhood Contraction

Step 1: Empirically choose the initial neighborhood size K and X* = [z;1, ..., z:]
is K nearest neighbors for data x;, ordered in nondecreasing distances to ;.
Assign K to k.

Step 2: Subtract the mean value: G = XF — XF; compute the d largest singular
vectors Q¥ of G corresponding to d non-zero singular values and then project
GoQf: Ef = (Q})G.

Step 3: Assume 7 is constant, if

|G — QFEF||r < n||EF||F 7

then X; = X¥, E; = EF, the neighborhood contraction is finished; other-
wise, continue with the following steps.

Step 4: Assume 0 < kg < 1,if k > d+ ko, delete the last column of Xf to get Xf_l;
set k = k — 1 and return to Step 2; otherwise go to Step 5.

Step 5: Let

X/ - X! - QIEllr

) 8
1B ®)

k= arcmind+k0 <j<k

andset X; = X', E; = EF.
Then X; represents the contracted neighbors of x;. Step 4 and 5 mean that if there is
no k-NN (k > d + ko) satisfying (@), then the contracted neighborhood X; should be
I1X!-X!-QlE]||r

one that minimizes .
E]|lF
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b. Neighborhood Expansion

Step 1: Set k to be the column number of X; as the contracted neighborhood size
obtained by the neighborhood contracting step, x;; is the jth neighbor of x;,
&; is the column mean of X;, @Q; represents the singular vectors. For j =
k+1,..., K, compute 0F = Qf (x; — &;).

Step 2: if [|(I — QiQT)(wij — &:)||2 < ||0%|]2, then expand X; by adding ;.

In summary, the above adaptive neighborhood selection algorithm is validated by min-
imizing the ratio as objective function:

X = X - QiEi||r

A= 9
1B » ©)

Given this adaptive neighbor selection algorithm, we can then utilize the adaptive neigh-
bor selection criterion to enhance the LLE algorithm and form the adaptive locally linear
embedding (ALLE).

In the following sections, the above dimension reduction algorithm LLE and ALLE
will be applied to SIFT algorithm to form new method for face feature extraction, called
LLE/ALLE-SIFT.

2.3 Scale-Invariant Feature Transform (SIFT)

SIFT is an algorithm popularly used in computer vision to detect and describe local
features in images, whose applications include object recognition, robotic mapping and
navigation, image stitching, 3D modeling, gesture recognition and video tracking [10,
L 12L13].

SIFT features are local information based on the appearance of the object at partic-
ular interest points. They are not only invariant to image scale and rotation, but also
robust to the changes of illumination, noise and viewpoint. In addition to these proper-
ties, they are highly distinctive, relatively easy to extract, and allow for correct object
identification with low probability of mismatch, which lead to easy and convenient way
for matching against a large database of local features. Object description by a set of
SIFT features is also robust to partial occlusion. It is noted that just 3 SIFT features
from an object are enough for computing its location and pose. The four major stages
of SIFT are described in [13]]. For concision, they will not be repeated in this paper.

The construction of the standard SIFT feature vector is complicated and the choices
behind its specific design as described in [13]] are not clear. In [[14]], a more distinctive
representation for local image descriptors is proposed and proved by experiment to be
theoretically simpler, more compact, faster and more accurate than the standard SIFT
descriptor, known as PCA-SIFT. As mentioned above, the goal of keypoint descriptor
is to create a descriptor for the patch that is compact, highly distinctive and robust
to changes. The idea of PCA-SIFT is using PCA to reduce the dimensionality of the
128-dimensional feature vector to obtain a more compact and distinctive descriptor.
Based on the consideration, we consider utilizing another famous dimension reduction
algorithm, locally linear embedding (LLE), and its extension adaptive locally linear
embedding (ALLE) to do the dimension reduction of the feature vector to obtain a more
compact and robust keypoint representor. This method is named as LLE/ALLE-SIFT.
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The features constructed by SIFT, PCA-SIFT, LLE/ALLE-SIFT are then used for
face recognition with some matching strategies as described in the following section.

2.4 Matching Strategies

As mentioned above, all the features of the training face images are extracted by
LLE/ALLE-SIFT, and then saved into predefined database. The database is predefined
as feature table which consists of a name field, a 1 x 4 vector (including (z, y) position,
scale and orientation) and a 1 x 128 vector descriptor as shown in Fig.[1l

4 Data Information
-+ Label | Name
Fields | Name; *—T
Position;
Scale;
Feature Table | Orientation;
Label | Name !

R L T e e o B e e
1X4 data information vector; |
1%128 descriptor, -—--—-—-——|—— --—-+ Descriptor

| Label | Name

Fields | Name,; *—— T

Descriptor,

Fig. 1. Database description

After the feature tables of training face images are stored, SIFT is applied to the
testing image to obtain the testing face SIFT features. Then the testing face descriptor
vector is compared with the training face descriptor vectors by similarity using Eu-
clidean distance measurement. If the Euclidean distance between the key point of a
testing face descriptor and the key point of a training face descriptor falls below a cho-
sen threshold, this pair is termed a match. Then, which class this testing image belongs
to can be determined by labeling it with the same label of the training face image with
maximum matching numbers.

3 Experiments and Results

To evaluate the performance of the proposed face recognition methods by experiments,
the evaluation metrics used to quantify the experiment results are needed. In follow-
ing sections, evaluation metrics is chosen and the outline of the experimental setup is
discussed. Finally, the experiment results are displayed.

3.1 Experiment Setup

We have constructed the vision system for the robot which makes use of a Canon VC-C3
PTZ camera, interfaced with a Matrox Imaging/Meteor II frame grabber. Programming
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is performed with Microsoft Visual Studio .NET 2003 in the C++ language, supported
by open source programs obtained from OpenCV.

The database is constructed in a way to support recognition of individuals from the
frontal view to quarter-profile view, not exceeding a rotation of more than 45 degrees
of the head in the left or right direction. The recognition database contains the facial
images of 6 different individuals, with 12 different training images for each individual.
6 images are frontal shots of the individuals with minor differences in orientations,
while the other 6 images are quarter-profile shots in the left and right directions. A
maximum limit of 12 testing images are set for each individual.

This face dataset is used to evaluate the algorithms and compare the difference be-
tween the standard SIFT representation and LLE/ALLE-SIFT. Three descriptors were
evaluated in these experiments: (i) the standard SIFT feature representation (denoted
as “SIFT”); (ii) PCA-SIFT as described in [[14] (denoted as “PCA-SIFT”, and we em-
pirically determined good values for the dimensionality of the feature space, n = 20);
(iii) LLE-SIFT as described above (denoted as “LLE-SIFT”, and the neighborhood size
is determined as k = 24, the feature space dimensionality n = 20); (iv) ALLE-SIFT
which use ALLE instead of LLE (denoted as “ALLE-SIFT”, which have a initial neigh-
borhood size K = 24, and a feature space dimensionality of n = 20).

3.2 Evaluation Metrics

In this study, recall and 1-precision are chosen to do the evaluation since face recogni-
tion problem is a detection rather than a classification problem. The evaluating process
is described as follows.

The keypoints for all of the images in the training dataset are identified using the
initial stages of the SIFT algorithm. When a new testing image come, the key points
of it are extracted and matched with that of the training images using the matching
strategy mentioned above. If the Euclidean distance between the feature vectors for a
particular pair of keypoints falls below the chosen threshold, this pair is termed a match.
We compare the match numbers of pairs of the testing image and each training image,
which is obtain from 6 different individuals, and each individual has stored 12 training
images. If the match number of a pair of images exceed a predefined threshold, [V, this
match is called a positive one, otherwise it is negative. The label of the training data
who have the most positive match to the testing image will become the label of the new
testing image.

For easy presenting, a true-positive is a positive match between a testing image and
a training image corresponding to the same subject; a false-positive is a positive match
where the testing image and training image are from different subject; a false-negative is
a negative match where the testing image and training image are from the same subject;
a true-negative is a negative match where the testing image and training image are from
different subject. We define IVy;, as the number of true-positives, Ny, as the number
of false-positives, Ny, as the number of true-negative, Ny,, as the number of false-
negative.

From statistical point of view, the Precision for a class is the number of true positives
(i.e. the number of items correctly labeled as belonging to the class) divided by the total
number of elements labeled as belonging to the class (i.e. the sum of true positives and
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false positives, which are items incorrectly labeled as belonging to the class). Recall
in this context is defined as the number of true positives divided by the total number
of elements that actually belong to the class (i.e. the sum of true positives and false
negatives, which are items which were not labeled as belonging to that class but should
have been). The recall and precision can be expressed as:

Ny

recall = P (10)

Nip + Nyp

o . th
recision = 11
P Ny + Npn (v
In addition, the accuracy rate can be defined as:
N, Nyp,

accuracy = w N (12)

th"'Ntn +pr+an

3.3 Results

In this section, face recognition experiment results are presented comparing
LLE/ALLE-SIFT to the standard SIFT representation on the face images experiment.
The training face dataset contains face images of 6 persons, each of which has 12
different pictures taken from different camera viewpoints.

Table 1. Specification of Face Datasets

Name No. of Observations  Gender Nationality
Training data Testing data

Subject 1 12 8 Male India
Subject 2 12 10 Male Singapore
Subject 3 12 11 Male Singapore
Subject 4 12 12 Male Iran
Subject 5 12 8 Female Iran
Subject 6 12 8 Female China

Table 2. Performance Comparison of Different Feature Descriptors (IN=5)

Name SIFT PCA-SIFT
Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%)
Subject 1 53.8 63.6 84.8 96.3 97.4 98.3
Subject2  83.3 90.9 95.5 71.6 74.9 81.9
Subject3  83.3 90.9 95.5 78.9 87.8 90.2
Subject4  72.7 72.7 90.9 82.9 90.0 94.8
Subject 5 100 75 96.9 69.0 69.9 78.8
Subject6  84.6 100 96.9 69.6 78.4 89.5

Total 78.8 77.6 93.4 78.1 83.1 88.9
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Table 3. Performance Comparison of Different Feature Descriptors (/N=5)

Name LLE-SIFT ALLE-SIFT
Recall (%) Precision (%) Accuracy (%) Recall (%) Precision (%) Accuracy (%)

Subject 1 83.8 78.6 87.2 96.3 97.1 99.2
Subject2 733 80.9 90.5 71.6 94.9 91.9
Subject3  73.3 75.9 86.5 78.9 97.8 88.2
Subject4  82.7 79.7 90.9 82.9 97.0 94.6
Subject5  78.2 60.5 84.3 69.0 89.9 88.9
Subject6  64.9 72 83.4 69.6 98.3 94

Total 72.7 72.7 87.1 84.6 96.5 92.8

110

—»— LLE-SIFT
0 ALLE-SIFT

— % - SIFT

-~ PCA-SIFT

105+

100

951

90

Recall (%)

85¢;

801

751

70 . . . . . . . .
0 10 20 30 40 50 60 70 80 90
1—precision (%)

Fig. 2. Recall and 1-precision: SIFT vs. PCA-SIFT vs. LLE-SIFT vs. ALLE-SIFT

Table [Tl shows the statistic characteristic of the dataset. The goal was to match corre-
sponding keypoints between images to determine which class the newly coming testing
images belong to. The experiment results are shown in Tables2}+[3

The recall vs. 1-precision graphs are generated for experiments by varying the
threshold for each algorithm. Figure [2] shows the matching performance for the four
algorithms on the described dataset. From the figure, PCA-SIFT, LLE-SIFT and ALLE-
SIFT clearly dominate. Especially, ALLE-SIFT obtain better recall at high precision.

4 Conclusions

In this paper, an intelligent vision human detection system for identifying human
through face recognition was described. Feature extraction algorithms, SIFT and
LLE/ALLE were combined to form new method for finding compact and robust fea-
ture descriptor to do face recognition. The proposed robot vision system for human
recognition was tested in experiments of our face datasets.
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Abstract. In this paper we focus primarily on the influence that socio-
emotional interaction has on the perception of emotional expression by a
robot. We also investigate and discuss the importance of emotion expres-
sion in socially interactive situations involving human robot interaction
(HRI), and show the importance of utilising emotion expression when
dealing with interactive robots, that are to learn and develop in socially
situated environments. We discuss early expressional development and
the function of emotion in communication in humans and how this can
improve HRI communications. Finally we provide experimental results
showing how emotion-rich interaction via emotion expression can affect
the HRI process by providing additional information.

Keywords: Robotics, HRI, Emotion Expression, Social Interaction.

1 Introduction

This paper presents work done under the European Commission funded project
FEELIX-GROWING. The project aims to develop robotic architectures and
algorithms that allow for robots to learn and develop in socially situated envi-
ronments, i.e. allowing the robot to take direct input from the world around it,
growing and learning over time as opposed to taking a fully ‘developed’ off-the-
shelf robot and therefore allowing for robots that respond uniquely to individual
people. This is a developmental process that resembles that of early emotional
communication in infants.

In developing robots to be integrated into human environments and work
and interact closely with humans (such as service and rehabilitation robots) it
is important that the HRI process be as ‘natural’ as possible, i.e. allowing for
the human to interact and understand the robots actions without (or with very
little) prerequisite knowledge of the system, indeed communicating as one would
intuitively with another human.

The aim of this paper is to show the use of expression in communication and
more specifically the effect interaction has on the perception and recognition of

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 63{72]2009.
© Springer-Verlag Berlin Heidelberg 2009
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emotion expressions. Section [2] provides information on human facial expression,
its uses in communication and advantages that it can provide in interactions.
Section [3] discusses the need for emotion expression in socially situated robots,
and how this can theoretically improve feedback from the robot to the human
participant. Section Ml describes the interaction scenarios and experimentation
whilst section [6] draws the conclusions from the results of the experiments, and
finally section describes the further work to be carried out.

2 Human Facial Expression

2.1 Early Expressional Development

Every-day experience shows us that facial expressions can so evidently con-
vey emotions, a trait that led to a series of systematic approaches to study
emotions based on facial muscle activations [3], [I5]. Similar to other modes of
emotional expressions, facial expressions may not only cause valence-, arousal-
and knowledge-based changes and behavioural responses in individuals emitting
them, but they may also notably affect the inner and outer states of their recip-
ients [6], which themselves may trigger further exchanges among social partners
as part of the ongoing dynamics of social communication.

Some facial expressions are thought to be innate, as they are present in hu-
man newborns, as well as in newborn chimpanzees, our close evolutionary cousins
(e.g., endogenous smiles [I0], cry face [I]). However, it is now thought very early
in life, facial expressions develop both communicative and expressive functions
as a function of, and in response to socio-emotional interactions with others. As a
result, emotional expressions change from those innate forms that are present at
birth. With development across the first months, some new expressions emerge,
and some expressions become more complex [4]. These include graded expres-
sions of distress (lip pouting, chin quivering accompanied by fussy cries, to the
typical cry face, usually accompanied by vocal crying [1], [14], [4]), expressions
of disgust [20], and even smiling [14]. It is interesting to note that anger and fear
expressions also emerge by 4-6 months in human infants, becoming differentiated
from the more general distress expressions of newborns [4].

Emotional development is a process that involves infant responsitivity to care-
givers, in interaction with caregivers responsitivity to infants [4], [21]. Social pro-
cesses, some of which are culturally diverse [8], contribute to the development of
functionality in early emotional expressions. For instance, the responsive smiles
of a 3-month-old infant function to enhance mothers sense of emotional engage-
ment. Caregivers respond contingently to positive infant expressions, and infants
learn to take turns in behavioural proto-conversations [21]. By 4-6 months, in-
fants are active participants in elaborated social games, e.g. peek-a-boo [5].

The peek-a-boo paradigm, a naturalistic face-to-face interaction that involves
hidden and revealed emotional expressions embedded within a positive social
interaction, was developed as part of the FEELIX-GROWING project, to in-
vestigate the positive emotional and social engagements of 4-month-old human
infants with adults. Thus, the peek-a-boo paradigm may well prove to be useful
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to enhance the emotional engagement of humans and interactive social robots.
Therefore, as we discuss further in later sections, this is the reason for the peek-
a-boo scenario being used in the study presented in this paper.

2.2 Use in Communication

Facial expression is used by all typically developed humans when engaged in com-
munication processes [I2] “The function of emotions is communicative: Emotions
communicate both to ourselves and others”. Oatley also proposes that one of the
possible reasons for subconscious emotion expression is due to the cognitive sys-
tem being a multi-layered structure where we as individuals do not have direct
control of the lower levels. However, they propose that the top most level, re-
ceiving its input from the lower levels, has some level of awareness of the models
goals, [7].

There are many different expressions that can be displayed by a human face
with varying levels of intensity, e.g. from a gentle smile to a wide open mouth or
play smiles. Each facial expression can be identified by the individual movements
of the facial muscles. One tool that enables detailed coding of facial expression
is the Facial Action Coding System (FACS) [3]. This system enables trained
observers to identify and record individual facial muscle movements, each muscle
action denoted by a specific Action Unit (AU).

For the purposes of the robotic system presented in this paper, our goal is to
create a robot that is capable of presenting emotional expressions as additional
sensory input to participants to enable better understanding and perception of
the intent of the robots actions.

3 Emotional Expression

Emotion expression is also an important aspect of human communication, and
provides us with many ways to enrich the interaction in addition to providing
important information and cues. Emotional expressions are driven by the internal
emotional state of the participant. Keeping in context with the goals of the larger
project FEELIX-Growing for which this research has been carried out; it can be
seen that 87% of mothers notice a strong emotional expression, such as ‘anger’,
from infants as young as three months [I§].

It is presumed in [9] that emotional expression in infants is a direct correla-
tion to a representation of an underlying emotional state. Lewis et al [9] have
shown that during a simple learning task, infants move through a range of emo-
tional expressions that appear appropriate for the current phase of learning.
Therefore, based on these findings it is safe to assume that emotion expression
is a communicative system that exists from a very early stage of development,
allowing for non-verbal communication of emotion, mood, and to some extent,
intent, regarding that current task, that is innate in all humans and presumably
understood.
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3.1 Emotion Expression in HRI

There exists many different types of socially interactive robots capable of com-
municating in a variety of ways, from arm gesture movement, and body posture
movement [16], to touch [2], in addition to other types of interface. These allow
for effective interactive robots in social situations. However, in order to interact
with these systems effectively, prerequisite knowledge is usually required, know-
ing how to interpret the interface on the robot or what responses/instructions
to give the robot. Other interactive gesture robots such as BERTI require that
any social interaction from a human participant be conducted whilst fitted with
an IR Glove so that the system can monitor the humans movements.

As previously discussed, emotion expression is an important aspect of two-way
communication and has been seen in infants as young as three months. Therefore
we have tested two interactive scenarios designed to use the emotion expressions
available with our robot.

3.2 ERWIN - Socially Interactive Robot

ERWIN is a multi-modal robotic head that can interact visually or acoustically
with a participant. It has the ability to detect faces in the scene, extracting
and learning facial feature metrics to later be able to recognise the same person
[11]. ERWIN also has the capability to recognise different interactants based on
their voice, learning features of a persons voice as they interact with the robot,
therefore allowing the robot to attend just to a specific person, for example the
caregiver. ERWIN has six degrees of freedom, two for movement of the robot in
pan and tilt, with the remaining four used to control the emotion expression,
i.e. two for eyebrows, and two for lips. With these degrees of freedom, it is
possible to express five emotions, these are shown in fig. [l and include: happy,
sad, surprised, afraid and angry.

Fig. 1. The range of emotion expressions available with ERWIN, from left to right -
Afraid, happy, sad, surprised and angry

4 Experimentation Scenarios

The main hypothesis behind the experimentation provided in this paper was to
test if particular affective interactions with the robot could improve a partic-
ipants ability to interpret what emotion expression is being expressed by the
robot, and providing an improvement in the overall interaction process.
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In order to test this hypothesis, two separate interaction scenarios were de-
vised. In scenario 1 the affective goal was for ERWIN to attempt to engage and
attract the attention of the participant via emotion expression, person tracking
and ‘fidgeting’ movements (see section [4.1]). For scenario 2, the participants are
asked to play a game of peek-a-boo with ERWIN (see section [£2]). The aim in
scenario 2 was for the participant to attract the attention of ERWIN and engage
the robot. Each scenario lasted for 1 minute, with the full range of ERWIN’s
emotion expressions being exhibited during the interactions.

For the two scenarios, we had twenty participants take part with an age range
of 21 to 53 which included 11 males and 9 females. During the experimentation
the order of the two scenarios was alternated. This is to ensure that the order
of the scenarios did not have an effect on the outcome of the experiments.

4.1 Scenario 1

As previously mentioned, scenario 1 was designed to allow the robot to try to
initiate interaction with the participant. The robot had been left for sometime
without interaction and had therefore expressed a particular emotional expres-
sion, in this case ‘sad’. The participant was instructed to then sit in the chair in
front of the robot and engage very little with the robot, mainly ignoring it.
This scenario allowed for the full range of ERWINs emotional expressions to
be shown, from the following interaction cues; when no person was detected by
the robot over a long period of time the ‘sad’ expression was exhibited. Once
a participant began the scenario, ‘surprise’ was expressed. This provided an
instant visual cue for the participant to relate the action to their presence. If the
participant looked at the robot ‘happy’ was expressed and if they looked away
from the robot, choosing to ignore it, ‘sad’ would be expressed followed, after a
some time, by ‘angry’. Figure [2] shows a participant looking away from ERWIN,
paying no attention and choosing not to engage, ERWIN expresses ‘anger’ due
to the duration the participant has ignored it. The final expression to be used in
this scenario is ‘afraid’. When there was no engagement with ERWIN, it would
alter its expression, but also begin looking around the environment, moving
(sometimes randomly), trying to gain the attention of the participant so as to
engage. The participants were told that they could, at their discretion, tell the
robot to ‘STOP!” as to treat it as being too persistent, hence expressing ‘fear’.

4.2 Scenario 2

The affective component of the second scenario was the opposite of that of
scenario 1. Scenario 2 required that the participant try and engage with the
robot, this was achieved by playing peek-a-boo. As previously discussed, Peek-
a-boo is a simple game based on face-to-face interaction, commonly played to
elicit positive affect in infants. It is a naturally occurring face-to-face event that
incorporates aspects of attention, mutual engagement, emotional expression, so-
cial expectation and importantly, the mutual goal of sharing positive emotional
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Fig. 2. Scenario 1 - ERWIN fails to gain the participants attention, therefore expressing
anger after repeated failed attempts

exchange. By the age of 4 months, typically developing infants are skilled in mu-
tual gaze with mother and inter subjectivity, the sharing of affect and intention
in a turn-taking, timing-sensitive, contingent interaction.

Therefore, we chose the game of peek-a-boo as the basis of scenario 2 for
several reasons; peek-a-boo being a common infant’s game, requiring very little
verbal communication. In developmental psychology peek-a-boo is also used to
test social expectations and emotions in infants [I9] therefore making it ideal to
use for the testing of socially situated emotion in HRI. The simplicity of peek-
a-boo, the basic premise being one hides their face from view using ones hands
or hiding behind an object and then reappearing, making it ideal to implement
in a robotic system [I3].

Figure [ shows a participant playing peek-a-boo with ERWIN. In the left
side of the figure the participant is hiding their face, therefore ERWIN changed
his expression, however, in the right side the participant ‘reappears’ and this is
reflected in ERWINs change of emotion.

Fig. 3. Scenario 2 - The human plays Peek-a-boo with the robot by hiding their face,
then tried to engage the robot by removing their hands

5 Results

During the experimentation the participants were asked to complete a question-
naire in three stages, before any robot interaction, after Scenario 1 and finally
after Scenario 2.



The Influence of Social Interaction on Emotional Expression

Emotion Expression Recognition Before Interaction
100

I

&0

70

#

g e

& B hagpy

£ ¥ waad

o

S o  afrind

]

8 Wsurprised
20 uangry

0
0 4 . . |

sad afriad Hapey Surprised Angry

Actual Emotion Expression

Fig. 4. Results of expression identification before interaction

Emotion Expression Recognition After Scenario 1

® o0
T
50 Whsnpy
£ wad
=

w40
E mafriad
a ¥ W surprised

0 mangry

Angry Surprised L afrisd sad

Actual Emotion Expression

Fig. 5. Results of expression identification after scenario 1

Emotion Expression Recognition After Scenario 2
100

Fad

T

Fd W heupy

£ wad

]

c  Afriad

]

B W surprised
mangry

Angry Surprised Happy afriad sad

Actual Emotion Expression

Fig. 6. Results of expression identification after scenario 2

69



70 J.C. Murray et al.

Before the participants interacted with ERWIN, they were given an initial set
of images representing ERWINs emotion expressions and were asked to identify
what they thought each image represented. The options available were: happy,
sad, angry, surprised and afraid. After the participants had engaged with the
robot in the first scenario they were again given the same set of images and asked
to identify the emotion expressions (using the same set of answers). Finally, after
the second interaction scenario, the participants are given the images one final
time to again select what emotion expression is exhibited.

Figures [ Bl and [ show the results of the expression identification tasks by
the participants. As can be seen in fig [l over 65% of the participants correctly
identified the emotion expressions, with the most accurate being ‘happy’ (see
fig M) identified correctly by 95% of participants. An expression was deemed
‘correct’ when the participant matched the expression identified by the designers.
The emotional expressions of ERWIN were designed intuitively. See[6.1] for more
details.

After the first interaction scenario, the results of the participants emotion
expression selections are shown in fig Bl As can be seen from this graph, the
identification results have changed somewhat with the biggest change being in
‘afraid’ falling by 20%. However, from this, what is interesting to see, is with
‘afraid’ and ‘angry’, whilst the recognition rates by the participants have fallen,
the distribution of the categorisation of the emotions has widened.

After the second interaction scenario, again the participants made their selec-
tions about the emotion expressions and the results of which are shown in fig [6l
Shown here is that after the second interaction some of the participants again
selected different responses to their previous choices. After scenario 2, 15% of
people selected ‘afraid’ for the ‘angry’ selection, with 30%, up from 15% after
scenario 1, selecting ‘afraid’ for the ‘sad’ expression.

These results show that, whilst there is some misrepresentation of the emotion
expressions within the images, initially the majority of participants are able to
identify the correct facial expressions. However, it can be clearly seen from the
results in figs that the interaction scenarios have had a noticeable affect on
the emotion identification classification, whether positively or negatively.

When asked which interaction scenario the participants preferred 60% chose
Scenario 2, the main decision for this was due to the robot appearing to enjoy
the interaction more, in addition to their ‘being more [for the participant] to do’
in the scenario.

6 Conclusions

It was very important to ensure that interactive scenarios were chosen that
elicited an opposite affective reaction from the participants. It was for this reason
the two complementary scenarios described in sections 1] and were chosen.
With the first requiring the robot to engage whilst the second requires the human
participant to assume the role of gaining the robots attention for engagement.
It is apparent from the results in section [bl that affective social interaction in-
volving two way communication can affect the perception of emotion expression
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in HRI. We have shown how a game of peek-a-boo can elicit a change in per-
ception of the emotional expressions of a robot. Whilst at present we have only
noticed a 15% change in perception, this allows us to ask further questions for
the development of HRI scenarios, such as: how does more emotional expressivity
effect: peek-a-boo performance, the interactants facial expression and perception
of the social situation/interaction, or the quality of the interaction. Additionally
we can probe how the modality of interactions (touch, vision, vocalisations) will
affect this perception (see section BG.T]).

6.1 Future Works

The conclusions drawn from this work are as follows, there are two important
changes to be made to the scenarios and design of the system for future in-
teractions and experiments. It is clear that the visual information provided via
the emotion expressions displayed by ERWIN during interaction has an effect
on the responses given by the participants. In more detailed explanations on
their interpretations, it is clear that some of the participants were not seeing the
lower section of the robot as the mouth, but more as hands or some other exten-
sion of the robot. This created some misunderstanding as to what emotion was
being represented. Therefore, future work will examine modifying the emotion
expressions to conform more accurately to FACS movements.

Acoustics can provide additional information when communicating in an in-
teractive process, not just with spoken words but non-verbal vocalisations. This
is common in infants and babies at the 'Pre-Intentional: Reflexive Level’, this
discusses how an infant is limited to simple reflexes and basic vocalisations such
as cries, vegetative noises, and laughing, not to mention facial expressions [17].
Therefore, we hope that integrating this in the near future will dramatically
improve the social interaction.
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Abstract. The handshake has become the most acceptable gesture of greeting in
many cultures. Replicating the softness of the human hand can contribute to the
improvement of the emotional healing process of people who have lost their
hands by enabling the concealment of prosthetic hand usage during handshake
interactions. Likewise, sociable robots of the future will exchange greetings
with humans. The soft humanlike hands during handshakes would be able to
address the safety and acceptance issues of robotic hands. This paper
investigates the areas of contact during handshake interactions. After the areas
of high contact were known, indentation experiments were conducted to obtain
the benchmark data for duplication with synthetic skins.

Keywords: Social Robotics, Prosthetics, Rehabilitation Robotics, Human
Handshake.

1 Introduction

From birth to old age, one of the basic needs of humans is to touch and be touched.
Many researchers have long acknowledged the positive benefits of the human touch.
In nursing care, it is known that the human touch promotes the physical, emotional,
social and spiritual comfort [1]. Touch was also shown to be an effective means to
persuade someone and to gain compliance; a brief touch on the upper arm, for
example, increases people’s altruistic behavior and willingness to comply to a request
[2, 3]. In social interactions, it is common that touches are exchanged — a handshake,
a hug, high fives. Among these, the handshake emerged to be the primary gesture to
exchange greetings in many cultures. Hence, the objective of this paper is to conduct
handshake experiments and determine the areas of high contact. Once these areas are
known, the human hand is to be indented to obtain force-displacement data. The
accompanying paper demonstrates how synthetic skins could then be designed
according to the biomechanical behavior of the skin of the human hand during
handshake interactions [4].
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For prosthetic hands, the possibility to duplicate the softness of the human hand for
the synthetic skins could have significant benefits on the well-being of a person who
lost his or her hand, which may be due to accidents, disease or anomalies at birth. The
primary requirement of prosthetic devices is to allow a user to pass unnoticed [5]. The
availability of artificial hands with humanlike appearance but not humanlike softness
poses a perception problem to the person that these hands will touch. As such, finding
synthetic materials that have similar properties to that of human skin becomes
important [6]. This artificial skin material has to exhibit not only similar appearance,
but also similar softness. Softness has been defined as the perceptual correlate of skin
compliance, which is the amount of deformation caused by an applied force [7].
Moreover, it can be expected that in the future, sociable robots will be able to greet
humans in a similar fashion. The hand will be the area where contact with human will
occur most frequently. Whereas in most of the previous papers the focus was in the
motion of the handshake, this paper will focus on the exerted force during handshake
process. This paper is organized as follows. First, the handshake experiments are
described and the contact forces during handshakes are presented. Next, the areas of
the hand where the high contact areas occurred are indented and the force-
displacement curves obtained. The paper ends with the concluding remarks.

2 Handshake Experiments

The objectives of the handshake experiments are to determine: (i) the locations of the
high contact areas and, (ii) the contact forces involved. For the purposes of designing
synthetic skins for handshake interactions, it would be meaningful to focus the design
on the areas of high contact under the typical forces during handshaking.

2.1 Methodology

It was earlier observed in Ref. [8] that men tend to shake hands while women
embrace. In Ref. [9], male-to-male dyads were observed to exchange brief
handshakes while female-female dyads and male-female dyads exchanged greetings
with relatively long contacts, composed of mutual-lip-kisses, mutual-face-contacts,
embraces and hand-to-upper-body touches. While handshakes among women are now
common especially in a business environment, the handshake experiment of this
paper is limited to male-to-male handshakes, which follows the findings in [8, 9].

The contact areas and forces were obtained by force sensors, which the
experimenter wore on different sections of his right hand. These force sensors are
made from tactile pads that uses capacitive sensing principles to detect the change in
capacitance upon the contact of the upper and lower tactile pads (FingerTPS, Pressure
Profile Systems, USA). A male experimenter shook hands with 30 male subjects who
are students and researchers at the National University of Singapore (NUS) and were
paid for their participation. The demographics of the experimental subjects are shown
on Table 1. The experimenter was trained to give a neutral handshake and wait for the
handshake partner to initiate the contact. The subjects were instructed to give their
normal handshakes. Fig. 1 shows the photograph of the locations and the naming
convention where the force sensors are mounted. Approval for the handshake
experimental protocol was granted by the NUS Institutional Review Board.
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Table 1. Experimenter and Subjects’ data

Experimenter Subjects (Mean +Std Dev)

Age 22 26.35 + 3.36
Height (cm) 175 173.42 £ 4.37
Weight (kg) 70 65.65 + 8.57
Hand Length (mm) 190 187.50 + 11.37
Hand Width (mm) 88 89.53 + 6.80

Fig. 1. (a) The areas where the sensors were placed on the hand of the male experimenter for
the handshake experiment. The distal (i.e. fingertip), middle and proximal phalanges were
given the number coding of 1, 2 and 3, respectively. Large area force sensors were also worn on
dorsal part of the hand (i.e. opposite the palm; Fig 1b).

2.2 Results

The results are plotted on Fig. 2. Each sensorized area of the hand is shown in the
x-axis while y-axis represents the maximum force read-outs from the tactile sensors.
The areas where high contact forces are experienced (i.e. forces greater than 2 N) are
at the palm, the thumb, the third phalange of the pinky finger and the middle
phalanges of the pinky, ring and middle fingers. These phalanges are the locations
where the full enclosure of the other person’s hand can be achieved. For the purpose
of indentation experiments, the middle phalanges of the pinky, ring and middle
phalanges are selected, which are henceforth named Pinky2, Ring2 and Middle2.

3 Indentation Experiments

Indentation experiments are done on both the flat-hand position and on the curled-
hand position. The curled-hand position, as shown in Fig. 3, represents the shape of
the hand during handshake, while the flat-hand position represents the neutral
position. The experiments are conducted on the selected phalanges where high contact
forces occur during handshake. The objective is to obtain the force-displacement data
which will serve as the benchmark data for duplication with synthetic skin materials,
as well as to compare the force-displacement in the tested locations on curled-hand
and on flat-hand positions.
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Fig. 2. Parts of the hand with the corresponding contact forces during handshake. The Inset
shows the hand where the highlighted numbers show the phalanges which have contact forces
greater than 2 N.

3.1 Methodology

A testing machine (MicroTester™, Instron, UK), attached with a load cell of limit 5
N, was employed to make indentations on different parts of the hand. A specially
fabricated brass indenter (20 mm x 10 mm) was slotted into the load cell. For the flat-
hand position, the hand was positioned above a rigid platform with the palm facing
upwards. For the curled-hand position, the hand was placed on top of a specially
made mould from gypsum so as to keep it at a normal handshake position. The

Fig. 3. Experimental set-up (a) flat position (b) curled position
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platform was mounted on top of a stage that provides 25 mm translations on both the
x and y axes for fine adjustments. The translational stage was in turn secured to the
base of the testing machine. The set-up is shown on Fig. 3.

There are five test subjects each for both the flat-hand indentation and the curled-
hand indentation. For each subject, all the test areas were indented with the indenter
with a ramp speed of 0.5mm/s, with a compressive force of up to 4 N. The summary
data on the experimental subjects are shown on Table 2. Approval for the indentation
experimental protocol was similarly granted by the NUS Institutional Review Board.

Table 2. Subjects’ data for the Indentation Experiment

Subjects (Mean %Std Dev)

Age 23.21 £ 0.84
Height (cm) 175.13 £ 5.79
Weight (kg) 68.14 + 11.42
Hand Length (mm) 185.60 + 10.06
Hand Width (mm) 85.22 + 5.63

3.2 Results

The force—displacement curves obtained from the three test areas as well as the
comparison between the displacement at 2 N force at the three test areas for both the
flat-hand position and the curled-hand position are plotted on Fig. 4. Note that the 2 N
force was set as the cut-off value that resulted into the highlighted phalange parts of
the Fig. 2 Inset. The curves show that the skin tissues of the human finger phalanges
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Fig. 4. Indentation test results at (a) Pinky2, (b) Ring2, and (c) Middle2, and (d) comparison of
average displacement at the three phalanges at 2N applied force with flat and curled hand
position. The error bars represent the standard deviation.
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are compliant. The indentation results show that the compliance on second phalanges
differs when the hand is in the flat position and in the curled position, a position that
replicates the handshake grasp. The differences are significant in the Middle2 and
Pinky?2 area while the differences are slightly less obvious in the Ring?2 area, as shown
on Fig. 4.

4 Concluding Remarks and Future Improvements

In this paper, the areas of the hand where typical contact occurs during male-to-male
handshakes were determined. The results show that the following areas of the hand
have forces greater than 2 N when grasped during handshake: (a) the palm and the
back of the palm, (b) the thumb, (c) the third phalange of the pinky finger and the (e)
middle phalanges of the pinky, (f) ring and (g) middle fingers. These are the areas that
envelope the handshaking partners’ hands for a full grasp.

The middle phalanges of the pinky, ring and middle fingers were selected for
indentations with a testing machine. The force-displacement curves were obtained on
both flat hand position and curled-fingers position. The indentation results show that
the skin tissues at these finger phalanges are compliant exhibiting high displacements
with minimal forces applied. The results also show that there are differences in the
force-displacement data on flat-hand position and curled-fingers position on the
phalanges of the pinky, ring and middle fingers.

For future experiments, the quality of the mould used to support the hand in the
curled position needs to be improved for the hand to be fixed better. The number of
samples tested, which is currently only five for each indentation tests, will be
increased as well so as to better represent the population.
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Abstract. Synthetic skins with humanlike characteristic would make it possible
to address some of the psychosocial requirements of prosthetic hands as well as
the safety and acceptance issues in social robotics. This paper describes the
development of three-dimensional finite element models of synthetic finger
phalanges. With the aim of duplicating the skin compliance of human finger
phalanges, the model was used to investigate the effects of (i) introducing open
pockets in the internal structure and (ii) combining different materials as
external and internal layers. The results show that having pockets in the internal
structure of the design can increase the skin compliance of the synthetic
phalanges and make it comparable with the human counterpart. Moreover,
having different layers can be used to satisfy skin compliance and other design
requirements such as wear and tear.

Keywords: Social Robotics, Prosthetics, Artificial Skins, Rehabilitation
Robotics, Finite Element Analysis.

1 Introduction

Social touches are those instances when we touch other people, such as shaking
hands, hugging, patting on the shoulders. Endowing humanlike social touch for
sociable robots and prosthetics would have positive benefits for both the human
interaction partner and the prosthetics user. It was suggested that socially interactive
robots must demonstrate ‘believable’ behavior: it must establish appropriate social
expectations, it must regulate social interaction and it must follow social norms and
conventions [1]. For prosthetic users, a prosthetic hand with humanlike appearance,
motion, softness and warmth would allow the user’s condition to be unnoticed by
other people and shield the user from the social stigma and could lead to the speedy
improvement of his or her emotional well-being (cf. [2-4]).

The duplication of humanlike softness for prosthetics and sociable robotics has
been an ongoing theme of the authors’ previous papers [5-8]. Through finite element
(FE) simulations, the aim is to find a synthetic skin design that has similar
characteristics with the human counterpart when indented. In accordance with this,
the objective of this paper is to compare the softness properties of a synthetic finger
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phalange design with the skin compliance data from handshake experiments. Softness
has been previously defined as the perceptual correlate of skin compliance, which is
the amount of deformation caused by an applied force [9]. In the accompanying paper
[10], handshake experiments were conducted in order to obtain the locations where
high contact forces occurred. Indentation experiments were also carried out to obtain
the skin compliance data in these areas.

Unlike in the previous papers where a two-dimensional plane strain finite element
model of a fingertip was utilized [5-7], this paper presents the development of a three-
dimensional model. This model will be used to investigate the effects of (i) varying
the internal topology of the finger phalange, (ii) varying different materials for the
internal and external layers and (iii) comparing the skin compliance behaviors of the
synthetic and human phalanges. The next section describes the modeling procedures:
the materials and visco-hyperelastic constitutive equations are described, the
geometry and the boundary conditions of the 3D FE finger phalange are presented and
to validate the model, the simulation results of the 3D model were compared with the
results of quasi-static indentation experiments. Then, the effects of using different
internal topologies and using different material combinations are presented. Finally,
the simulation results are compared with the compliance behavior of the human finger
phalanges.

2 Finite Element Modeling and Simulations

2.1 Material Samples and Constitutive Equations

Samples of silicone (GLS 40, Prochima, s.n.c., Italy) and polyurethane (Poly 74-45,
Polytek Devt Corp, USA) were previously characterized [5, 11]. The silicone sample
has a Shore A value of 11 while the polyurethane sample has a value of 45 (i.e., a
lower value indicates a low resistance to an indenter in a standard durometer test).
These types of materials were selected as they were previously used as skins for
prosthetics and robotics [12, 13]. The same visco-hyperelastic constitutive equations
were used to represent the behavior of the synthetic materials as in the previous work
[5]. The total stress is equal to the sum of the hyperelastic (HE) stress and the
viscoelastic (VE) stress such that:

(=0, (+0, (1) 0

where t is the time. The hyperelastic behavior was derived from a function of strain
energy density per unit volume, U.

U= 2 g g qqe e Lgr
0(2 M P +ﬂ( ) (2)
i=1 i
2 U
% =35t .

where J = A; Ay A3 is the volume ratio, o; and p; are the hyperelastic material
parameters, B = v/(1 - 2v) where v is the Poisson’s ratio, N is the number of terms
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used in the strain energy function, and F and C are the deformation gradient and the
right Cauchy-Green deformation tensors, respectively. It was assumed that the
candidate materials were incompressible, and therefore J was set to unity. In the case
of uniaxial compression tests, the following were used for the identification: A; = A, A,
=2 =AN(172).

The viscoelastic behavior was defined as follows, with a relaxation function g(t)
applied to the hyperelastic stress:

.
OVE =I g(D)oyp(t-1)dt
0 4)
In order to describe several time constants for the relaxation, the stress relaxation
function g(t) was defined using the Prony series of order Ng where g; and T; are the
viscoelastic parameters:

Ng
g)=|1-> g (A—-e™'")
o 5)

The number of coefficients to identify is equal to 2(N+Ng)+1(v) for each material
type. The coefficients for hyperelastic (N), stress relaxation (Ng) and Poisson’s
numbers (v) are given in Table 1.

2.2 Finite Element Model

Fig. 1 shows the three-dimensional geometry of the finger phalange that was modeled
using the commercial finite element analysis software Abaqus ™ / Standard 6.8-1
(Simulia, Providence, RI). The simulations were run at the Supercomputing and
Visualisation Unit of the Computer Centre, National University of Singapore. Fig. 1
shows the geometry consisting of two layers. The external layer has a 0.8 mm
thickness, which is comparable to the thickness of the epidermis/dermis skin layers of
the human finger. The inner layer is designed to have different internal geometries.
The Abaqus™ tetrahedral elements were used in conjunction with its automatic seed
mesh feature. The base of the finger geometry was constrained in all degrees of
freedom, which represents the bone structure of the human finger.

Table 1. Coefficients of the synthetic materials

i 1 2 3 —
Silicone (v =0.49) ! %
2 0.015 0.044 0.029
T; (s) 0.025 0.150 0.300
1; (MPa) 0.080 0.010 -
o; 0.001 15.500 -
Polyurethane (v=10.47)
&i 0.167 0.158 0.113
1 3
::l((g;\)-[Pa) g}gg (1}322 ”S'JL_ Fig. 1. The finite element model

o 5.500 8.250 -
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2.3 Numerical Simulations

Simulations were conducted to determine the effects of varying the internal topology
and material combinations in the skin compliance result of the synthetic finger
phalanges. These will then be compared to the skin compliance of the human finger
phalanges. The finger phalange width was 16 mm and the length was made to be 10
mm (i.e. towards the page). To investigate the effect of different internal structures,
the internal layer was made to have three topologies: a solid internal geometry
(Fig. 2a) and arc-shaped pockets with 1 mm (Fig. 2b) and 2 mm heights (Fig. 2¢). To
investigate the effects of different material combinations, the material coefficients of
the external and internal layers can be changed. For example, to have a homogeneous
solid material of silicone, the inner and outer layers have the same set of material
coefficients; to have silicone as the inner layer and polyurethane as the outer layer, the
material coefficients are changed accordingly. The 3D model was indented until a
force of 1 N was reached. The loading rate was 0.5 mm/s. The simulation curves for
the forces and displacements were plotted.

Fig. 2. Geometries and meshes of the 3D finite element models. (a) Solid internal geometry.
Internal geometry pockets of 1 mm (c) and 2 mm (d).

3 Results and Discussion

Fig. 3 shows the results of the numerical simulations. Due to the limited space and for
ease of comparisons, the simulation curves showing the effects of varying the internal
geometry and material combinations are shown of Fig. 3a. The results are
summarized in Table 2.

Fig. 3b shows the design configuration that is closest to the skin compliance of the
human finger phalanges. The simulation results are from the models with internal
pockets of 2 mm height. The results are summarized in Table 3.

Effect of Pockets in the Internal Structure. Shown on the leftmost cluster of curves
in Fig. 3a are the simulation results of the models with solid internal geometries. A 1
N compressive load resulted into 0.23 mm displacement for polyurethane (PU) and a
0.46 mm displacement for silicone (SIL). Introducing a 1 mm height pocket increased
the displacement to 1.18 mm for PU and 1.42 mm for SIL. These correspond to 413%
and 209% increase in the displacement values, respectively. Having a 2 mm height
pocket gives displacements of 2.05 mm for PU and 2.29 mm for SIL, corresponding
to 791% and 398% increase, respectively, from the solid internal geometry
configuration. These results show that having internal pockets can significantly
increase the skin compliance results of synthetic skins.



84 J.-J. Cabibihan and S.S. Ge
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Fig. 3. Results of the numerical simulations. (a) Simulation results of varying the topology of
the internal layer and material combinations. (b) Comparisons between the results of the 2 mm
inner pocket and human finger phalanges.

Table 2. Displacement (mm) at 1 N for Internal Topology and Material Combinations

Solid Internal 1 mm Pocket 2 mm Pocket
Polyurethane (PU) 0.23 1.18 2.05
Silicone (SIL) 0.46 1.42 2.29
PU inner — SIL outer 0.25 1.20 2.07
SIL inner — PU outer 0.44 1.39 2.25

Effect of Changes in Material Combination. Shown as the thin, dashed lines and
clustered at the leftmost part of Fig. 3a are the simulation results of the solid internal
geometry configuration. A 1 N compressive load for a combination of PU inner layer
and a 0.8 mm thin outer layer of SIL resulted into a displacement of 0.25 mm, or an
8.7% increase from a homogeneous PU material condition. With a combined inner
layer of SIL and outer layer of PU, the displacement was 0.44 mm or a 4.3% decrease
from a SIL-only material condition. These results are understandable because the SIL
material has a lower durometer value (i.e. softer) as compared to the PU material
(cf. Sec 2.1).

For the remaining combinations, the changes in the displacements at the 1 N
compressive load correspond to an increase or decrease of displacement values to
within 20% difference. It can also be seen from Fig. 3a that there are significant
changes in the slope of the loading curves due to variations in the material layers,
particularly for the geometries with the 2 mm pocket configurations. For the ‘PU
inner and SIL outer’ condition, notice that the slope of the loading curve is lower as
compared to the ‘PU-only’ homogeneous material configuration. At the 2 mm
displacement, the force is reduced from 0.75 N for the ‘PU-only’ configuration to the
0.63 N result for the ‘PU inner and SIL outer’ configuration (i.e. about 16%
decrease).
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For the ‘SIL inner and PU outer’ configuration, the force values at the 2 mm
displacement are 0.39 N for the ‘SIL-only’ configuration and 0.5 N for the ‘SIL inner
and PU outer’ configuration or a 28% increase in force value. Having a 0.8 mm outer
layer affects the slope of the loading curve resulting into an increase or decrease of
the compressive forces. These occur before the top layer of the pocket comes in
contact with the bottom layer of the pocket and eventually stiffens.

Comparisons with Human Finger Phalanges. Fig. 3b shows the skin compliance
behavior of the middle phalanges of the pinky, ring and middle fingers. These are the
parts of the human hand which experiments have shown to have high contact forces
during handshake interactions [10]. It can be observed that the synthetic finger
phalange configurations with 2 mm inner pockets can approximate the human skin
compliance, particularly the middle phalange of the pinky finger (i.e. Pinky2). Table 3
shows that at 1 N compression load, SIL has a displacement of 2.29 mm as compared
to 2.15 mm of the Pinky2 finger phalange. The ‘PU inner — SIL outer’ configuration
is closest to the Pinky2 curve until 0.6 N. The ‘SIL inner — PU outer’ curve
approximates Ring2 and Middle2 curves until 0.5 N. Below 0.4 N, the SIL only curve
is more compliant than the three human finger phalanges that were studied. The
curves of the human phalanges diverge from the results of the synthetic finger
phalanges beyond the 1 N load.

Table 3. Skin Compliance Results

Displacement (mm) at 1 N

Pinky2 2.15
Middle2 2.80
Ring2 2.94
Polyurethane (PU) 2.05
Silicone (SIL) 2.29
PU inner — SIL outer 2.07
SIL inner — PU outer 2.25

4 Concluding Remarks

This paper presented a 3D finite element model for investigating the effects of
varying the internal topology and the composition of material layers in an attempt to
duplicate the skin compliance of human finger phalanges. The following conclusions
can be made. First, the skin compliance can be increased by introducing open pockets
on the internal structure of a synthetic finger phalange. Second, having one type of
material for the 0.8 mm external layer and another type for the internal layer can
affect the deflection of the finger phalanges’ surface, but this combination has
minimal effect when the top layer of the pocket comes into contact with the base of
the finger phalange. This finding can be used to satisfy requirements for skin
compliance and other requirements such as wear and tear. For instance, having a stiff
external layer and a softer internal layer could satisfy the practical requirements.
Lastly, the simulation results show that the synthetic skins with the configurations
described herein could achieve humanlike skin compliance.
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Abstract. The purpose of this study was to investigate the relationship between
the robot’s static and dynamic design experimentally, and to compare the
results of this experiment with the findings of the gain and loss of esteem. Here,
the static design is about the appearance or configuration of the robot, and the
dynamic design is about the trajectories, behaviors of the robot and
achievement level of the given tasks. The results showed that the static design
did not have effects on the participants’ impressions, but the dynamic design
did have strong effects on their impressions.

Keywords: gain and loss of esteem, static/dynamic design, verbal instruction.

1 Introduction

Recently, various kinds of home-care robots have been developed to assist our daily
lives, and some of them are actually commercialized [1]-[3]. Therefore, these robots
would be much closer to people in public space. The traditional robotics technologies
have been sophisticated especially in production sites, and these developed industrial
robots are quite good at assembling the machinery products or cutting certain parts
promptly and precisely. On the other hands, the robotics technologies required for
home-care robots are completely different with the ones for the industrial robots.
These robots are not really required to behave promptly and precisely but to have
familial design of their appearance because these robots should not make users feel
dangerous and anxious.

In order to consider the robot design, we assumed that there are at least two design
perspectives [4]; one is static design which is about the appearance or configuration of
the robot that is the same meaning with the general terms “design,” and the other is
dynamic design which is about the trajectories, behaviors of the robot and
achievement level of the tasks. We assumed that the robots’ users would determine
their impressions of the robot based on these two design perspectives. Currently,
humanoid type robots are well applied to home-care usage because these robots are
believed to have the effective static and dynamic designs. We also agreed that such
robots could provide very familial and sophisticate impressions to users firstly.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 87 2009.
© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. The relationship between “gain and loss of esteem” and “static/dynamic design”

However, there are some possibilities that serious problems would occur when
these robots failed to achieve the given task. For example, when a user is living
together with a humanoid robot and this robot behaves as s/he intended, s/he would
satisfy this robot and would think that this is usual situation because the robot’s
appearance is familiar to users. However, this robot does not behave as s/he intended,
s/he would be surprised and eventually disappointed with this robot deeply. This
accident might affect the users’ impressions of the robot; that is, the impressions
would be getting worse.

This example could be explained by the gain and loss of esteem [5] which is the
one of the significant findings in social psychology; that is, person A prefers person
B, who changed her/his evaluation of person A from positive to negative to person C,
who maintained a positive evaluation (gain effect), and person A has a worse
perception of person B, who changed her/his positive evaluation into a negative one
than person C, who maintained a negative evaluation (loss effect; the above example
would be this case). Here, the first impressions of others in gain and loss of esteem
correspond with the static design in human-robot interaction, while the final
impressions of others do with the static and dynamic design (Fig. 1). Therefore, if the
relationship between the static design and dynamic design was the similar to the one
between the first and final impression in gain and loss of esteem, the importance of
considering the static and dynamic design for developing the home-care robot would
be clarified.

The purpose of this study is then to investigate the relationship between the static
and dynamic design experimentally, and to compare the results of this experiment
with the findings of the gain and loss of esteem. The results of this study would
contribute to proposing the effective design methodology of home-care robots
required living together with users.
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2 Experiment

2.1 Settings

21 Japanese undergrads (10 men and 11 women; 18 — 24 years old) participated in
this experiment, and they were randomly assigned to the following four experimental
conditions.

® Condition 1 (6 participants): Good static design with good dynamic design
Condition 2 (5 participants): Good static design with bad dynamic design
Condition 3 (5 participants): Bad static design with good dynamic design
Condition 4 (5 participants): Bad static design with bad dynamic design

.e e

Fig. 2. AMOS robot (left), and a humanoid type robot (right)

80 inch screen
Projector

Biological Amplifier

Signal Data Correcting &

CG drawing PC

Fig. 3. Experimental setting

As a robot with “good static design (Condition 1 and 2)” we prepared a humanoid
robot, while as a robot with “bad static design (Condition 3 and 4)” we prepared a
human-care robot “AMOS (Assistive Mobile Robot System)” [6] (Fig. 2). And as a
“good dynamic design” we made the robot succeed in behaving according to the
user’s order, while as a “bad dynamic design” we did the robot fail to behave as the
user’s order. Actually, these robots were prepared as computer graphics, and these
robots moved around in the virtual world on 80-inch screen (Fig. 3). Then, if the
relationship between the static and dynamic design was similar to the findings of the
gain and loss of esteem, it is expected that the Condition 3 showed the higher
evaluation than Condition 1, and the Condition 2 showed the lower evaluation than
Condition 4.
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3. “Pick this up.” 4. “Place it on the same color box.”

Fig. 4. The procedure of the verbal instructions asked the participants to give

2.2 Procedure

Firstly, the experimenter told the participants as “The projected robot is a home-care
robot which is developed in our laboratory. Your task is to give the verbal instruction
to this robot, and to evaluate this robot.” The participants were asked to give the
verbal instruction to the robot in order to bring the color box which the participants
intended. The participants experienced this task three times. One task took about 80
seconds, so that the total time of this experiment took about 5 minutes. The detailed
instruction step of this task is depicted in Fig. 4.

In Condition 1 and 3 (both with good dynamic design), the robots behaved as the
participants intended; that is, these robot succeeded in bring the color box which the
participants ordered. On the other hand, in Condition 2 and 4 (with bad dynamic
design), the robot failed to behave as the participants intended, e.g., taking the wrong
box or drop it.

2.3 Acquired Data

In order to comprehend the participants’ impressions of the robot, we investigated the
participants’ subjective impressions of the robot by means of questionnaire. As a
questionnaire to comprehend the participants’ subjective impressions, we prepared a
questionnaire with 20 questions. Each question is 10 point likert scale (maximum
score is 10 point, and minimum score is 1 point). The participants were asked to fill in
this questionnaire before and after the experiment (Fig. 5). And we also measured the
several biological signals as objective indicators; that is, heart beat variability (LF/HF
ratio), electrodermal activity, and amylase monitoring stress check. The higher LF/
HF ratio as heart beat variability, the higher voltage of EDA, and the higher values of
amylase monitor indicated that the participants feel stronger mental stress.
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Q1 |I think that this robot is very friendly

Q2 I want to have this robot.

Q3 |I have very positive impressions on this robot
Q4 |I have confidential impressions on this robot
Q5 |I think that this robot will succeed in achieving this
Q6 |I could commit the task to this robot

Q7 |I think that this robot is very clever

Q8 |I could easily ask to take this task

Q9 (I think that this robot could obey my order

Q10 |I think that this robot has own wills

Q11 (I think that the elder person can use this robot
Q12 (I want to be with this robot

Q13 [I think that this robot have a higher adaptability
Q14 (I think that this robot could take serious tasks
Q15 [I think that this robot is quite good one

Q16 (I have a lot of confidence with this robot

Q17 |1 think that all persons like this robot

Q18 (I could recommend this robot

Q19 (I think that everybody could use this robot

Q20 (I think that this robot is quite sophisticated

Fig. 5. Questionnaire utilized in this experiment

3 Results

Questionnaire: Fig. 6 showed the results of questionnaire acquired just before the
experiment, while Fig. 7 did the ones acquired just after the experiment. From Fig. 6,
we could confirm that the significant differences were observed in Q7 and Q15 before
the experiment. Therefore, it can be said that the static design did not have strong
effects on the participants’ impressions about the robots. And from Fig. 7, we could
confirm that the significant differences were observed in Q1, 2, 3,4, 5,6, 8, 9, 10, 11,
12, 14, 16, 17, 18, 19 and 20 after the experiment. In these 17 questions, the values of
the condition 1 and 3 (good dynamic design) showed the higher than one in condition
2 and 4 (bad dynamic design). However, there were significant different differences
between the condition 2 and 4 in only Q17 and Q20. Therefore, the results of the
questionnaire succeeded in showing the significant effects of dynamic design, but did
not clearly show the gain and loss of esteem.

B Condition 1
B Condition 2
B Condition 3
B Condition 4

B Condition 1
El Condition 2
l; @ Condition 3
@ Condition 4

B Condition 1
@ Condition 2
B Condition 3

B Condition 1
r @ Condition 2
[l ® condition 3
B Condition 4

Q1 Q2 Q@3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q1

Fig. 7. The results of questionnaire after the experiment
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Heart beat variability: Fig. 8 showed the LF/HF ratio acquired before (left) and
during (right) the experiment. From these figures, we could not find any significant
differences between these four conditions in before and during the experiment.

06 06
05 05
04 B Condition 1 04 B Condition 1

Condition 2 £
B Condition 3 5
@ Condition 4

Condition 2
B Condition 3
Condition 4

LF/HF LF/HF

Fig. 8. Acquired the heart beat variability (LF/HF) before (left) and during (right) the
experiment

Electrodermal Activity (EDA): Fig. 9 showed the EDA value acquired before (left)
and during (right) the experiment. From these figures, we could find the significant
tendencies between the (condition 1, 2) and (condition 3, 4) in before the experiment
(F(1,17)=1.17, p<.1 (+)). It is then said that the participants who looked at the bad
static design robot before the experiment had some mental stresses but this tendency
were not shown during the experiment.
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Fig. 9. Acquired the EDA value before (left) and during (right) the experiment

Amylase Monitor: Fig. 10 showed the value of amylase monitor acquired before
(left) and after (right) the experiment. From these figures, we could find the
significant differences between the Condition 2 and the other conditions after the
experiment (F(1,17)=3.82, p<.05 (*)). Here, it is said that the participants who looked
at the good static design robot which showed the bad dynamic design felt stronger
mental stresses than the other conditions.

80 80
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salivary amylase activity salivary amylase activity

Fig. 10. Acquired the values of amylase monitor before (left) and after (right) the experiment
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4 Discussion and Conclusions

The results of the experiment could be summarized as follows.

® The results of heart beat variability did not show any significant differences
between the four experimental conditions in before and during the experiment.
On the other hand, the results of EDA showed that there was a significant
tendency between (condition 1, 2) and (condition 3, 4), and the ones of amylase
monitor showed that there was a significant differences between condition 2 and
the other conditions. Therefore, these objective indicators could not show that
the gain and loss of esteem was observed in this experiment.

® The results of questionnaire showed that there were the significant differences
between the experimental conditions before the experiment only in two out of 20
questions, while there were 17 out of 20 questions after the experiment. Here, it
is then said that these 17 questions showed that values of the condition 1 and 3
(good dynamic design) showed the higher than one in condition 2 and 4 (bad
dynamic design). However, there were significant different differences between
the condition 2 and 4 in only Q17 and Q20. Therefore, the results of the
questionnaire succeeded in showing the significant effects of dynamic design in
the participants’ impressions of the robot, but did not clearly show that the gain
and loss of esteem was observed.

Therefore, it can be said that the results of the experiment showed that the gain and
loss of esteems were not really observed. However, the importance of the dynamic
design was revealed from the results of amylase monitor and the ones of the
questionnaires. This means that the bad dynamic design regardless of the types of the
static design induced the participants’ lower impression, and good dynamic design did
the higher impressions. On the other hand, it seemed that the types of the static design
did not have effects on the participants’ impressions about the robot. Therefore, the
results of this experiment could be depicted like Fig. 11.

To compare this Fig. 11 with the Fig. 1, there is a significant difference especially
in the participants’ impressions before the interaction, but not really in the final
impressions which is affected by the dynamic design. This comparison clearly

Good

£\

Better
Evaluation

Good Dynamic

Good/Bad
Evaluation

Good/Bad TIMe
Evaluation
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Bad Dynamic
Design

Worse
Evaluation
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Fig. 11. Conceptual diagram of the results of this experiment
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indicated that the impressions of the static design do not have much effect on the
participants’ impressions of the robot, but the dynamic design does have much effect.

About the less effects of the static design, Komatsu and Yamada [10] already
argued the first impressions of the robots including the expected functions of the
agents are generally diverged among the people since the impressions of the robots
are determined by each people’s mental model, and this mental model is constructed
by each people’s preferences and experiences about the robots. Therefore, the reason
that the static design of AMOS and a humanoid robot did not show any differences
would be caused by these diverged participants’ first impressions. We expected that
this result would have an impact of the design methodology of the home-care robot,
like “Do focus on the dynamic design but on the static design.”

As the follow-up study, we are also planning to tackle with the issue “how the
impressions of the robot’ static design are determined.” To tackle with this issue, it is
expected to include the findings of the social psychologies, like “impression
formation [12]” or “interpersonal cognitions [13].” Although the investigation this
issue would be quite tough works, we thought that it is worthwhile to conduct this
follow-up study.
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Abstract. While working in a dynamic environment, humanoid robots
are subject to unknown forces and disturbances, putting them at risk of
falling down and damaging themselves. One mechanism by which humans
avoid falling under similar conditions is the human momentum reflex. Al-
though such systems have been devised, the processing requirements are
too high to be implemented on small humanoids having microcontroller
processing capabilities. This paper presents a simplified momentum con-
troller for fall avoidence. The system is tested on a simulated robot de-
veloped under Gazebo as well as under a real humanoid. Results show
successful fall avoidance.

1 Introduction

Bipedalism is unstable by nature, it is an active process that requires constant
adjustment of balance. Millions of years of evolution have allowed humans to
master and improve their balance strategies. Without any conscious decision
making, we are able to easily maintain stability and withstand virtually any
unexpected disturbance using our reflexes.

Research in the stability of humanoid robots is focused on two different tracks
including dynamic gait stability (humanoid in motion), and stance stability (hu-
manoid standing in place). Stance stability problems typically involve recovering
from a disturbance while standing in place. Human beings deal with such distur-
bances via their reflexes, and take corrective actions such as lunge steps, rotation
of the arms, or leaning on fixed objects.

Pratt et al. [7] [§] investigated the problem of push recovery of a humanoid
in a standing stance, resting on one foot with the other one raised. They in-
troduce what are known as Capture Points (CP), which are the locations on
the ground where the robot can step into in order to avoid falling by taking
only one step. In their work, the calculation of a CP is initially inferred from
an inverted pendulum model of a robot [7] and then is refined via a learning
algorithm [8]. Abdallah et al. [3] also work on the problem of push recovery,
albeit with both feet grounded. In their work, they develop a methodology for
fall avoidance by mimicking one of the human’s reactive reflexes against falling.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 95 2009.
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When one is pushed above the torso with a moderate force, he/she attempts to
mediate this disturbance by rotating the upper body about the hips and bending
the lower body back as shown in Fig.[Il The physical interpretation of this reflex
amounts to an increase in the angular momentum of the upper body as well as
a reactive linear momentum such that the center of gravity of the body remains
within the support (two feet) of the person [4]. The controller that is devised
uses angular and linear momentum as criteria to stabilize the robot. Like all as-
pects of bipedal robots, online computations are difficult and complex due to the
non-linearity and high dimensionality of the system. In the model of Abdallah
et al. [3] fall avoidance includes a disturbance absorption strategy paired with a
posture recovery scheme. The humanoid model they use includes three degrees
of freedom and uses an elaborate scheme for calculating momenta.

The complexities of the aforementioned systems necessarily require compu-
tations that surpass the capabilities of a simple microcontroller. Indeed, the
systems are implemented either on a simulator hosted on a Personal Computer
or on an embedded PC housed on board the humanoid. This paper investigates
simplifying the fall avoidance scheme by putting forward an simplified model,
which is inspired by one of human’s fall avoidance reflexes. Looking more closely
at Fig. [l one can notice that when humans are pushed with a moderate force,
their first reactive action can include locking the knees and pivoting only about
the hips and ankles. By mimicking this behavior, one is able to reduce the di-
mensionality of the problem from three degrees of freedom to two. By further
assuming the humanoid’s mass as concentrated in its upper body a relatively
simple control strategy can be devised for push recovery. Towards this end, the
focus of this paper is to investigate this hypothesis and to test it on a simulated
humanoid robot developed under Gazebo [6] (Player/Stage/Gazebo project [1]),
as well as on a real humanoid robot.

The remainder of this paper is structured as follows. Section 2 quickly re-
views the momentum reflex and formulates the distrubance absroption model.
Section 3 presents the feedback controller developed for disturbance absorption
and compares it to the one introduces by Abdallah et al. [3]. Section 4 describes
the experiments that validate the proposed system and discusses the results.
Section 5 concludes and describes the direction future work.

Fig. 1. Video images showing the human momentum reflex of a person undergoing a
push disturbance
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2 Understanding the Momentum Reflex

Sardain and Bessonnet [9] introduce the Center of Pressure (CoP) as the point
where the resultant reaction of the ground is normal and the Zero Moment
Point (ZMP) as the location where the summation of moments about it is equal
to zero. The theory explains that for stability, the ZMP must always be kept
inside the convex hull of the foot support polygon. Under these conditions the
ZMP coincides with the CoP [9],[10]. According to Vukobratovic [I0], as soon
as the ZMP exceeds the foot limit, it would be called a fictitious ZMP since it
would no longer be associated with the CoP, and a tipping moment would be
initiated. Once the CoP reaches a boundary, it can no longer compensate for
a disturbance by shifting its weight in that given direction and therefore looses
one degree of actuation [3][7]. Abdallah et al. [3] argue that it is not stability
that one should be concerned with but rather controllability, where they state
that a robot could maitain a flat foot and still hit the ground with its trunk.
Controllability is the ability of a controller to reach a final state from any given
initial state. In their work, when a humanoid is pushed it avoids falling and
recovers to its initial posture by taking two independent actions; first it follows
a disturbance absorption scheme, second it follows a postures recovery scheme.
For disturbance absorption a controller is devised, which uses the linear and
angular momenta of the robot as input variables to control the stability of the
robot. In their model, the robot is assumed to have three degrees of freedom,
capable of pivoting about its ankles, knees, and hips. Our method diverges at
this point from those discussed above based on the following argument.

If one closely observes how humans react to a push disturbance, one notices a
locking of the knees while the upper and lower body-parts pivot. The implication
of this behavior on a humanoid robot is a reduction of the degrees of freedom
from three to two, with the knee joint remaining stiff. If we can further assume
that the robot’s mass is concentrated above its waist, the robot can be modeled
as shown in Fig.

Fig. 2. Typical humanoid model (left) with 3DOF and links possessing mass, whereas
the proposed model (right) has 2DOF and mass concentrated at the top link
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In what follows, the mathematical model is briefly introduced followed by
an explanation of the momentum controller. Posture recovery is not addressed
in this paper because it is not within the scope of the contribution. The robot
will simply be reset to its starting stance each time the disturbance absorption
scheme is tested.

2.1 Mathematical Model

Applying Newton’s second law for rotational motion about a random point C
located on the ground near the base of the humanoid (See Fig. [3) one obtains:

ZTC:ZTQC—FCi—F’I"CGxFi:O, (1)

which by D’alembert’s principle can be stated as the summation of torques T¢
about a point C is equal to the summation of external torques T.o plus the
inertial couple C; plus the torque caused by the inertial force F;. If we restrict
our analysis to a planar robot in 2D and rearranging as proposed in [3] we get:

H - Lm Fis
Ty = 16 + G dyG +ded t 2)

d:I'/y—i—mg7

where zp, and zg are the horizontal distances from C to the center pressure
P and center of mass G respectively, Hg is the change in angular momentum
about point G, yp is the vertical distance from C to the point of application of
the applied disturbance Fy;st, g is the gravitational acceleration. L, and Ly are
the x and y components of the time derivative of the linear momentum.

It is apparent from (2)) that by regulating the change in angular momentum
Hg and linear momentum L, one can maintain the position of the CoP within
the support region (i.e., the convex hull formed by the two feet of the robot)
and subsequently avoid having the robot fall. For steady static conditions, the

Fig. 3. Model of a humanoid subjected to a horizontal disturbance. Copied from
Abdallah et al. [3].



A Simple Momentum Controller for Humanoid Push Recovery 99

ZMP coincides with the CoM. Any increase in F' would increase the position of
the ZMP with respect to origin causing the robot to become unstable as soon
as the ZMP gets closer to the foot edge. Notice that a positive increase in the
robot angular momentum can decrease the effect of the disturbance on the ZMP
position. Indeed, to damp a disturbance force humans accelerate their torso and

rotate their arms creating a rate of angular momentum to compensate for the
increase in ZMP [3],[4].

2.2 Momentum Controller

As discussed in Sect. @] disturbance avoidence is achieved by controlling the
angular and linear momenta. Kajita et al. [5] express these terms as:

)= T ). 3)

He o 1 H|')
where E is a 3 x 3 identity matrix, 7 is the total mass of the robot, #5_, ~ is the
3 x 1 vector distance from the base (taken at the hips) to the CoM, I is the 3 x
3 inertia matrix with respect to the CoM. M, and H are the 3 x n (n is the
number of degrees of frredom) inertia matrices, whose components are calculated
as shown by Kajita et al. [5] in a recursive manner from one extremity to the
body. The final step involves taking the time derivative of (B]) and solving for the
joint accelerations using the Moore-Penrose pseudo inverse (see [3] for details).
Once the accelerations are calculated, one can solve for the joint torques using
the dynamic equation of motion [3].

Looking at the operations associated with this solution, one could appreciate
the difficulty in implementing them on a small humanoid robot with processing
capabilities of a simple microcontroller. For this reason, in the following section
we attempt to devise a mush simpler solution requiring less processing, albeit at
the price of more stringent constraints and less accuracy.

3 Proposed System

The model developed in this section is simplified from the one shown in Fig[3] by
assuming a humanoid with 2 degrees of freedom, one at the hip joint, allowing the
upper torso to rotate and a second at the ankle joint allowing the entire body to
rotate back. It is further assumed that the weight of the robot is entirely located
in the upper torso and the bottom link is massless (see Fig. 2 right).

For any chain model, the angular momentum can be considered to be equal
to the momentum of the chain around CoM plus momentum of CoM around
origin C.

Hy,=> Heon + He, (4)
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Given that the mass of the robot is concentrated above the torso and assuming
a robot in 2D, one can write [3] as:

He =16 + m(reg x V),
= I9 + yCoMme + xC’oMmV;ﬁ (5)

where rcg, V', and 6 are the position, velocity, and angular velocity respectively
of the CoM. Taking the derivative with respect time of (B)):

He = 10 + yoorrmVy + 2corrmVy + corrmVe + EcopmVy. (6)

This equation states that five terms affect the change in momentum of the
humanoid. We postulate here that by changing only the first term on the right
hand side of @) (i.e., 1), it is possible to achieve fall avoidance.

For the sake of demonstrating the feasibility of the system a porportional
controller is used to control both the hip and ankle joints as follows:

&=k (xG - mGinit)’ (7)
He = kQ(xPinit - ‘Tp) (8)

where ¢ is the rotational velocity of the ankle joint, k1 and k; are proportional
gains, and z¢,,,, is the initial position of CoM with respect to origin. and zp, _,,
is the initial position of ZMP with respect to origin. The instantaneous position
of x4 is calculated at each iteration and that of xp is obtained via force sensor
placed on the underside of the feet of the robot. Using @) and (8) the value
of angular acceleration 6 needed to bring back the ZMP to the stable initial
position can be computed at each time step.

4 Experiments and Results

To test the proposed algorithm both a simulated and real robot were used.
The simulated robot is a 22-DOF humanoid developed under Gazebo [6] called

Fig. 4. (a) Baub performing a dance routine in Gazebo, (b) force sensors on the foot
soles of Baub, (c) Boloid robot, (d) Boloid showing foot sensors
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Fig. 5. Response of Baub to a disturbance of 1N. The stiff robot in (a) falls down. The
reflex-endowed robot in (b) absorbs the disturbance.

Fig. 6. Response of Bioloid to a disturbance of 1N. The stiff robot in (top) falls down.
The reflex-endowed robot in (bottom) absorbs the disturbance.
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Fig. 7. Response of Bioloid to a disturbance of 1N. The stiff robot in (top) falls down.
The reflex-endowed robot in (bottom) absorbs the disturbance.
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“Baub” (see Fig. @a). The real robot is the Bioloid by CrustCrawler Robotics
[2] (see Fig.Hc)

During the experiments, the head and arms of Baub were removed to reduce
the computational burden. The simulations and real test results are respectively
shown in Figures [B] and [ for a push of 1N. In each case a comparison is made
between the behavior with and without reflex. Note that for both cases the
stiff robot falls down, whereas the reflex endowed robot successfully absorbs the
disturbance. Figure

5 Conclusion and Future Work

This paper describes a simple model for a momentum controller for humanoid
push recovery. The intent is to provide a system that can be implemented on
imbedded systems. Experiments conducted on a simulator show successful dis-
turbance absorption performance. Future work involves implementing fall avoid-
ance in multiple directions as well as implementing a more elaborate control
scheme.
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Abstract. In this paper, a humanoid is simulated and implemented to walk up
and down a staircase using the blending polynomial and genetic algorithm
(GA). Both ascending and descending a staircase are scheduled by four steps.
Each step mimics natural gait of human being and is easy to analyze and
implement. Optimal trajectories of ten motors in a lower extremity of a
humanoid are rigorously computed to simultaneously satisfy stability condition,
walking constraints, and energy efficiency requirements. As an optimization
method, GA is applied to search optimal trajectory parameters in blending
polynomials. The feasibility of this approach will be validated by simulation
with a small humanoid robot.

Keywords: Humanoid robot, Heuristic algorithm, Biped robot, Genetic
algorithm.

1 Introduction

Human being’s behavior is very efficient and stable. Among the behaviors, they walk
stably under various environments with the pattern that uses minimal energy. Since
humanoids should be able to accompany humans for intelligent services wherever
they go, walking up and down on a staircase is required as basic mobility.

In walking upstairs and downstairs with a biped robot, generation of trajectories for
all the joint motors is very difficult and important. For stable upstairs walking, the tip
of the foot in the swaying leg must not stub against the stair edge, the foot should be
landed on the upper stair safely. And for stable downstairs walking, the heel of the
foot in the swaying leg must not stub against the stair edge, the foot should be landed
on the lower stair safely, too. In doing so, the zero moment point (ZMP) should be
within the convex hull of contact points between the feet and the ground. Moreover,
to cope with a situation of using battery, least energy consumption by minimizing
sum of motor torques should also be considered in trajectory planning [1]. These
multiple objectives can be effectively achieved by using a computational optimization

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 103-[111} 2009.
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method also known as metaheuristics. Real-coded genetic algorithm (RCGA) was
successfully applied to optimal trajectory generation of biped robot [2].

In this paper, adaptive GA (AGA) [3] is applied to optimal trajectory generation
for walking up and down a staircase with a biped robot that has in total eight rigid
links, ten joint motors, with seven degrees of freedom (DOF). To generate the ten
joint motor trajectories, blending polynomials composed of two or three segments are
employed [4]. In order to raise search efficiency, assumptions on robot posture while
walking are also applied [5].

In this paper, both ascending and descending a staircase are scheduled by four
steps. Each step mimics natural gait of human being and is easy to analyze and
implement. The optimal trajectory parameters attained by AGA are applied to
walking simulation, and the resulting trajectories will be quantized and commanded
to joint motors in a small humanoid robot for validation of feasibility.

2 Dynamic Model of a Biped Robot

2.1 Humanoid Model

Fig. 1 shows the present biped robot models from the viewpoint of sagittal and

coronal planes specified in the Cartesian coordinate system. In the figure, /; and

m; denote the length and mass of the link i, respectively and two types of joint angles
are employed as coordinates g ; Denavit-Hartenberg (DH) angles 6,i=1,...,2 and

actual motor angles g, 9 9% i=1,2-

kn *“kn °

Geometric observation leads to following relation as

6,(1) =§—9f,i‘(t>, 6,(1)=6, 1), 6,()=-6,"®), W
0,)=x+07@1), 6,1)=-62(), O,(t)=07().

an

For walking with a biped robot, ankle joints are rotated with @ degrees in the

coronal plane, and with 9; degrees in the sagittal plane simultaneously. As a

combination of these independent movements, the lengths of each link are projected
in sagittal plane as

lls = ll cos @(1), l; = 12 cos ¢(1), l3s = 13, )
Iy =1y cos (1), s =I5 cos p(1). lg =1
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(a) sagittal plane (b) coronal plane

Fig. 1. Modeling of a biped robot

By using the concept of projection, three-dimensional coordinates of all the joints are
to be easily derived in both planes. The coordinates of six joints, essential for
computing kinematics and ZMP, are actually as simple as shown below:

X =Xy +llscl’yl =Y 711CS¢’21 =2y +llssl’
Xy =X +12SC12,y2 =) *lzcso’zz =4 +lzsslz’
X3 =X Y1 = ), 717’Z3 = 2y
s c s 3)
Xy =%+ L Chy s =y, =1 Sy, 2 =2+ 1 S,

s c s
Xs =X, H15C g5, s = Yy — s So’zs =2, + 15 Sipass

s s
Xo = X5 15 Ciyase> Yo = V526 = Zs + s Sinaase

where C,, ., S, ., and S  represent cos(, 40, +---+6,) . sin(d, +60,+---+6,)
and sin¢ respectively. In the case of supporting with the right leg, only y, is
changedin 3) as y, =y, +1,.

Dynamic equation of biped robot is described with the Euler-Lagrange equation as

6 6 6
zdki(q)éj.i +ZZC,;;MZ-5I_,~ + 8 (@)= T,(,k =1,---,6, 4)
J=1

i=1 j=I

where g¢; denotes the i th generalized coordinate, 7 the & th joint torque, dij the

entries of the 6 X 6 inertia matrix p(g), Cin the Cristoffel symbol such that
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ad,. ad..
i :%{a_k/.F%__‘/} 5)
g, dq; Jq,

In this paper, trajectories of the joint motor angles are generated using adaptive GA,
and blending polynomials are used to approximate joint trajectories [5]. Cubic B-
spline is the smoothest function which provides minimal basis for fixed dimension
space and thus was already applied to trajectory planning of a biped robot [1].

The blending polynomial generates a trajectory connected by trajectory segments
of low order polynomials between adjacent via points. With this approach, care must
be taken that velocity and acceleration constraints are satisfied at via points.

The required cubic polynomial for this segment of the trajectory can be computed
from the following equation:

qt)y=a,+a,(t—t,)+a,(t—t,)" +a,(t—t,)’
Ay =4qy,d; =V,

_ 3091 —49) = Quy v, —1y)

) 6
: @1y (6)
_3(gy—q)+ vy +v)(E, — 1)
’ (t,—1,)’ '
where the initial/final angles/velocities are defined as

q(t)=q, qt;)=q,, (1) =v, q(t;)=v-
In walking simulation, the three time parameters ¢, f, , ¢ - and the two velocity

parameters vy, vy, and the two angle parameters g, and/or g 7 in Eq. (6) are

presumed as fixed values for smooth walking. Therefore the actual number of
parameters to be optimized is maximally three in each trajectory. Details are
explained in the following section.

2.2 Walking Up a Staircase

Human beings walk upstairs by first lifting up a swaying leg while maintaining
standing stability, landing it on the upper stair, moving ZMP to the landing foot,
repeating this process for the supporting leg left behind, and finally standing upright
at the upper stair. As the first approach, we deal with the case a robot is walking up
only one stair at each gait.

At the first step, the foot of a swaying leg is lifted up higher than the height of a
stair not to touch its edge by using inverse kinematics. In an initial posture, in order
to stabilize the robot body, the ZMP is moved inside the foot area of the supporting
leg. It is easily derived as

(xﬁ’yﬁ’zﬁ):(xo’y0_17’0)' @)
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The coordinate of the lifted leg up to & ¢ using Eq. (7) is derived as
(xg’yf:’zé)=(xo’)’0_l7’h/ ) (8)
For the lifted foot to be vertical to ground, the following condition should be hold:
V4
9,+6?2+93+94+65+66:—5, )
where the angle of supporting leg which is not changed in the sagittal plane as a

standing position are defined as 6 = 5,92 =6, =0 By using this condition and Eq.
> €

(3), solving Eq. (8) and (9) yields the following equations:

X, =x, +ljcos(6’,; —§j+l§ cos(&,’,’, -6, —%) =X,
y;=yo—l7—l,S¢—le¢—l4S¢—ZSS¢:yo—l7 (10)

=2+l sin(%+6’4]+l§ sin[%+6’4+6’5j+lg sin(—%)=hf

and the DH angles in Eq. (10) are changed into their motor angles, which yields the
following relations:

I cos(é’,; —%)H; cos(é’,; -9 —%) =0

(. . T (. T
S¢{ll(l+51n(9m—€k”—Ej]+lz[l+sm[6’m—3jj}=0 (11)

L+ +0 sin(é’,; —%)H; sin[é’,; e —%j—hf =0

This motion requires proper 6,,6,,6, that can be attained for a desired h ¢ by AGA.

In lifting up a foot, energy consumption is not of interest. Thus the two actuating
motors rotate linearly from zero to the target angle.

At the second step, the lifted foot is put forward and landed at the face of upper
stair. During this motion, ZMP should be located inside the foot of the supporting leg,
and for the least energy consumption each joint should rotate in a smooth way which
is scheduled by blending polynomials and AGA. The central position of the landed
foot is set at the center of the stair face.

At the third step, the landed foot is ready to support the body by shifting ZMP from
the behind leg to the forward one. By using inverse kinematics, the final thigh angle
of the supporting leg after moving ZMP is easily derived as



108 E. Kim, M. Kim, and J.-W. Kim

h? =212
0, = (cosl (lesz—ﬂ'] (12)
—4ts

And, the final ankle angle of the leg left behind is

2 2
LA, T
[12 2 —0,
l Stfor + l6 - lcor

And by using the first step, the leg angle of the upper stair is easily derived.

As a result, the upper body is translated forward and the hill of the foot in the lower
stair is sufficiently lifted to maintain the current double support phase. Like the first
step, each joint rotates linearly from the angles reached after the second step to the
appropriate angles.

At the final step, the leg left behind is moved up to make the posture of standing
upright. This finalizes a period of ascending one stair, and the next ascending starts
from the first step above mentioned until the robot ascends all the stairs. While lifting
up the leg and landing its foot, the toes of the foot should not collide with the stair
edge and the sole of it should not below the stair face before landing. These
requirements are reflected in penalty terms added to the cost function minimized by
AGA.

6, =| cos (13)

2.3 Walking Down a Staircase

Descending a staircase is also scheduled by four steps; at the first step, the foot of
swaying leg is put forward to the empty space. During this motion, ZMP should be
located inside the foot of the supporting leg, and for the least energy consumption
each joint should rotate in a smooth way which is scheduled by blending polynomials
and AGA.

At the second step, the knee of the supporting leg is bent lower as much as the stair
height for landing the swaying foot on the lower stair. During this motion, ZMP
should be located inside the foot of supporting leg, since the position of the
supporting leg is lower. Like the first step of walking up a staircase, each joint rotate
linearly from the angles reached after the first step to the appropriate angles.

At the third step, the landed foot on the lower stair is ready to support the body by
shifting ZMP from the leg behind, and it should be stretched. By using inverse
kinematics, the final thigh angle of the supporting leg after moving ZMP is derived as

L+1,—h 05\, +1,—h, 7 +1,)°
6, =tan™"' 115 f}cos‘ ¢ 1 ) ) (14)
t 4
And, the final ankle angle of the leg on upstairs behind is
L+1—h 05\, +1,—h ) +(1,)°
06:E—tan71 e e —Cosl{ ( )+ ) (15)
2 lfr 15
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The final knee angle of the upstairs leg is derived as

95:77_(04+06) (16)

As a result, the upper body is translated forward and the leg of downstairs is stretched.
Like the second step, each joint rotates linearly from the angles reached after the
second step to the appropriate angles.

At the final step, the leg of upstairs is moved down to make the posture of standing
upright. This finalizes a period of descending a stair, and the next descending is
carried out by iterating the above four steps until the robot descends all the stairs.
These requirements are reflected in penalty terms added to the cost function
minimized by AGA as walking up a staircase.

3 Simulation of Walking Upstairs

3.1 Problem Formulation

Mechanical efficiency is crucial to the viability of any mobile robot, since it
determines the range of useful movement for a given amount of fuel. Thus the cost
function to be minimized with AGA in this paper is defined as

J(X) = 7Ty Y w(m) t(m)+ P(X),t(m) = [7,(m) 7,(m) 7,(m) 7,(m) 75(m) T, m] A7

m=1

where y, is the weighting constant for the energy cost in multi-objective

optimization, N is the number of sample points, 7 is the joint torque computed by
Eq. (3).

Since AGA is inherently an unconstrained optimization problem, the exterior
penalty function method is useful for describing all the constraints using the
maximum and minimum functions like the following

x, (T)—-S Z,,(T)—h
e ‘ 7y, P f‘ +7, (violation of swaing leg's minimum height) (18)
/

+7, (violation of joint limit angles ) + ¥, (violation of ZMP stability)

P(X)=7,

where y, are the penalty parameters chosen to keep from violating the constraints,

and & f which is not considered now is the desired height of a staircase. S and & ; are

used for normalization of the associated costs.

In conclusion, the problem considered in this paper can be stated as follows: Given
dynamical Eq. (3), find all the joint trajectories that minimize Eq. (17) subject to the
constraints of Eq. (18). This complicated task is simply transformed to an
unconstrained optimization problem by minimizing an augmented cost J + P .
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3.2 Problem Formulation

Our simulation code calculates initial and final postures of the four-step segments for
walking up and down a stair, and it also generates smooth trajectories using the
blending polynomial method. The generated trajectories are converted to physical
motor angles for direct application to a humanoid kit.

Simulation condition on walking upstairs and downstairs is selected as

® Stride length (S) =0.1m
® Walking Upstairs

- First step period = 1.5 sec

- Second step period = 1.0 sec
- Third step period = 0.5 sec

- Final step period = 1.5 sec

® Walking Downstairs

- First step period = 1.0 sec

- Second step period = 1.5 sec
- Third step period = 0.5 sec

- Final step period = 1.5 sec

® Staircase height ( hf )=0.018m

Fig. 2 shows stepwise processes of walking upstairs implemented in simulation, and
Fig. 3 shows downstairs walking.

T N T T

(a) first step (b) second step (c) third step (d) final step

Fig. 2. Simulation of walking up a staircase separated by the proposed four steps
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B

e

o
— B, ; o\
(a) first step (b) second step (c) third step (d) final step

Fig. 3. Simulation of walking down a staircase separated by the proposed four steps

4 Conclusion

This paper proposes a new approach of trajectory generation for humanoid’s walking
upstairs and downstairs using blending polynomial and AGA. The patterns for
walking upstairs and downstairs are divided into four steps for analysis and
implementation, and the optimal trajectories of ten motors in the lower body are
generated using AGA. Owing to the effectiveness of describing trajectories with
blending polynomial and the good optimization capability of AGA, the proposed
approach is validated feasible via simulation. As future work, the proposed approach
will be implemented with a humanoid kit.
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Abstract. It is interested for a bipedal robot manipulated by different Degree of
Freedoms (DoFs) to spend how much motion energy. In this paper, the motion
energy of a biped robot influenced by the manipulation of different DoFs is
studied. For calculating the motion energy, the forward and inverse kinematics
of the designed biped robot are first derived. The 4-3-4 trajectory for planning
the movement of robot joints in smoothing is designed for the walking finished
by the biped joint movement. Once the joint trajectories of the biped robot are
solved, the motion energy including kinetic and potential energy can be calcu-
lated. The walking of the biped robot manipulated by 2, 4 and 6 DoFs, respec-
tively, is also included. The study provides the mechanical design of biped
robots in the future.

Keywords: Biped Robot; Walking Pattern; Degree of Freedoms; Motion
Energy.

1 Introduction

It is interested for a bipedal robot manipulated by different Degree of Freedoms
(DoFs) to spend how much motion energy. It is concerned with mechanical design,
and DoFs used for walking and planning. The effectiveness of motion energy deter-
mines the walking period of a biped robot in individually executing a task. It is impor-
tant for biped robots in the further developments.

The walking of biped robots includes the basic works such as single support phase,
double support phase, Center Of Gravity (COG), Zero Moment Point (ZMP), and so
on. The planning of a swing leg put on an appropriate location is the basic work of
biped walking. For biped walking like human, Harada et al. proposed the analytical
method for real-time planning [1]. Based on the trajectories of previous planning, the
accident event leads modified trajectories built by the biped robot ZMP and COG.
Asano et al. proposed the idea of the walking patterns produced by dynamic [2]. From
the point of view in mechanical systems, energy change concerns with varying COG.
This point of view formulates walking patterns into partial differential equations

* This research was partly supported by National Science Council, Taiwan, Rep. of China under
grant NSC 95-2213-E-327-015.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 112 2009.
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solved for the planning of biped robot. Agrawal designed the new motion control of
biped walking in planar [3]. The biped dynamics approximated to linear system de-
sign legs as individual inertial matrices according to COG. The nonlinear terms in-
cluding centrifugal and coriolis force is ignored. Its dynamics become linear and easy
to been controlled. Shih designed the biped robot for going up and down stair [4]. The
designed walking patterns based on kinematics, dynamics and impact factors are
supported by tough sole providing friction force enough. In special, the torso balance
is performed by a slid literal body. Huang designed reflective control for the planned
walking patterns [5, 6]. According to the constraints of actuators, joint torque and
velocity, planning trajectories stabilizes the biped robot in sequent walking. The plan-
ning trajectories include soles and waist.

In hits paper, the walking motion energy of the biped robot manipulated by differ-
ent DoFs is studied. It is surprised that the biped robot manipulated by two DoFs is
unsmooth walking like a constrained action, but spends less motion energy.

The rest of this paper is organized as follows. The section 2 presents the design and
model of a biped robot used to study the motion energy influenced by the manipula-
tion of DoFs. In section 3, the strategy for the planning of continuous joint trajectory
is proposed. In section 4, the inverse kinematics of the biped robot designed for this
research is solved. Section 5 discusses the idea of the biped robot manipulated by
different DoFs. In section 6, the motion energy of the biped robot is formulated. The
simulation for calculating the motion energy in different DoFs is also included.
Finally, Section 7 is conclusion.

2 Design and Model of a Biped Robot

Fig. 1 is the mechanical diagram of the designed of the biped robot. As shown in Fig. 1,
the joint coordinate is also defined. It consists of twelve links including thigh, calf, knee
and ankle. The biped robot consisted of twelve joints to connect its links. The biped
robot is thus twelve DoFs. Table 1 shows the specification of the biped robot. This
Table also depicts a virtual torso. Length 100 mm, weight 3 Kg, inertia torque 0.02
Kgm?2. The virtual torso lets the study of the biped motion energy much real.

The coordinate system of every joint of the biped robot is defined based on D-H
rule. According to the coordinate system and the link parameters, the forward kine-
matics of the biped robot can be derived. The forward kinematics can solve the pose
(the position and orientation of every link) of the biped robot from joint angles.

Table 1. The parameters of the biped robot

Link 1,12 2,11 3,10 4,9 5,8 6,7
X=30 Y=20

Length (mm) 705 7=25 72130 7=85 7Z=40 7=30

Weight (kg) 0.8 0.5 1.5 1 0.7 0.6

Inertia(kgm?) 0.005 0.003 0.01 0.006 0.0047 0.004
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Yis Vi Xy
Left Leg Right Leg

Fig. 1. The mechanical diagram and joint coordinate system of the designed biped robot

Fig. 2. The biped robot in right support phase

In right support phase, the pose of the biped robot can be figured out by its forward
kinematics. The derived forward kinematics calculates every link position and orien-
tation of the biped robot in right support phase as shown in Fig. 2. Fig. 2 also demon-
strates that the derived kinematics is correct. Since the biped robot is symmetric, the
pose of left support can be obtained as well.
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3 Trajectory Planning of the Biped Robot

Continuity in time is the basic need of trajectory planning of biped robots. There are
many polynomials used for the trajectory planning such as three cubic, five cubic, and
4-3-4, etc. In this study, the 4-3-4 polynomial for the trajectory planning of the biped
robot is proposed. The 4-3-4 polynomial has three functions of time as follows

h(t)=a,t* +aut® +a,t’ +a,t+ay, (1)

3 2
hz(t)=a23t +a,,t” +a,t+a,, 2)
hy(t)=a, ' +a,"+a,,t>+a,t+a, 3)

The three polynomials pass four locations of joint angles. Let the four locations be
(to, B0, (11, 1), (t2, ©5), and (t;, Oy), the initial angular velocity and acceleration are ay,
and oy, respectively, and the final angular velocity and acceleration are @ and o,
respectively. In total, the three polynomials need fourteen boundary conditions.
In addition to the above eight conditions, the rest six conditions is the constraints of
the polynomials continuous at lift-up location 0; and set-down location 6,. A numeri-
cal example as 6, = 0°, 6; = 20°, 6, = 75°, 6; =90°, 0y =0, 0, =0, =0, and oz =0
between the time step to =0, t; =2, t, =7, t; = 10 is shown in Fig. 3.

4-3-4 Joint Trajectory

Fig. 3. The position, velocity and acceleration of the 4-3-4 trajectory

It is not enough to just use one 4-3-4 polynomial for a smooth joint trajectory of
the biped robot. Every one of joint trajectory consists of two 4-3-4 polynomials. Tow
4-3-4 polynomials have seven interpolating points to assign the joint angles. The
previous four points consist of the first polynomial, and the posterior four points
consist of the second polynomial.

Let the seven locations be (ty, 6), (t;, 6)), (tz, 6,), (t3, 03), (t4, 04), (ts5, O5), and (t; 6;).
And the velocity and acceleration we can assign are @y, @, @, O, Oy, and 0. A numeri-
cal example as 6, = 0°, 8; =20°, 6, = 75°, 6; = 80°, 0, = 60°, 85 = 15°, 0, = 0°, 0y =0, 0y =
0,0,=0,0,=0,0,=0,00=0,t;, =1, t,=2,t3 =3, t, =4, t; = 5, and t; = 6 is shown in
Fig. 4. The biped robot makes use of the trajectory to build its walking patterns.
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Two 4-3-4 Joint Trajectary

Fig. 4. The trajectory of two 4-3-4 polynomials

4 The Inverse Kinematics of the Joint Trajectories for
Appropriate Pose

Exactly the joint trajectories are solved by inverse kinematics. In this section, the
inverse kinematics of the biped robot is thus derived.

B

a2
&

Support leg Swing Leg

Fig. 5. The concern joints of the biped robot in right support phase

There are twelve joints in the biped robot. In sagittal plane, only six joints concern
with the move of the biped robot. Fig. 5 shows the biped robot during the right sup-
port phase in sagittal plane. As Shown in Fig. 5, the joints concerned with the biped
robot in sagittal plane are of 02, 6, 6s, 05, 610 and 0.1

If the trajectory planning of the biped robot joints only makes use of two points
under the soles of the support leg and the swing leg, respectively, it is possible to have
has unreasonable waist that results in inclined torso. Inclined torso makes the control
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problem of the biped robot more difficult. One reasonable solution for the joint trajec-
tories of the biped robot is the inverse kinematics separated by three parts that the
support leg is fixed at a point, the swing leg moves on a planning trajectory, and the
waist follows a planning trajectory. Therefore, three points solve the joint angles with
the inverse kinematics in every time step.

Solving the inverse kinematics can be separated into two pats:

I. From support leg to Waist:

(1) 0 (2) (5) 00 -1 XW
|01 0 0| jo1 0 o0 A
J‘(ﬂ 0 (4 )] |1 0 0 z, @)
0 0 0 1 00 O 1
II. From waist to swing leg:
7 o ) @] [t o 0 x,
i 0 1 0 100| |0 1 O 100 5
710 o (10) (12)] [0 0 1 2z, )
0o 0 O 1 00 0 1
Finally, the Egs. (4) and (5) can solve the inverse kinematics as follows:
92=Atan2(s%2):Atan2( ) ,2NP1W (6)
{ 2(M2+N2)
_ S _ (C,0-S,R)
6’3—Atan2( %J—AtanZ( 2 2 (SZQ+C2R)) (7)

N =S
05 = AtanZ( %5) = Atan2( 3 CB) ®)

‘9*:/“““2(%]:’“‘“"2(i =) v = WU 0 (€
[ v +v?) }
s, _ C,L-S,K
CRLICE (70 SEICE L/ (o) (10)

— N _ -S
6, —AtanZ( %“)—AtanZ( 8%310) a1

Egs. (6) — (11) are the inverse kinematics of the biped robot in right support phase.
Since the structure of the biped robot is symmetric, the inverse kinematics of left
support phase can be easily derived from that of right support phase.
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5 Planning of the Walking Patterns in Distinct DOF's

In the study, the motion energy of the biped robot manipulated by different DoFs is
analyzed and compared. The comparison includes the motion energy of two, four and
six DoFs.

In the study, the planning of the biped robot walking includes three types: two, four
and six DoFs. The manipulation of two DoFs makes use of both support leg’s ankle
and swing leg’s thigh. As shown in Fig. 6, the biped robot manipulated by two DoFs
does not have knee. The biped robot manipulated by the ankle and knee of support leg
and the thigh and knee of swing leg is of four DoFs as shown in Fig. 7. As shown in
Fig. 8, six DoFs include the ankle, knee and thigh of both support and swing leg. The
manipulation of the biped robot DoFs is related to the structure of its mechanism. This
study provides the idea to design the mechanism of a biped robot.

The manipulation of two DoFs is the simplest walking of the biped robot. The
ankle supports the robot, and the thigh swing the leg for a walking stride. However,
this manipulation limits the walking type of the biped robot.

Support Leg  Swing Leg

Fig. 6. The manipulation of the biped robot in two DoFs

Support Leg  Swing Leg

Fig. 7. The manipulation of the biped robot in four DoFs
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Support Leg  Swing Leg

Fig. 8. The manipulation of the biped robot in six DoFs

The 2-DoFs manipulation operates joint (6,) and Joint 5 (8g) as the biped in right
support phase, and operates joint 11 (8;;) and joint 5 (85). Besides, the rest joints of
the biped robot are fixed. Suppose a stride of the 2-DOFs manipulation is 270 mm.
Let the set points of 0, be 0°, 0°, 0°, 0°, -1°, -5°, -12°, and those of 05 be 30°, 20°, 10°,
0°, -10°, -20°, -30° as the biped in right support phase, and those of 65 be 30°, 20°,
10°, 0°, -10°, -20°, -30°, and those of 6, be 0°, 0°, 0°, 0°, -1°, -5°, -12° in left support
phase. The two 4-3-4 polynomials and forward kinematics can be used to calculate
the soles of both right and left legs as shown in Fig. 9.

Position of the foot

— Theright foot
— The left foot

“200 50 100 50 [ 50 100 150 200 250
X

Fig. 9. The trajectories of both right and left soles as manipulating the biped robot in two DoFs

Adding the operation of knee in the 2-DoFs manipulation is four DoFs. Thus, 0,,
0;, 63 and 0,y are operated in right support phase, but 0;, 65, 0,y and 0;, are operated
in left support phase.

Suppose a stride of the 4-DoFs manipulation is 300 mm. Let the set points be 8, =
5°,0°,0°, 0°, -5°, -12°, -24°, B; = 25°, 10°, 0°, 0°, 0°, 10°, 30°, O3 = -15°, -5°, 8°, 15°,
20°, 25°, 25°, 0,9 = -40°, -40°, -40°, -40°, -35°, -30°, -10° in right support phase, and
be 0; = 40°, 40°, 40°, 40°, 35°, 30°, 10°, 65 = 15°, 5°, -8°, -15°, -20°, -25°, -25°, 0;g =
-25°, -10°, 0°, 0°, 0°, -10°, -30°, 6,; = -50°, 0°, 0°, 0°, 5°, 12°, 24°, in left support
phase. Then, the twp 4-3-4 polynomials and forward kinematics can be used to draw
out the trajectories of both right and left soles as shown in Fig. 10.
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Position of the foot

— The rightfoot
— The left foot

Fig. 10. The trajectories of both right and left soles as manipulating the biped robot in four
DoFs

The 6-DoFs manipulation like the style of human walking is most easy planning in
biped robot walking. Suppose a stride of the 6-DoFs manipulation is 330 mm. Let the
set points of concerned joints be 6, = 26.5°, 18°, 0°, 0°, 0°, -15°, -30°, 6; = 10°, 7°, 0°,
0°, 0°, 25°, 40°, 85 = -36.5°, -20°, 0°, 0°, 0°, -7°, -10°, Bg = 10°, 10°, 15°, 20°, 25°,
30°, 36.5°, 0;9 =-40°, -40°, -35°, -30°, -25°, -15°, -10°, 6,; = 30°, 30°, 25°, 20°, 10°, -
15°, -26.5° in right support phase, and 6, = -30°, -30°, -25°, -20°, -10°, 15°, 26.5°, 6,
=40°, 40°, 35°, 30°, 25°, 15°, 10°, 85 = -10°, -10°, -15°, -20°, -25°, -30°, -36.5°, 63 =
36.5°, 20°, 0°, 0°, 0°, 7°, 10°, 6,y = -10°, -7°, 0°, 0°, 0°, -30°, -40°, 6,, = -26.5°, -18°,
0°, 0°, 0°, 15°, 30° in left support phase. Then, the twp 4-3-4 polynomials and for-
ward kinematics can be used to draw out the trajectories of both right and left soles as
shown in Fig. 11.

Position of the foot

25 — The right foot
— The left foot
2 1
15
N 10|
5
0
300 200 -100 100 200 300

o
X

Fig. 11. The trajectories of both right and left soles as manipulating the biped robot in six DoFs

6 Analysis of the Motion Energy of the Biped Robot

The biped robot spends motion energy as maneuvering. It is well-known that the
motion energy often involves kinetic and potential energy. The kinetic and potential
energy, the spending of the biped robot, can be accumulated according to its parame-
ters as shown in Table 1. The following first defines the kinetic and potential energy.



A Study on the Motion Energy of Biped Robot Walking on Different Postures 121

Kinetic energy is defined as

1 1
K=—m’+—Ia’ (12)
2 2
It is consisted of the kinetics of each link as follows
K o=dm (2 422)+ 1167 (13)
2 2
Hence, the total kinetics is
K=Y K =T m(it+2 )+ L2116 (14)
I xx - Ixy - Ixz
where the inmertia matrix is ;_|_; I _J - ﬂ(ﬁ + h2) ,
xy yy yz o 3
- Ixz - Iyz Izz

vz

1, =%(w2 1), 1 ) £y =Tl 1 =" 1, =T

In addition, the potential energy is defined as
P =mgh (15)
It is composed by the potential energy of each link as follows
b =mzg (16)

Hence, the total potential energy is

P=>P=>mzg 17)
The force equation is
F=mg+ma+Io (18)
The force of each link and joint is
F=mg+m (¥ +%)+10, (19)
Hence, the total force is

F=YF=>mg+Y m(%+%)+>.186 (20)

Suppose the swing leg moves from (x, z) = (-190mm, 58mm) to (120mm, Omm). A
stride of the biped robot is thus 310 mm. The manipulation of three different DoFs
results in different trajectories of the swing leg’s soles as shown in Fig. 12. In addition,
the waist trajectories is drawn as shown in Fig. 13. The motion energy of the biped
robot manipulated by the three DoFs is calculated according to these trajectories.
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Position of the foot
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Fig. 12. The trajectories of soles as the biped robot manipulated by different DoFs

Position of the waist
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Fig. 13. The trajectories of waists as the biped robot manipulated by different DoFs

As shown in Fig. 12, the 6-DoFs manipulation achieves the smooth trajectory of the
swing leg, but the longest trajectory of the waist as shown in Fig. 13. However, in
contrast with the waist trajectories of two and four DoFs, that of six DoFs stays lower
level. The lower waist trajectory often performs the larger regions of walking stability.

Fig. 14 compares the angle, angular velocity and angular acceleration of the waist
joint as the manipulation of different DoFs. As shown in Fig. 14, the three trajectories
is almost consistent, but the trajectory of 6-DoFs manipulation is following the traces
between those of 2-DoFs and 4-DoFs manipulation. i. e. The trajectory of 6-DoFs is
not too slow and not too fast.

Finally, the motion energy of the biped robot manipulated by the three DoFs is
compared. First, the kinetic energy is compared in Fig. 15. Fig. 15 shows the trajecto-
ries of the kinetics and force changed with respect to time. As shown in Fig. 15, it is
amazing that the 2-DoFs manipulation almost spends the least energy except the
swing leg in the period on ground. In the comparison of total spending kinetics, the
manipulation of two, four and six DoFs are 0.0713 (J), 0.0735 (J), and 0.0771 (J),
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Angles Angle itye Angle i j y of the waist

) 05 1 15
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Fig. 14. The angle, angular velocity and angular acceleration of the waist of different DoFs

Total Kinetic energy

Fig. 16. The potential trajectories of different DoFs
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respectively. It is obvious that two DoFs is of the least spending. Then the potential
energy is compared in Fig. 16. Fig. 16 shows the trajectories of potential energy
changed with respect to time. As shown in Fig. 16, there is no obvious difference of
the three different DoFs, but as comparing with the change range of potential energy,
the 6-DoFs manipulation is the largest one. As comparing the different potential
between initial and final locations, the manipulation of two, four and six DoFs is -
2.1923 (J), -2.1927 (J) and -2.1921 (J), respectively. They are almost consistent,
because their initial and final locations are the same. In summary, the 2-DoFs manipu-
lation spends the least kinetic energy because of the simplest structure. But the sim-
plest structure makes unsmooth motion. Four and six DoFs let the manipulation be
smooth, but spend much kinetic energy, and make the operation more complicated.

7 Conclusion and Further Development

It is interested to study the difference of a biped robot manipulated by different DoFs.
In this study the analysis and comparison aim at the point of view form motion
energy. It is amazing for the study results of the biped robot manipulated by two, four
and six DoFs, respectively. Even if the 6-DoFs manipulation performs smooth trajec-
tory, the spending of kinetic energy is the largest one. The 2-DoFs manipulation
achieves the constrained walking, the spending of motion energy is the smallest one.
In addition to the smallest motion energy, 2-DoFs biped robots possess the advantages
of simple structure and easy control. It is great hopeful for the development of 2-DoFs
biped robots in the future.

Biped robots are the integration research including mechanism design, motor con-
trol, sensing fusion, and so on. It is worthful to study from the infrastructure to
advance of the biped robot development,
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Abstract. This paper proposes a footstep planning algorithm based on univec-
tor field method optimized by evolutionary programming for humanoid robot to
arrive at a target point in a dynamic environment. The univector field method is
employed to determine the moving direction of the humanoid robot at every foot-
step. Modifiable walking pattern generator, extending the conventional 3D-LIPM
method by allowing the ZMP variation while in single support phase, is utilized
to generate every joint trajectory of a robot satisfying the planned footstep. The
proposed algorithm enables the humanoid robot not only to avoid either static
or moving obstacles but also step over static obstacles. The performance of the
proposed algorithm is demonstrated by computer simulations using a modeled
small-sized humanoid robot HanSaRam (HSR)-VIII.

Keywords: Footstep planning, univector field method, evolutionary program-
ming, humanoid robot, modifiable walking pattern generator.

1 Introduction

These days research on a humanoid robot has made rapid progress for dexterous mo-
tions with the hardware development. Various humanoid robots have demonstrated sta-
ble walking with control schemes [[1]-[5]. Considering the future of the humanoid robot
as a service robot, research on navigation in indoor environments such as homes and
offices with obstacles is now needed.

In indoor environments, most of research on navigation has been carried out for dif-
ferential drive mobile robots. The navigation method of the mobile robots is categorized
into separated navigation and unified navigation. The separated navigation method, such
as structural navigation and deliberative navigation, separates path planning and path
following as two isolated tasks. In the path planning step, a path generation algorithm is
developed which connects the staring point with the end point without crossing the ob-
stacles. To find the shortest path many searching algorithms such as A* algorithm and
dynamic programming have been applied [6]. On the other hand, in unified navigation
method such as the artificial potential field method [[7], [8]], the path planning step and
the path following step are unified in one task.

In the navigation research, differential drive mobile robots make a detour to avoid
obstacles to arrive at a goal position. On the other hand, humanoid robots are able to
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traverse obstacles by their legs. When they move around in an environment, positions of
their footprints are important as there are obstacles. Thus, the study of footstep planning
for humanoid robots is an important research issue.

As research on footstep planning, algorithm obtaining information of obstacle’s
shape and location by sensors was presented [9]. Through obtained information, a robot
determines its step length which is predefined as three type step lengths and its motion
such as circumventing, stepping over or stepping on obstacles. Also, an algorithm find-
ing alternative path employing A* by heuristic cost function was developed [[10]]. Stable
region of robot’s footprints is predetermined and then a few of placements of them are
selected as a discrete set. This algorithm checks collision between a robot and obstacles
by 2D polygon intersection test. Human-like strategy for footstep planning was also
presented [L1].

In this paper, a footstep planning algorithm based on the univector field method for
humanoid robot is proposed. The univector field method is one of the unified naviga-
tion methods, which is designed for fast differential drive mobile robots to enhance
performances. Using this method, robot can navigate rapidly to the desired position and
orientation without oscillations and unwanted inefficient motions [12], [[13]]. The foot-
step planning algorithm determines moving direction of a humanoid robot in real time
and has low computing cost by employing the univector field method. Besides, it is able
to modify foot placement depending on obstacle’s position. Inputting the moving direc-
tion and step length of a robot at every footstep to modifiable walking pattern generator
[[14], every joint trajectory is generated. The proposed algorithm generates an evolution-
ary optimized path by evolutionary programming (EP) considering hardware limit of a
robot and makes a robot arrive at a goal with desired direction. Computer simulations
are carried out by a model of HanSaRam (HSR)-VIII which is a small-sized humanoid
robot developed in Robot Intelligence Technology (RIT) Lab, KAIST.

The rest of the paper is organized as follows: Section [2] describes an overview of
univector field method and Section 3 explains MWPG. In Section[d]a footstep planning
algorithm is proposed. Computer simulation results are presented in Section |3l Finally
concluding remarks follow in Section 6]

2 Univector Field Method

The univector field method is one of path planning methods developed for a differential
drive mobile robot. The univector field consists of move-to-goal univector field which
leads a robot to move to a destination and avoid-obstacle univector field which makes
a robot avoid obstacles. Its moving direction is decided by combining move-to-goal
univector field and avoid-obstacle univector field. The univector field method requires
relatively low computing power because it does not generate a whole path from a start
point to a destination before moving, but generates a moving direction decided at every
step in real time. In addition, it is easy to plan a path in a dynamic environment with
moving obstacles. Thus, this method of path planning is adopted and extended for a
humanoid robot.
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2.1 Move-to-Goal Univector Field

The move-to-goal univector field is defined as

Vmuf - [_ Cos(emuf) - Sin(emuf)]Ta (l)

where

~1,Px—8

Oy = cos™ (7 "), dgour = \/(px — &)+ (py— &)
goal

0,1 1s the angle from x-axis of the goal at robot’s position, d,, is the distance between

the center of a goal and robot’s position, and (py, py) and (gx, gy) are the robot’s position

and the goal position, respectively.

2.2 Avoid-Obstacle Univector Field

The avoid-obstacle univector field is defined as
Vauf = [c08(Oaur) sin(Buus)]” (2)

where

_ — 0.
by =cos” (7~ ™).dop =/ (pe= 02 + (py=01)?

0.,y is the angle from x-axis of an obstacle at robot’s position, d, is the distance be-
tween the center of an obstacle and robot’s position and (oy,0y) is the position of an
obstacle.

Total univector field is determined by properly combining the move-to-goal univec-
tor field and the avoid-obstacle univector field. Total univector vy, s is defined as

Viuf = Winuf Viuf + WaufVauf (3)

where wy,, s and wy, s represent the scale factor of the move-to-goal univector field and
the avoid-obstacle univector field, respectively.

3 Modifiable Walking Pattern Generator

The modifiable walking pattern generator (MWPG) extended the conventional 3D-
LIPM method by allowing the ZMP variation while in single support phase. In the
conventional 3D-LIPM without the ZMP variation, only the homogeneous solutions of
the 3D-LIPM dynamic equation were considered. However, considering the particular
solutions, more extensive and unrestricted walking patterns could be generated by al-
lowing the ZMP variation. The solutions with both homogeneous and particular parts
are as follows:

Sagittal motion:

|: Xf ] _ |:CT ST] [ Xi ]_ 1 l:fOTStﬁ(l‘)dt] 4)
VT, St Cr | |\vile|  T.| [y Gp(t)dr]’
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Lateral motion:

[ Y ] _ {CT ST] [ Vi ]_ 1 {foTSzﬁ(f)df] (5)

wel. | | St Cr | |wiT: T. fOT Cp(t)dt |’

where (x;,v;)/(xr,vs) and (yi,w;)/(ys,wy) represent initial/final position and veloc-
ity of the CM in the sagittal and lateral plane, respectively. S; and C; are defined as
cosh(t/T,) and sinh(t/T,) with time constant 7, = \/Z/g. The functions p(t) and g(r)
are ZMP trajectories for the sagittal and lateral planes, respectively. p(¢) = p(T —t) and
g(t) = q(T —t). Through the variation of the ZMP, the walking state (WS), which is the
state of the point mass in the 3D-LIPM represented in terms of CM position and linear
velocity can be moved to the desired WS in the region of possible trajectories expanded
by applying the particular solutions. By means of the MWPG, a humanoid robot can

change both sagittal and lateral step lengths, rotation angle of ankles and the period of
the walking pattern [14].

4 Footstep Planning Algorithm

In this section, a footstep planning algorithm for a humanoid robot is described. It de-
cides moving orientation at every footstep by univector field navigation method. Using
the determined orientations, it calculates exact foot placement. Subsequently, by in-
putting the moving direction and step length of a robot at every footstep by proposed
footstep planning algorithm to MWPG, every joint trajectory is generated to satisfy the
planned footstep.

4.1 Path Planning

To apply univector field method to the path generation of a humanoid robot, the fol-
lowing three issues are considered. To generate a natural and effective path, obstacle’s
boundary and virtual obstacle [15] are introduced to the avoid-obstacle univector field
considering the obstacle’s size and movement, respectively. Also, a hyperbolic spiral
univector field is developed as a move-to-goal univector field in order to reach a desti-
nation with a desired orientation [[13]].

Boundary of Avoid-Obstacle Univector Field. The repulsive univector field by ob-
stacles is not generated at every position but generated in a restricted range by applying
a boundary to the avoid-obstacle univector field. Also, the more the robot’s position
becomes distant from the center of an obstacle, the more the magnitude of the repulsive
univector field decreases linearly. Consequently, a robot is not influenced the repulsive
univector field at the region which is away from the boundary of obstacles. Considering
this boundary effect, the avoid-obstacle univector v, s is defined as

Vaus = kp[cos(BOuur) sin(BWf)}T (6)
where
ky — Apoun — (dob - Osize)
b=
dboun

b



Footstep Planning Based on Univector Field Method for Humanoid Robot 129

0Osize 18 the obstacle’s radius, dp,,, is the size of boundary and k;, is a scale factor. By
introducing the boundary into the avoid-obstacle univector field, an effective path is
generated.

Virtual Obstacle. The virtual obstacle is defined by introducing a shifting vector to
the center position of a real obstacle, where the direction of shifting vector is opposed
to the robots moving direction and the magnitude is proportional to the robots moving
velocity. Then, the position of the center of the virtual obstacle is obtained as

[Oy(irtual O;irtuul]T _ [O;eal reul} + S, (7)

- - kv Vrobor s

where (o}l o¥irual) js the virtual obstacle’s position, (0{!,0}%) is the real obsta-
cle’s position, s is the shifting vector, k, is the scale factor of the virtual obstacle and
Vyobor 18 the robot’s velocity vector. When calculating the avoid-obstacle univector, the
virtual obstacle’s positions are used instead of the real obstacles. By introducing the
virtual obstacle, a robot can avoid obstacles more safely and smoothly by a generated
path at every step.

Hyperbolic Spiral Univector Field. The move-to-goal univector field is designed by
the hyperbolic spiral for a robot to get to a target point with a desired orientation. The
hyperbolic spiral univector field vy, is defined as

Viug = [cos(@y) sin(¢y)]", ®)

where ik
5 0+7(2- %) ifp>de
"Tlex5y/h ifo<p<d,’

6 is the angle from x-axis of the goal at robot’s position. The notation + represents
the direction of movement, where + is when a robot moves clockwise and - counter
clockwise. k, is an adjustable parameter. If k, becomes larger, the maximal value of
curvature derivative decreases and the contour of the spiral becomes smoother. p is
the distance between the center of the destination and robot’s position d, is predefined
radius that decides the size of the spiral.

By designing a move-to-goal univector field with hyperbolic spiral, a robot can arrive
at a destination with any orientation angle. In this paper, in order to obtain the desired
posture at a target position, two hyperbolic spiral univector fields are combined. The
move-to-goal univector field is defined as

Oup+ 22— Yl y i ph > g,

pup‘;kr i
Omuf = Oaown — 5(2— pd;;+rkr) if p;’ < —gsize > 9
0, otherwise

with

\/P y guze) Pdown = \/17 Py +d.+ gxize)27
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h h
1, P _de_gxie 1, P +de+gxie
eup:tan 1( Y h : )+9dir7 edown:tan 1( Y h ) )+9dir7
Px Px
Ph - MrotMtrunspa
10 —8x COS(_edir) _Sin(_edir) 0
Mians = |01 —gy |, My = sin(—6y;) cos(—6g;r) O |,
001 0 01

T T
p=[p.py 1] 0 =[PPt 1],
where gyiz. is the radius of the goal region and 6, is the desired arrival angle at a target.

By using the move-to-goal univector field which is composed of the hyperbolic spiral
univector fields, a robot can arrives at a goal with any arrival angles.

4.2 Footstep Planning

While a humanoid robot moves towards a destination, there is a situation when it has to
step over an obstacle if it is not too high. This is the main difference from the path plan-
ning for a differential drive mobile robot, as it tries to find a detour route to circumvent
obstacles instead of stepping over them. In this section, a footstep planning algorithm
is proposed, which enables a robot to traverse over the obstacles effectively.

It is very natural and efficient way that a robot steps over them instead of detouring,
if its moving direction is maintained. The proposed algorithm enables a robot step over
the obstacles with minimal step length while maintaining its moving direction. It is

e

y [em]

CM Trajectory CM Trajectory
0 0 I
D —Foot D —Foot
—Obstacle —Obstacle
-10 = Goal -10) = Goal
0 10 20 30 40 50 60 0 10 20 30 40 50 60
[cm] x [em]

10| CM Trajectory| 10 CM Trajectory|
—Foot —Foot

—Obstacle —Obstacle

= Goal = Goal

y [em]

0 10 20 40 50 60 0 10 20 40 50 60

30 30
X [cm] x [em]

© (d

Fig. 1. Stepping over an obstacle. (a) Left leg is supporting leg without additional step (b) Left
leg is supporting leg with additional step (c) Right leg is supporting leg without additional step
(d) Right leg is supporting leg with additional step.
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Fig. 2. Stepping over an obstacle when an obstacle is in front of one leg

assumed that the shape of obstacles is a rectangle with narrow width and long length as
shown in Fig.[T

The forward and backward step length from a supporting leg of a humanoid robot
are restricted because of hardware limitation. If an obstacle is wider in width than the
maximum step length of a humanoid robot, it is not able to step over an obstacle. Thus,
a humanoid robot has to step over an obstacle with the shortest possible step length in
order to step over the widest possible obstacle. The step length of a humanoid robot
is determined by which leg is a supporting leg when it steps over an obstacle. As the
proposed algorithm considers these facts, it enables a robot to step over obstacles with
the shortest step length. Fig. [Tl shows the footprints to step over an obstacle using this
algorithm. Fig. [I(a)] and Fig. [I(d)] are situations when a left foot comes close to the
obstacle earlier than a right foot and Fig. and Fig. are situations when a right
foot approaches the obstacle closely than the other one. In case of Fig. and
the left leg is appropriate as a supporting leg for the minimum step length. On the other
hand, the right leg is appropriate as a supporting leg in Fig. and[I(d)] Therefore, in
order to make a left leg as a supporting leg in Fig.[I(b) and a right leg as a supporting
leg in Fig. one more step is needed before stepping over the obstacle, while such
an additional step is not needed in Fig. and

There is a situation when an obstacle is only in front of one leg such that the other
leg can be placed without considering the obstacle. The proposed algorithm deals with
this situation such that it can step over the obstacle effectively like a human being.
Fig. 2l shows the footprints of a robot in this case.

4.3 Parameter Optimization by Evolution Programming

A humanoid robot has the constraint of change in rotation of legs on account of the
hardware limitation. Hence, when planning footsteps for a biped robot by the proposed
algorithm, the maximum change in rotation of legs has to be assigned. In this algorithm,
there are seven parameters to be assigned such as k, in the virtual obstacle, dp,,, in the
avoid-obstacle univector field, de, &, gsize in the move-to-goal univector field and wy,, f,
Way in composition of the move-to-goal univector field and the avoid-obstacle univec-
tor field, respectively. A robot can arrive at a goal with the change in rotation of legs
within constraints by selecting appropriate values of parameters mentioned above. Also
to generate the most effective path, EP is employed to choose the values of parameters.
The fitness function in EP is designed considering the followings:
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e A robot should arrive at a destination with a minimum position error.

o The facing direction of a robot at a destination should be the desired one.

e A robot should not collide with obstacles.

e The change in rotation of legs should not exceed the constraint value.
Consequently, the fitness function is defined as

f = - (kaerr + kq ‘ eerr ‘ +kcolNcol + kconsthonst) (10)

where N¢ops 18 the number of constraint violations of change in rotation of legs, N, is
the number of obstacle collisions of the robot, 6,,, is the difference between the desired
orientation and the orientation of a robot at a goal, P,;, is the position error at a goal and
keonstskeot kg, kp are constants.

5 Simulation Results

HSR-VIII (Fig. is a small-sized humanoid robot that has been continuously under-
going redesign and development in RIT Lab, KAIST since 2,000. Its height and weight
are 52.8 cm and 5.5 kg, respectively. It has 26 DOFs which consists of 12 DC motors
with harmonic drives for reduction gears in the lower body and 14 RC servo motors in
the upper body. HSR-VIII was modeled by Webot which is the 3D mobile robotics sim-
ulation software [[16]]. Simulations were carried out with Webot of the HSR-VIII model
by applying the proposed footstep planning algorithm.

Through the simulation, seven parameters in the algorithm were optimized by EP.
Maximum rotating angle of the robot’s ankles was selected heuristically as 40°. After
100 generations, the parameters were optimized as k,=1.94, dp,,,=20.09, d,=30.04,
kr=0.99, g4i2e=0.94, Wy, r=1.96, wy, r=1.46.

Fig. shows the sequence of robot’s footsteps as a 2D simulation result, where
there were ten obstacles of three different kinds such as five static circular obstacles

y [em]

6 50 1 60 1 éo 260
(a) (b)

Fig. 3. (a) HSR-VIIL (b) Sequence of footsteps in the environment with ten obstacles of three
different kinds.
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Fig. 4. Snap shots of 3D simulation result by Webot in the environment with ten obstacles of three
different kinds. (A goal is a circle in the right bottom corner.)

and two moving circular obstacles and three static rectangular obstacles with a height
of 1.0 cm. The desired angle at a destination was fixed at 90° from x-axis. As shown
in the figure, by the proposed algorithm the robot moves from a start point to a target
goal in the right bottom corner, while avoiding static and moving circular obstacles and
stepping over static rectangular ones by adjusting its step length. In addition, the robot
faces the desired orientation at the goal. Fig.[5lshows the 3D simulation result by Webot,
where the environment is the same as that used in the 2D simulation. Similar result was
obtained as in Fig. In particular, in third and sixth snapshots of the Fig. 10, it can
be seen that the robot makes a turn before colliding with the moving circular obstacles
predicting their movement.

6 Conclusion

The real-time footstep planning algorithm was proposed for a humanoid robot to travel
to a destination avoiding and stepping over obstacles. The univector field method was
adopted to determine the heading direction and using the determined orientations, exact
foot placement was calculated. The proposed algorithm generated the efficient path by
applying a boundary to the avoid-obstacle univector field and introducing the virtual
obstacle concept. Furthermore, it enables a robot to get to a destination with a desired
orientation by employing the hyperbolic spiral univector field. The proposed algorithm
made a robot possible to step over an obstacle with minimal step length maintaining its
heading orientation. It also considered the situation when an obstacle is in front of only
one leg. In this case, it steps over the obstacle while placing the other leg properly as a
supporting one. The effectiveness of the algorithm was demonstrated by computer sim-
ulations in dynamic environment. As a further work, experiments with a real small-sized
humanoid robot HSR-VIII will be carried out using a global camera to demonstrate the
applicability of the proposed algorithm.
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Abstract. Actuators and gear trains of most biped humanoid robots are
divergently allocated on the links of two legs. Disadvantages of such a
mechanical design are complicated wiring of power cord and sensing/ control
signal bundles and imprecise kinetics models of mixed link-and-actuator
structures. Based on these drawbacks, this paper proposes a tendon-driven
mechanism to develop a lower body structure of a full-size biped humanoid
robot. The actuators are compacted as an actuator module, and they are placed
at a distal site. A 12 degree-of-freedom mechanical structure is proposed with
100 cm in height and 45 kg in weight. The gait planning module is simulated
and evaluated using the Matlab software. At the same time, an ARM?7 based
controller is developed to automatically generate walking patterns as well as to
control the motors. Finally, a tendon-driven biped humanoid robot prototype is
realized for practical waling control in the future.

Keywords: tendon driven mechanism; gait planning; biped humanoid robots;
embedded controller.

1 Introduction

Biped humanoid robots are challenging research topics, especially for full size
humanoid robots. From the viewpoints of motion behaviors, biped humanoid robots
have similar motion patterns with humans; therefore, they are capable to walk on
uneven grounds. However, due to complicated mechanical structures and large
number of actuators, the control of biped robots is very difficult. The reasons are body
links and actuators of most of famous full size humanoid robots such as, Wabian [1],
Asimo [2] and HRP-4c [3], are coupling constructed, and the drawback of such
coupled designs are:

1. Coupled designs of body links and actuators results in impact on actuators
directly when the foot touches the ground. The vibrations of hard contact may
result in damaging the actuators as well as inducing instability of control systems.

2. Coupled designs of body links and actuators are more difficult to model the
center of gravity (COG) and zero point (ZMP) of robots. Such a situation
decreases the precision of dynamics modeling as well as increases the efforts of
developing walking control systems.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 135-[150] 2009.
© Springer-Verlag Berlin Heidelberg 2009
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3. Coupled designs of body links and actuators have to deal with complicated
wiring efforts on signals, controls and powers for a centralized control system. A
huge bundle of wires is not so feasible for creating a humanoid robot.

On the other hand, a tendon based actuation system is desired to drive a distal joint
using a set of tendon wires. Due to non-rigid connection between joints and actuators,
the configuration of mechanical structure represents more flexible solutions.
Therefore, this paper develops a full size humanoid robot using the tendon based
actuation system based on the following features:

1. Non-rigid connections between body and actuator reduce the impacts and
vibrations when the foot touches the ground.

2. Flexible configurations of distal joints may pack all actuators in a module unit so
that the wiring efforts for distal actuators can be reduced. At the same time, the
weight distributions of body links would be much simpler than coupled ones. The
packed actuator module unit may be regards as a unit mass to increase the COG
and ZMP calculations as well as to simplify the dynamics models of humanoid
robots.

3. Distal joint actuation systems may perform more nice-looking robot bodies.

In order to verify the proposed tendon based full size biped humanoid robot walking
platform, a 12 degree-of-freedom mechanical structure is designed using the
Pro/Engineer 3D computer aided design (CAD) software. The biped walking platform
is composed of lower body linkages of two legs and an actuator module unit
containing 12 motor actuators. To eliminate backlashes of motions, 6 harmonic drive
gear motors are used. In addition, 10 distal joints are actuated using tendon wires.
Two actuators are directed coupled at the hip joints. These two actuators also serve as
the interfaces of two legs and the actuator module unit.

The height of the robot structure is 100 cm in height and 45 kg in weight, where
the actuator module unit is 30 kg. Based on the tendon based actuation design, two
legs are constructed as 15 kg, and it can be more close to an ideal light weight leg
inverted pendulum system. In this manner, the constructions of walking control
system would be much simple.

On the other hand, the gait pattern planning [4] module is also constructed to
simulate the waling behavior using the Matlab. The simulated gait pattern data are
delivered to an ARM (advanced RSIC machine) 7 based gait motion controller. The
based gait motion controller is responsible of retrieving gait patterns as well as
controlling positions of motor actuators. Although the proposed tendon based
actuation design is a part of an ongoing project; however, a preliminary control
experiment of the robot is also briefly discussed.

Finally, this paper is organized as follows: section 2 introduces the mechanical
design of the tendon based full size biped humanoid robot walking platform; section 3
illustrates the kinematics of the proposed walking platform; section 4 describes the
gait pattern generation; section 5 presents the implementations and experiments; and
finally, the conclusions and future works are concluded in section 6.
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2 Mechanical Design

This paper proposed a tendon based full size biped humanoid robot walking platform.
This platform is developed based decoupling the actuators and body links to perform
previously mentioned features. The mechanical structure of the robot is designed
using the Pro/E commercial software. The Pro/E is a visualized 3D CAD tool. In this
section, the robot body structure and their realizations are illustrated in the following
subsections.

2.1 Robot Body Structure Design

In this paper, the tendon based full size biped humanoid robot is constructed as 12
degree of freedoms. There are 3 degree of freedoms desired for each hip joint; 1
degree of freedom desired for each knee joint; and 2 degree of freedoms desired for
each ankle joint, as shown in Fig. 1. The hip and ankle joints are designed as diagonal
configurations so that the motion behaviors would be similar with humans’ motions.

Left Leg

Fig. 1. Mechanical structure of the proposed biped walking platform

In this mechanical structure, 10 degree of freedoms of L2 to L6 and R8 to R12 are
distally actuated; and 2 degree of freedoms of L1 and R7 are directly actuated. It is
obvious that L1 and R7 serve as the interfaces of two legs and the actuator module
unit. Note that the actuator module unit is modeled as a unit mass. In addition to the
mechanical structure, the dimensions (in mm) of the robot body of front and lateral
views are also indicated in Fig. 2. Based on the dimension specification, the proposed
biped robot is 100 cm in height.
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Fig. 2. Front and lateral views of the robot body dimensions

2.2 Realization of Robot Body

Based on the structure and dimension specifications, the detailed CAD models of two
legs and an actuation module unit are designed. Due to decoupling design of actuators
and distal joints, the CAD models of two legs are quite simple except the design of
tendon pulleys. Detailed specifications of tendon slot width and depth, diameter of
tendon pulley, number encountered must be carefully dealt with to perform reliable
operations. The realizations of robot body can be categorized as “above knee (AK)
leg mechanism”, “below knee (BK) leg mechanism” and ““actuation module unit”.

The CAD of the AK leg mechanism is shown in Fig. 3. In this figure, a supporting
cubic is designed as the frames of two diagonal tendon pulleys to form the hip joint. In
order to increase the stability and to reduce the frication of rotations, bearing are also
configured. In addition, the interface for knee joint is also designed for connecting the
BK leg mechanism. Consequentially, these parts are fabricated and assembled
properly. Fig. 4 shows the photo of the hip module in an AK leg mechanism. Note that
the upper surface of the AK leg mechanism acts as the interface to directly connect the
actuators (L1 and R7 indicated in Fig. 1) to form a 3 degree of freedoms hip joint.

At the same time, the CAD of the knee part of a BK leg mechanism is shown in
Fig. 5. In this figure, a supporting cubic is designed as the frame of one set of tendon
pulleys to form the knee joint. In addition, the CAD of the ankle part of a BK leg
mechanism is shown in Fig. 6. In this figure, a supporting cubic is designed as the
frames of two diagonal tendon pulleys to form the ankle joint. Consequentially, these
parts are fabricated and assembled properly. Fig. 7 shows the photo of the knee
module in a BK leg mechanism. Meanwhile, Fig. 8 shows the photo of the ankle
module in a BK leg mechanism.
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2D Diagonal Hip Joint

Bearing \n

Thigh Body Links

Knee Joint

Fig. 3. AK leg mechanism design

Fig. 4. Photo of realized hip module in an AK leg mechanism

Thigh Body
Links

Tendon

Pulley

-

Fig. 5. CAD of the knee module in a BK leg mechanism

In addition to the leg mechanism modules, the actuation module unit is also
designed. 12 motor actuators are constructed in this actuation module unit. To
eliminate backlashes of motions, 6 harmonic drive gear motors are used. The other
motors use conventional spur gear motors to reduce the cost of development. In
addition, 10 distal joints are actuated using tendon wires. Two actuators are directed
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Fig. 6. CAD of the ankle module in a BK leg mechanism

Shank Body
Link

Tendon

Pulley,

Bearing

Foot Pad

2D Diagnoal
Ankle Joint

Fig. 7. Photo of realized knee module in a BK leg mechanism

Fig. 8. Photo of realized ankle module in a BK leg mechanism

coupled at the hip joints, and the two actuators also serve as the interfaces of two legs
and the actuator module unit. Fig. 9 shows the CAD of the actuator module unit.
Fig. 10 shows photos of mechanical parts (left-hand-side) and assembled (right-hand-
side) actuation module unit. Note that the tendon pulleys are designed for decoupled
motor actuators.
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Fig. 9. CAD of actuation module unit

Fig. 11. CAD of the proposed tendon based full size biped humanoid robot
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Finally, the whole robot body is properly assembled. Fig. 11 shows the CAD of the
proposed tendon based full size biped humanoid robot. At the same time, the
assembled physical robot is also shown in Fig. 12. Note that in order to adjust
the tendon force of each tendon wire, a screw based tendon adjuster device is desired,
and they are shown at the chest (front side of the actuation module unit) of Fig. 12.

Fig. 12. Photo of assembled physical robot

3 Kinematics

Kinematics is important to model the motions of robots. In this paper, the forward
kinematics is constructed based on Denavit-Hartenberg (D-H) representations. The
inverse kinematics is established in terms of geometric relationships. The parameters
of left leg link appeared in Fig. 13 are shown in Table I. The link parameters of the

m body

G (x.Z)

95 (X.Z)

)
&

G (X.Z)

m7

[N (x.7) ns e (.2

Crpoe( £.Z)

Fig. 13. Definitions of link parameters
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Table 1. Robot link parameter measurements

Link Length Link Mass Distance of Initial Angle
Cmm ) (g> Link COG (mm) (deg)
I, 8s AL, 878 g os 8, o
I, 220| AL, 1165 e, 21 8,5 o
L, 292 | M. 1752 m, o8 .. o
I, o3 AL, 8905 m, 16 8, . o
Body, | 402| M ., | 33520 m, 60 B o
Body, | 222| M., | 1270 M, s 8,5 o
Body, [ 290 N/A N/A MN/A N/A (2 o]
Foot, | 180 N/A | N/A N/A N/A .0 o
Foot, |240| N/A N/A N/A N/A = o
Footy | 15 N/A | DN/A N/A N/A 2 o

) 9 107 MNSA ™NSA ™N/A N/A N/A ™N/A

R 107 N/A N/A N/A N/A N/A N/A

right leg can be referred to the left leg because of symmetric relationships. This table
will be used for the further COG and ZMP calculations, and it can also be used to

generate gait patterns.

3.1 Forward Kinematics

Based on the robot link parameters, the forward kinematics can be defined using the D-H
representations. Coordinates of D-H representations is shown in Fig. 14. A D-H table for
the left leg is further defined for such a coordinate system, as shown in Table II.
Consequently, the forward kinematics of the left leg is established as shown in
Eq. 1. The right leg forward kinematics can also be derived in a similar way, and it is

not described here.

1 0 0 —a,| |cos(d, O -sin@,) O
’P;’} 0 1.0 0| /|sin@,) 0 cos@,) O
|1 001 O 0 -1 0 L
000 1 0 0 0 1
[cos(90+8,,) 0 —sin(90+8,,) 0] [cos(8,,) —sin(8,,) 0 -L,cos(m,)
sin(90+68,,) 0 cos(90+6,,) O y sin(@,,) cos(6,;) 0 —L,sin(m,) o
0 -1 0 0 0 0 1 0
L 0 0 0 1 0 0 0 1
cos(d,,) —sin(@,,) 0 —L;cos(8,)| |cos(8,,) —sin(@,) O cos(,;) M
_ sin(@,,) cos(d,,) 0 -—L;sin(8,,) o sin(@,;) cos(d,s) 0 sin(@,;) o
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1
cos(8,,) —sin(@,,) 0 —L,cos(8,)
sin(d,,) cos(8,) 0 —L,sin(d,)
0 0 1 0
0 0 0 1
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Fig. 14. Coordinates of D-H representations

Table 2. D-H table parameters for left leg

Joint § a (deg)| a (mm)| 8 (deg)| D (mm) |
Hipl, 0 -L, o 0
HipL, -90 0 o, I
HiplL, 90 0 S0+8., 0 I
Kneel, 0 L, a. . 0
Anelel, 0 —L, (- 0
Anclel, -90 1] [ 0
Foorl,, 0 0 6, -L,

3.2 Inverse Kinematics

Inverse kinematics is derived for joint angle control purposes when the path or
trajectory of end effectors is planned. In this paper, the geometric relationships are
used to derive the inverse kinematics. Fig. 15 shows the geometric relationships for
the legs.

By defining trajectories of the hip and ankles, the joint control angles can be
derived. Note that 6,,; andd,; are not valuated when the robot walks straightly.
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Fig. 15. Geometric relationships for the legs
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where

HR = \/(YHipR —Yer )2 + (ZHipR = Z gier )2 (10)
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This paper is a preliminary study of an ongoing project. The gait patterns are
simulated based on a given hip and ankle trajectories. Although the ZMP of the robot
can be calculated during simulation, the ZMP control is not considered in this paper.
The ZMP control will be a future work of this paper. In this paper, a trial-and-error
approach is used to justify the parameters of hip and ankle trajectories so that the
ZMP is within a safe range of the supporting foot pad. Fig. 16 shows the gait pattern
generation approaches by using the trial-and-error methods. Note that it is difficult to
find the actual ZMP. However, the distal joint actuation architecture may result in an
approximate light leg weight model. Therefore, the ZMP can be proximate using the
weight, posture, and acceleration of the COG.

Fig. 16. Pattern generation approaches using the trial-and-error methods
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Trajectories of the hip are designed as a sigmoid function to smooth the acceleration
curve of hip positions so that the walking stability can be improved. Eq. 18-20
indicates the hip periodic trajectories, where D, and D, indicate maximum offsets of
the hip in the x- and y- directions; H is the height of the hip; 7| indicates the time for a
gait cycle; ¢ is the time relative to a gait start time; ais a constant that adjust the
acceleration curve of the hip.

I
XH,«p(f>=Dx/(WJ (18)
1
0= ) “
Zy,()=H (20)

At the same time, the trajectories of the ankle are also defined as in Eq. 21-22, where
S is the length of a gait cycle in x-direction; S, indicates the maximum height of a gait
cycle. Note that X, is not considered if the robot walks straightly.

S/2 t . t
YA(t)—T{ZﬁT—S—sm(Zﬂ'FSH 2D
Z,() =i{l—cos(27rLH (22)
7 T,

5 Implementations and Experiments

In this section, the gait patterns are generated based on the approaches of Fig. 16. The
gait patterns are simulated using the Matlab software tool. By using trial-and-error
approaches, the parameters of hip and ankle are justified to fit stable walking
requirements. The simulation conditions are the displacement of the hip is 100 mm in
y-direction; the gait length in x-direction is 300 mm; and the maximum height of the
ankle for a gait cycle is 70 mm. Fig. 17 shows the 3D animation segments of the
waling simulation.

In addition, the gait pattern data is delivered to an ARM 7 based gait motion
controller, as shown in Fig. 19. The gait motion controller uses the gait pattern data to
control the robot, and the video segments of motion is shown in Fig. 20. However,
due to preliminary studies of this system, differences between simulation and physical
robot are not justified. Although the robot may perform the same motion with the
simulation, the stability is still a problem for current results.
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Fig. 17. 3D animation segments of waling simulation using the Matlab
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Fig. 18. ZMP trajectory of simulations
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Fig. 20. Video segments of gait motions

6 Conclusion

This paper presents a tendon based full size biped humanoid robot walking platform.
The mechanical structure is constructed based on distal joint actuations. Therefore,
the features of wiring efforts, COG calculation accuracy, and ground contact impact
reductions can be desired. In addition, the gait patterns generations are developed
based on trial-and-error approaches by adjusting the hip and ankle trajectories to
achieve the stability of walking. This paper is an ongoing project, and results of this
paper just perform a preliminary study of our work. In the future, the simulation
parameters will be justified according to the walking platform prototype to achieve
stable walking. At the same time, the ZMP control is also developed to perform
autonomous walking.
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Abstract. This paper focuses on using FPGA board to realize the ability of
vocabulary recognition for humanoid robot. At first, the system structure of the
humanoid robot system is setup. The central process unit of the humanoid robot
is a FPGA board, ALTERA Nios II EP2C20F324C8, which not only controls
all the motors of robot but also processes the information of vision system. The
vocabulary recognition method is then introduced. We apply the image segment
to find the valid region, and use the encoding method to sample the word. After
matching algorithm, we use a speech module, Emic TTS module, to pronounce
the word. Finally the experiments verify the procedure of the proposed module
and demonstrate the feasibility of the vocabulary recognition and speak out
function for the humanoid robot.

Keywords: FPGA-based, humanoid robot.

1 Introduction

The humanoid robot mentioned in this paper is called aiRobot-2. The function of
aiRobot-2 can be regarded as two mainly parts in general: the balance motion control
[1-5] and the vision system [6, 7]. We utilize accelerometer sensors and force sensors
equipped on aiRobot-2 to calculate the ZMP of the robot and adjust the actuators to
stabilize the motion. The issue of the stability has been discussed in the literature
[1-4]. We focus on the intelligence of aiRobot-2 with the vision system and the
speech system [8].

This system architecture of a humanoid robot takes the major of the cost. For
example, the robot uses the PDA (Personal Digital Assistance) or other computation
systems to be the vision system, and uses the embedded controller or PC to be the
motion control system, like ASIMO [9]. In order to reduce the cost, aiRobot-2
combines two computation systems in one FPGA embedded system in this paper. In
general, the humanoid robot should have the abilities of recognition for specific
purpose and even interact with human [10]. Therefore, the aiRobot-2 is designed even
to recognize the vocabularies, execute some mathematical calculations and pronounce
them correctly. The detail information of vision system and speech system will be
introduced by following sections.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 151 2009.
© Springer-Verlag Berlin Heidelberg 2009
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2 The System Structure of the Humanoid Robot

The hardware of the small-sized humanoid robot includes: twenty nine servomotors, a
CMOS sensor, eight pressure sensors, an accelerometer, four Li-Po batteries, Nios II
evaluation board, and an integrated circuit board. The photos of aiRobot-2 are shown
in Fig. 1. Table 1 shows the basic specification of the humanoid robot. All the
information of the sensors is delivered to the Nios II FPGA board. After calculating
by the CPU, the actuators act according to the information result computed by the
FPGA board. We introduce the hardware and software briefly via three sub-sections
including center process unit, the vision system and the speech module.

CMOS-EYE

Amplifier

Power

Mios 11 system

FPGA

Actuators

Battery

Force
SENSOTS

(a) The complete structure of aiRobot-2 (b) The disposition of motors on aiRobot-2

Fig. 1. The mechanism design of aiRobot-2

Table 1. The specification of our robot

Height 50cm
Width 20cm
Depth 10cm
Weight 3kg
Degree of Freedom 29

Central Process Unit NIOS II 2C20 FPGA Board

2.1 Central Process Unit

The core of aiRobot-2 is the ALTERA Nios II EP2C20F324C8 FPGA board used as
the central process unit. Nios II is a mulCentral process unit Vti-function FPGA board
and the operating interface of the robot is built by the ALTERA SOPC Builder. The
hardware architecture is established by the Quartus II software. We use the SOPC
Builder to design the CPU module and other devices such as CMOS image sensor
signal controller, sensors and motors. Additionally, the functions in the blocks of the
peripheral devices are written in Verilog HDL. The control strategy and image
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algorithm are written via the C/C++ language in the ALTERA development platform,
the Nios II Integrated Development Environment (IDE). Therefore, the functions of
the robot can be operated by downloading the software into the Nios II evaluation
board through the JTAG debug interface.

2.2 Vision Sensor

We use CMOS-EYE image sensor module manufactured by ASAKUSAGIKEN
Company in Japan for the eye of our humanoid robot. This device is indeed small and
light. If the vision sensor is too heavy or too large at the head of aiRobot-2, it will
increase the difficult to rotate the head. Because we process the image by the NIOS 11
FPGA Board which has no display device to show the image, we develop a human-
machine interface with Borland C++ Builder (BCB) software besides the Nios II IDE.
The algorithm of object recognition and vocabulary recognition are all written in the
Nios II IDE interface. The BCB interface is used to set parameters of objects, show
the image and the coordinate information. It is more convenient for user to write the
program and debug by combining the Nios II IDE with the BCB interface.

2.3 Speech Module

In order to let aiRobot-2 interact with human beings by speech, we utilize the Emic
TTS (Text-To-Speech) Module manufactured by Parallex Company in United States.
The the module is shown in Fig. 2. The Emic TTS module proceeds command control
and data transportation by TTL (Transistor-Transistor Logic) level UART (Universal.
Asynchronous Receiver and Transmitter) shown in Fig. 3. We send the ASCII
commands to control the function including the volume, the speed and the pitch. Then
the Nios II sends the ASCII data recognized by the vocabulary recognition algorithm
to the Emic TTS module to say the vocabulary. Because the power of the speaker
driver on the Emic TTS is only 300mW, we design an audio amplifier circuit board
with LM386N-3 IC and connect an 8Q 500mW speaker to amplify the audio volume
from the Emic TTS shown in Fig. 4. The advantages of this module are small and
simple to use. LM386N-3 is a low voltage audio power amplifier. The default gain of
the IC is 20dB. The gain can be adjusted by the capacity between the pinl and pin8,
and its maximum value is 200 dB.

vee veE
S0UT [——# SIN
SN f4—— souT
NIos N Emic TTS
Platform
[— Busy
|——] meser Aout f—
GND GND

Fig. 2. Emic Text-To-Speech module Fig. 3. Communication with the host device
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Fig. 4. The figure of the LM386N-3 amplification circuit

3 Vocabulary Recognition

If the humanoid robot can only execute tasks unilaterally and can not interact with
human, it loses the charms to human. Take account of the market to the teaching
robot. If the children can be educated by the humanoid robot, they may be interested
in the humanoid robot. Furthermore, we can achieve the objective that aiRobot-2
interacts with human. On the basis of above reasons, we design two events including
the English vocabularies recognition and numbers comparison to show the teaching
functions with aiRobot-2. The steps of recognition can be divided into the vision
system and the control strategy system as shown in Fig. 5. Each step is addressed in
detail as follows.

Vision System Control Strategy System
Image z 1 .
O B Rl R\;:Ii:ln "\ Sampling == Matching [~} Results | | Heeh
Pre-process *Judgement : Action
v |
" | —
SHonhe ]| Database

Fig. 5. The flowchart of the recognition

3.1 Image Capture and Pre-process

The image is also captured by the CMOS-EYE and delivered to Nios II as Fig. 6.
After we got the image, we need to pre-process the image. Firstly, we have to filter

(a) LION (b) CAT

Fig. 6. The original images for recognition
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Fig. 7. The threshold images for “LION” and “CAT”

out the noises, and convert the color image to the gray level image. Finally, we
convert the gray level image to the binary image as Fig. 7. In order to speed up the
processing, the background in our experiments is white. Thus, we can reduce the
unnecessary process of color filtering.

3.2 Image Reconstruction

The binary image which we obtain from above steps may contain the broken gaps.
We have to reconstruct these gaps. The common methods for image reconstruction in
the morphology are dilation and erosion [11-13]. Another advantage for the process is
to filter out the isolated dot. We are going to discuss these two methods below.

The dilation operation is to find the maximum value in the structuring element. The
maximum value is also the result of the dilation operation. The symbol @ in (1)
represents the dilation operator.

A® B(x,y)=max{A(x—i,y—j)|(x,y)e A(, j)e B} €))
AOB(x,y) =min{A(x+i,y+ j) | (x,y)e A(, j)e B} )

where A is the original image, B is the structuring element, (x,y) is the coordinate
of the pixel in the structuring element, and (i, j) is the coordinate of the pixel in the
original image.

On the other hand, the erosion operation is to find the minimum value in the
structuring element. The symbol ® in (2) represents the erosion operator. In the
programming, we use the logic operators “I” and “&” to substitute the maximum and
minimum calculation to reduce the computation, respectively. Fig. 8 shows the result
of the dilation operation. We can see that isolated dots around the word are also be
dilated simultaneously. However, the isolated dots disappeared with the erosion

Fig. 8. The dilation images “LION” and “CAT”
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Fig. 9. The erosion images “LION” and “CAT”

Fig. 10. The combination images “LION” and “CAT”

operation in Fig. 9 and the characters are also rough. To compensate the image and
reach the effect, we combine these two operations by performing erosion once and
then dilation once for better performance as shown in Fig. 10. All the structuring
elements used above are 3x3 .

3.3 Region Segmentation

The purpose of the region segmentation is to separate the different information
[14-15]. We preserve the information we needed and filter out the others. The method
also cuts down the amounts of the data and improves the speed of the system. The
purpose of the region segmentation in our experiment is to discriminate each possible
character from the background. The explanation of the method is shown in Fig. 11.
We scan the binary image column by column from left to right. Once we detect the
character pixel, we record the previous column of the detected column called the
character start point. Continue scanning until there is no character pixel on the whole

Character start point Character finish point

-

Upper bound —s

Lower bound —

Fig. 11 The explanation of the Region segmentation
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(a)LION (b) CAT

Fig. 12. The results of the region segmentation

column. We record the next column of the detected column called the character finish
point. So far, one possible character region searching is accomplished. Then, we keep
on scanning till last column. Similarly, we can locate the up and lower bound for each
character by using this method. The results are shown in Fig. 12.

3.4 Valid Region Judgment

After each possible character region found in the image, we are going to judge which
is the proper character region. We set a threshold according to the length and the
width in our experiments. Adjudge the boundary of each possible region that satisfies
the threshold or not. If the possible region satisfies the threshold, we judge the one is
the proper region. Others which don’t satisfy the threshold are not being considered to
reduce the computation and increase the accuracy of the recognition.

3.5 Sampling and Encoding

Before practicing recognition, we need to establish a database for matching up
reference. We segment the first proper character region into 25 grids of 5x5 as in
Fig.13. Calculate the area of each grid and the feature pixel number in each grid.
Then, we figure out the ratio (r,,i =1,2,---,25) with the feature pixel number in each
grid divided by the area of each grid. The ratio which is encoded for four levels with
0,1,2,3 as (3) is the code (¢;,i =1,2,---,25) and the code is saved to the corresponding

Fig. 13. The 5x5 segment region
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position of the grid. After practicing the procedure above, we finish the sampling and
the encoding of one character. We have to establish the template of every possible
character into the matrix of the database to increase the accuracy of the recognition.
So far, we have established 26 English letters and ten numbers including 0~9.

0o , ()Sr[Sl
5
1
1, l<;;S—
e = 51 24 3)
2, —<r<—
2 5
3, i<rI.S1
5

3.6 Match Up

We match up the proper character region and each template in the database. The
procedure is to calculate the Euclidean distance between the sampling code of the
proper character region and each template in the database as

d=3(x-1) )

where d denotes the Euclidean distance, x, denotes the sampling code of the proper
character region and ¢, denotes the template in the database. If the d is zero, we
choose this template character to be the result and break out this procedure.
Otherwise, we choose the template which has the shortest Euclidean distance to be the
result. The shortest distance means the least error. If there are rest proper character
regions, keep on the matching until last one.

4 Experiment Result

The results of the vocabulary recognition are shown in Fig. 14. The vocabulary
“LION” is that aiRobot-2 needs to recognize. Firstly, we put the vocabulary card on
the board in front of the robot as in Fig. 14(a). Then aiRobot-2 is going to recognize
this word. After finishing the identification of the vocabulary, aiRobot-2 speaks out
the word “LION” which are shown in Fig. 14(b)-(c). Fig. 14(d)-(g) are the original
image captured from the CMOS-EYE and the results of the recognition algorithm
which display on the lower and upper picture of the BCB interface, respectively.
Finally, the recognition result is shown on the Nios II IDE as in Fig. 14(h). The first
line is the region segmentation block. The second line is the result of the recognition.
The last line is the valid segmentation block.
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Fig. 14. The strategy of the vocabulary recognition

5 Conclusion

Development of a FPGA-based vocabulary and speech modules for a small-sized
humanoid robot, aiRobot-2, is presented in this paper. All the image processing and
control system are operated on one FPGA board without other computation system.
The overall system is an FPGA visual feedback system. The main algorithm of the
image processing system is vocabulary recognition. The result of this algorithm also
has been examined. Finally, the experiment results show the efficiency and validity of
vocabulary recognition and speech function for a humanoid robot.
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Abstract. This paper proposes a multi-robot coordination architecture
for dynamic task, role and behavior selections. The proposed architecture
employs the motivation of task, the utility of role, a probabilistic behav-
ior selection and a team strategy for efficient multi-robot coordination.
Multiple robots in a team can coordinate with each other by selecting
appropriate task, role and behavior in adversarial and dynamic environ-
ment. The effectiveness of the proposed architecture is demonstrated in
dynamic environment robot soccer by carrying out computer simulation
and real environment.

Keywords: Multi-robot coordination, probabilistic behavior selection,
team strategy.

1 Introduction

Many practical applications such as reconnaissance and surveillance can be ac-
complished more effectively and efficiently by using a team of robots rather than
using just a single robot to save both time and effort. There might be more than
just one task that need to be accomplished in such applications, where each task
can be completed by robots with different roles. Consequently, robots in a team
are required to select their task, role and behavior in an appropriate manner.
Especially in adversarial and dynamic environment, poor task, role and behav-
ior selections may cause tasks more difficult or even impossible to be completed.
The task in this paper requires loosely-coupled coordination such as multi-robot
object tracking, reconnaissance and exploration. The robots that perform the
same task have a similar level of capability, possibly with different resources.
There were behavior-based approaches ([I]-[2]) and market-based approach to
deal with such problems ([3]-]6]).

This paper proposes a multi-robot coordination architecture, called MCMRA
(Motivation and Context-based Multi-robot Architecture), which deals with
task, role and behavior selections issues. The proposed architecture uses the

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 161 2009.
© Springer-Verlag Berlin Heidelberg 2009
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motivation of a task, which considers robot’s capability, and the required ca-
pability for the task to maximize the efficiency of resource usages. To select
a task, each robot calculates the motivation of each task, generates a context
information which consists of environmental state and other robot’s condition,
and calculates a task strategy ratio which controls the weight of each task based
on the strategy and environmental state. After the task selection, one of the
roles that belongs to the selected task is selected based on the priority among
roles, current role of other robots and the utility of each role. The confabulation
method is used for behavior selection, which considers the robot’s task, role and
environmental state [7][8]. The problem which the architecture deals with can
be categorized as a ST-SR (Single-Task robots and Single-Robot tasks) prob-
lem, where each robot is capable of executing at most one task at a time and
some tasks can require multiple robots, in terms of the taxonomy of multi-robot
task allocation [9]. The proposed architecture is applied to the game of robot
soccer [10].

The rest of this paper is organized as follows. Section IT explains the proposed
architecture, MCMRA, in detail. In section III, results are described in detail.
Concluding remarks follow in Section IV.

2 MCMRA

Motivation and Context-based Multirobot Architecture (MCMRA) considers a
motivation of robot for each task, a context of environment and other robots to
select its task, role and behavior properly in a distributed manner. The archi-
tecture is shown in Fig. [I1

4>{ Sensor module ‘ ‘ Command module |
' i
| Perception module |
} v i
Context module | | 18K Selection module Internal state

i maodule
SVt Cil — Task strategy le—
context Task strategy ratio Motivation

Multi-robot "
context Role selection Homeostasis
maodule

Behavior selection module

!

l— Motor module

jusuoIIAUg

II

Fig. 1. MCMRA
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The sensor module senses the environment and the command module receives
commands from user. The perception module generates perception information
from sensor data. The internal state module consists of motivation and home-
ostasis. The context module consists of the environment context and the multi-
robot context. The task, role and behavior selection modules are introduced.
The Detailed description of each module is provided in the following.

2.1 Internal State Module
The internal state module consists of motivation and homeostasis.

Motivation. The motivation represents a desire to do a task. It is calculated by
the capability of the robot and the cost of performing the task. The motivation
of robot ¢ (i =1,...,n) on the task j (j =1, ..., s) can be defined as

where C; is the robot capability in a vector form, which represents the robot’s
ability such as localization and box pushing. P; is the perception vector such
as the distance from a target and the number of objects around the robot. T7
is the requirement vector of task j and represents what kind of capabilities the
task requires and how the cost for the task is estimated. Robot can calculate the
degree of its ability on the task from C; and T7 and the estimated cost on the
task from P; and 7.

By utilizing motivation, robot can inform the other robots what kind of tasks
they can do better considering its capability and the estimated cost for the task.
Each robot considers information from the others as well as its own motivation
when the task is selected.

Homeostasis. The meaning of homeostasis is the ability or tendency of an
organism or cell to maintain internal equilibrium by adjusting its physiological
processes. This concept was applied to artificial robots to express the physical
condition such as desire to sleep, eat and evacuate [I1]. Homeostasis in this paper
is used to keep robot in a stable condition when a task is performed. It can be
used to check the malfunction of hardware resources such as sensor and actuator.
This can increase the robustness of multi-robot coordination.

2.2 Context Module

In distributed multi-robot system, each robot should be able to select its own
task and role by itself. For this, the information such as environment and other
robot’s state should be shared among robots in a team not to compete each other
and to perform an efficient coordination. Thus, the environment context module
and the multi-robot context module are provided for information sharing.

Environment Context Module. The environment context module combines
the local information from the robot’s perception module and the other robot’s
perception from the multi-robot context to estimate the environmental state of
robot team. It does not necessarily mean that whole perception data of robots
in a team should be shared.
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Multi-Robot Context Module. In MCMRA, robots broadcast their moti-
vations on tasks, position and messages such as Help and Abandon and they
record the received information in the multi-robot context. By doing this, all
robots in a team can have the identical multi-robot context and each of them
can select a task without any conflict by using the multi-robot context and the
same task and role selections algorithm. When a robot found a problem with
its homeostasis, it sends Abandon message to others. Help message is also used
when the robot requires a help from other robots.

2.3 Task Selection Module

Task selection module selects a task based on the internal state of the robot, task
strategy, task strategy ratio of the team, the multi-robot context and messages
from other robots.

Task Strategy and Task Strategy Ratio. The task strategy is a set of
weights of tasks. The more weights a task gets, the more robots can select the
task. The weights in a task strategy are predefined by user. In case of robot
soccer, there may be two tasks, offense and defense and the user can make
offensive strategy in which the weight of the offense task is selected to be higher
than the one of defense task. The I-th task strategy, str; is defined as follows:

stry = [wy, wa, ..., ws] (1=1,...;€) (2)

> wp=1 (0 <wy <1)
k=1

where wy, is the weight of tasky. Total sum of the weights are one so that the
weight can express the relative proportion among tasks.

Once the task strategy is decided, all tasks can get weights and then the task
strategy ratio adjusts the weights of tasks based on the environmental changes.
For example, consider there are two areas A and B in Mars and the team of
robots explores the areas to find an ice. The user first selects the strategy I
which puts higher weight on area A to make robots to selects area A rather
than B. During the exploration, the robot which had explored the area B finds
the traces of the river and broadcasts the information to other robots. Then the
strategy ratio of all robots in a team adjusts the weights of the tasks to make
the weight of the task B higher than that of task A.

By using the strategy, the user can decide the weights of tasks based on the
user’s knowledge and the robots can efficiently adjust the weights of tasks by
using the strategy ratio.

Task Selection. The first step of task selection is to check the homeostasis of
robot to decide whether it is available for performing tasks. The second step is to
check if there is any robot which requested a help by checking Help message from
multi-robot context. The final step is to select a task based on the motivation,
the number of allocated robots for the task and the other robot’s motivations in
the multi-robot context.
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2.4 Role Selection Module

A task is composed of several roles and each role is performed by a robot to
accomplish the task. Each role in a task has different priority based on the
relative importance among roles so that the role with higher priority should be
selected by robots prior to other roles with lower priority. Robots with the same
task should consider each other to select a role without conflict. As we mentioned
in Section I, robots with the same task have similar capabilities. Thus, the role
selection algorithm does not consider the hardware capability of each robot,
instead it considers the utility of each robot on each role. The utility of robot ¢
onrole k (j =1,...,v) in task j can be defined as

wl* = f,(Zi, Vik) (3)

where Z; is the vector of robot information such as the location of robot and the
distance from a target. Z; can be obtained from the multi-robot context. Note
that each robot can calculate the other robot’s utility by using the multi-robot
context. V7* is the role information vector such as the location or the area that
the role covers.

2.5 Behavior Selection Module

The behavior selection module uses confabulation method [7]. Suppose that there
are assumed facts, @ and 8 and the conclusion, €. This method assumes that the
maximization of cogency p(af | €) is equivalent to the maximized product of
pla | €) - p(B | €). That is, if sensor information is used as the assumed fact
and robot’s behavior is considered as the conclusion, then the behavior that
maximizes the probability can be considered as the most suitable behavior of
a robot in the situation. This method assumed that all probabilities p(j | 1)
between symbols j and [ are known. The confabulation method was proposed
for selecting the behavior of software robot [§].

The task, role, internal state and the information from context are used as
assumed facts and the robot’s behavior as the conclusion. The behavior of robot
i on the roley in task; is defined as

behi* = axgmax(pla | &) -p(3] ) p(y] )53 | ) ()

where o, 3,7, and € are the symbolized values of task;, roley, environment
context, perception and behfk7 respectively.

3 Experiments

The proposed architecture was applied to the robot soccer domain. The robot
soccer has two tasks, offense and defense tasks. The offense task has five roles,
Striker, Forward, CenterWing, LeftWing and Right Wing and the defense task
also has five roles, Goalkeeper, Sweeper, CenterBack, LeftBack and RightBack.
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There are eight behaviors, Pass, Shoot, CatchBall, Penetration, Backup, inter-
cept, GoRoleArea and Wait. Two kinds of robots were defined, offensive and
defensive robots, by their capability. The offensive robot can move faster than
defensive one and has lighter and slender frame structure. The defensive robot,
on the other hand, moves slower but heavier and wider frame structure can make
the robot perform efficient defense. The motivation of robot for each task was
calculated by the robot’s capability on the task and the distance from the oppo-
nent team’s goal. The utility of each role was calculated by the robot’s location
on the playground and the distance from a ball.

Task selection with different task strategy. This simulation demonstrates
the task selection of robots in a team with different task strategy and environ-
mental changes.

Three strategies, general, offensive and defensive strategies were defined. The
general strategy puts the same weights on both offense and defense task, re-
spectively. The offensive and defensive strategies put more weight on offense
and defense task respectively. After the strategy is decided, the weights can
be changed by the task strategy ratio which considers environmental changes.

The time ratio (C";ZIPZ";Z?P), the team which got a ball (three conditions of

the ball: free ball, home team ball, opponent team ball) and the score ra-
tio (Home team Scz\zea;?i’;‘;zmt team scorey wwere considered as the environmental
changes in robot soccer domain.

In the simulation, a team consisted of total six robots which consist of three
offensive robots and the other three defensive ones. The offensive robot has higher

capability on offense task than defense task and the defensive robot has higher
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Fig. 2. Task Selection on Different Strategies
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Fig. 3. Task, Role and Behavior selections. (a) robot¥, (b) robot§ .

capability on defense task than offense task. The strategy was selected before
the simulation. The predefined environmental changes were applied to the team.
The time ratio was increased from 0 to 1 until the end of the play and the ball
owner was changed like Free ball = Home team ball = Free ball = Opponent
team ball. The score ratio was changed; 0:0 = 0:1 = 0:2 = 1:2 = 2:2 = 3:2.
Fig. 2 shows the task selection of four robots except robot 1 (Striker) and robot
6 (Goalkeeper) (Two robots do not change their task because both roles are the
highest priority roles in each task).

In Fig. 2 the offense task and the defense task were symbolized as 1 and 2,
respectively. The robots 2 and 3 were defensive ones and the robot 4 and 5 were
offensive ones. The graph shows that the robots 2 and 3 mainly selected defense
task and robots 4 and 5 selected offense task. The robots tended to select the
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offense task around 15 to 25 seconds because the team was losing the game and
the time was running out. This tendency occurred regardless of the strategies.
It was because the strategy ratio adjusted weights of offense and defense tasks
to adapt the environmental change. And the graph also shows that the team
selected defense task more than offense task after 35 seconds because they were
winning the game and the time was not left much.

Simulation Game with Two Teams. This simulation shows how robots in a
team select a task, a role and a behavior dynamically in adversarial and dynamic
environment and how they can help each other when a robot requests a help.
In the simulation, there were two teams, BLUE and GREEN, and they both
had one offensive robot and two defensive robots. Note that the robot; in BLUE
team and the robot; in GREEN team were represented as robot? and robot]G,
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respectively. And the Fig. Blis the results of the simulation game which show the
task, role and behavior selections of GREEN team robots, robot$ and robot .

Experiment with Real Platforms. The omniwheel and omnivision-based
robot platform, OmniBot was used for the experiment. It can detect landmarks
and other robots by using omni mirror and can dribble a ball by omnidirectional
mobility. Two teams (CYAN team and MAGENTA team) were competed with
each other and each team consisted of one offensive and one defensive robots. The
task, role and behavior selections of CYAN team robots are shown in Fig. 4l
The robot; in CYAN team and the robot; in MAGENTA team were repre-

sented as robot{ and roboté\/f respectively. At first, Striker?? had the ball but

it was intercepted by Sweeper§ and it changed its role to Striker. Sweeper}!

tried to intercept the ball from Striker{ and Striker{ passed the ball to
Forward{ . After passing the ball, Striker§ changed its role to Sweeper{ and
Forward{ changed its role to Striker{ and shot the ball to the goal of the
MAGENTA team.

4 Conclusions and Future Works

This paper proposed the multi-robot coordination architecture (MCMRA) for
dynamic task, role and behavior selections in adversarial and dynamic environ-
ment. The proposed architecture, MCMRA, was applied to robot soccer domain.
The task strategy ratio was introduced to show that each robot in a team could
select its role adaptively based on the team strategy and the environmental
changes. Utilizing the task strategy ratio implied that each robot could consider
team work as well as its motivation. The simulation game with two teams showed
that they could coordinate each other by considering other robot’s motivation,
requirement for help and environmental changes such as the opponent team
robots and the ball possessing team. The experiment with real robots showed
that the proposed architecture could be implementable in real robot team.

For the future work, multiple number of robots should be used in a team to
test the robustness and scalability of the proposed architecture. In addition, a
general framework for creating motivation and utility by considering the task
requirement, cost of the task and robot capability such as quality, quantity and
energy consumption of each robot should be studied.
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Abstract. The problem of robot localization has been considered for
applications (such as, for example, transportation and delivery) where
the robot is given, a priori, a map of the arena in which it is operating. A
localization method based on laser scan matching is described, in which
localization is carried out using a simple stochastic search algorithm. The
results from multiple experiments show that the proposed method can
correct position errors of up to 0.7 m and, more importantly, also can
correct errors in heading angle, thus achieving negligible heading errors
in most cases.

Keywords: Robot localization, laser scan matching, robot pose
estimation.

1 Introduction and Background

A mobile robot operating in an arena (known or unknown) must normally keep
track of its position and headingﬂ In some cases, the arena is initially unknown,
and one of the robot’s first tasks can then be to explore the arena while keeping
track of its position; in other words, the robot must execute simultaneous local-
ization and mapping (SLAM) [4]. In other situations (e.g. the one considered in
this paper), a map may be provided to the robot a priori, and the robot’s task is
then to move in the arena (executing, for instance, a transportation task) while
carrying out localization, i.e. maintaining an accurate pose estimate.

In mobile robot navigation, it is common to use odometry, that is, determining
the robot’s pose using integration of the kinematic equations. In turn, odome-
try requires measurements of the rotation of the wheels, as obtained by wheel
encoders mounted on each motor axis. As is well known, odometry is never per-
fectly accurate. Sources of error include wheel slip and the fact that the wheel
encoders have limited resolution. Furthermore, the kinematic model itself may
not be perfect. Thus, the odometric estimates will suffer from an ever-growing
error, a phenomenon known as odometric drift.

! The position and heading together form the pose of a robot. Note that, in this paper,
we shall only consider differentially steered robots, with two powered wheels and one
or two support points.

J.-H. Kim et al. (Eds.): FIRA 2009, LNCS 5744, pp. 171 20009.
© Springer-Verlag Berlin Heidelberg 2009
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Therefore, the robot must, from time to time, correct its odometric pose
estimate. Assuming that a map is available (either by an earlier execution of
SLAM, or simply provided by the user), the correction can be carried out by
means of scan matching, i.e. a procedure that matches the readings of a (two-
dimensional) laser range finder (LRF) to the map, which is typically represented
as a set of lines defining a horizontal slice through the arena.

In deterministic methods for localization, a single estimate of the robot’s pose
is maintained (rather than the probabilistic density functions used, for example,
in probabilistic SLAM methods [4]). Such methods have been considered by,
among others, Lu and Milios [3] and Cox [2]. Many of these methods (e.g. the
one described by Lu and Milios [3]) are derived from (or at least inspired by)
the iterative closest point (ICP) algorithm, originally developed in the field of
computer vision (see [I] for a description of ICP). In deterministic methods, a
measure of the pose error is defined based on the discrepancy between the actual
sensor readings and the map. Once the error measure has been defined, the aim
is to find a pose that minimizes the error. This pose is then taken as the true
pose of the robot, allowing a correction of the odometry.

Regarding the procedure for minimizing the pose error, several different ap-
proaches have been used in the literature. For example, Lu and Milios [3] used
least-squares linear regression whereas Ze-Su et al. [6] used stochastic optimiza-
tion (in the form of a genetic algorithm). However, setting up and running a
full-fledged population-based stochastic optimization method (such as a genetic
algorithm or particle swarm optimization) may be too time-consuming, espe-
cially in cases (such as the one described below) where the map is rather com-
plex. In this paper, we shall introduce a simple stochastic search algorithm for
the problem of finding the actual pose of a robot (given a map of the arena),
using scan matching.

2 Problem Formulation

Consider, for example, a robot involved in a transportation task, delivering ob-
jects from an arbitrary starting point (A) in an arena to a given target point
(B). The robot must, of course, not only be able to chart a course between A
and B, but must also keep track of its position and heading along the way. In the
remainder of this paper, we shall consider cases in which a robot is provided with
a map (in the form of a sequence of lines), corresponding to a horizontal slice
through the arena, at the height of the LRF that is assumed to be mounted on
top of the robot. No restrictions are introduced regarding the manner in which
the map has been generated: It can either have been generated by the robot itself
or by the user, for example on the basis of the floor plan for the building, or part
thereof, in which the robot is operatinég. Returning to the transportation task,
the robot would navigate toward the target (point B) using, say, A*-navigation
based on odometric estimates, which are assumed to be available at all times
(i.e. the robot is assumed to be equipped with wheel encoders).

2 Note that only planar, indoor environments are considered in this paper.
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Fig. 1. Two examples of scan matching. The leftmost panel in each row shows a few
rays (solid lines) from an actual LRF reading, and the middle panels show the virtual
LRF readings (dotted lines) in a case in which the estimated pose differs quite strongly
from the correct one (upper row), and one in which the difference is small (bottom
row). The direction of heading is illustrated with arrows. The right panel in each row
shows both the actual LRF rays and the virtual ones. The figure also illustrates the
map, which consists of a sequence of lines.

However, because of the inevitable odometric drift, the robot must periodically
activate a localization behavior, in order to correct the odometric readings. When
activated, the localization behavior considered here first stops the robot, and
then takes a reading of the LRF. Next, it tries to match this reading to a virtual
reading taken by placing a virtual LRF (hereafter: vLRF) at various positions in
the maiﬁ. Two examples of scan matching are shown in Fig.[Il The three panels
in the upper row show a situation in which the odometry has drifted significantly.
The upper left panel shows the readings (i.e. laser ray distances) from an actual
LRF mounted on top of the robot (not shown). Note that, for clarity, the figure
only shows a few of the many hundreds of laser ray directions (see also Fig. [2).
The upper middle panel shows the readings of the vLRF, placed at the initial
position and heading obtained from odometry. As can be seen in the upper right
panel, the two scans match rather badly. By contrast, the three panels of the
bottom row show a situation in which the pose error is small. The purpose of the
search algorithm described below is to be able to correct the odometry, i.e. to
reach a situation similar to the one shown in the bottom row of Fig. [l

3 Obviously, this behavior requires that a rather accurate map is available and that
the sensor can be modelled accurately (for the virtual scans). Fortunately, the error
of a typical LRF is sufficiently small to make the procedure outlined in this paper
feasible.
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Fig.2. Upper left panel: The robot used in the experiments. The three remaining
panels show the pose of the robot in the three experiments. Upper right panel: Exper-
iment 1; lower left panel: Experiment 2; lower right panel: Experiment 3. Note that
all measurements used in the experiments were taken from the real Hokuyo LRF, not
from the simulator.

In earlier work [5], we have proposed and tested (using a Hokuyo URG-04LX
LRF mounted on a Pioneer robot base) a brute-force search method, in which
the first virtual scan is taken at the pose corresponding to the current estimated
position (from odometry, before correction), and where subsequent scans are
carried out in an expanding circular pattern around the first scan. While suc-
cessful, such a procedure is not very efficient, since it does not, in any way, make
use of the improvements (i.e. reductions in the matching error) that might be
found during the search. In this paper, a more efficient search procedure will be
introduced.

3 Method

Let p = (z,y, ¢) denote a pose (in the map) of the vLRF. The distances between
the vLRF and an obstacle, along ray ¢, are obtained using the malﬂ and are

4 In practice, the ray reading d; of the vLRF is obtained by checking for intersection
between the lines in the map and a line of length R (the range of the LRF) pointing
in the direction of the ray, and then choosing the shortest distance thus obtained
(corresponding to the nearest obstacle along the ray). If no intersection is found, the
corresponding reading is set to -1.
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denoted §;. Similarly, the distances obtained for the real LRF (at its current
pose, which normally differs from p when the localization behavior is activated)
are denoted d;.

The matching error € between two scans can be defined in various ways. For
rays that do not intersect an obstacle, the corresponding reading (d; or 4;) is
(arbitrarily) set to -1. Such rays should be excluded when computing the error.
Thus, the matching error is taken as

1o 5\’
= v 2x (1-5) 1)

where n is the number of LRF rays usedd. The parameter x; is equal to one for
those indices i for which both the physical LRF and the vLRF detect an obstacle
(i.e. obtain a reading different from -1) whereas x; is equal to zero for indices 4
such that either the real LRF or the vLRF (or both) do not detect any obstacle
(out to the range R of the LRF). v denotes the number of rays actually used in
forming the error measure, i.e. the number of rays for which x; is equal to one.
As can be seen, € is a measure of the (normalized) average relative deviation in
detected distances between the physical LRF and the vLRF.

Since d; are given and d; depend on the pose of the vLRF, one may write
e = ¢(p). Now, if the odometric pose estimate happens to be exact, the virtual
and actual LRF scans will be (almost) identical (depending on the accuracy
of the map), giving a very small matching error, in which case the localization
behavior can be deactivated and the robot may continue its navigation. However,
if the error exceeds a user-defined threshold 7', the robot can conclude that its
odometric estimates are not sufficiently accurate, and it must therefore try to
minimize the matching error by trying various poses in the map, i.e. by carrying
out a number of virtual scans, in order to determine the actual pose of the robot.
The scan matching problem can thus be formulated as the optimization problem
of finding the pose p = p, that minimizes ¢ = ¢(p). Once this pose has been
found, the new odometric pose p™¢¥ is set equal to p,,.

Note that it is assumed that the robot is standing still during localization.
This restriction (which, in principle, can be removed) is introduced in order to
avoid having to correct for the motion that would otherwise take place during
scan matching. Thus, only one scan needs to be carried out using the real LRF
mounted on the robot. The remaining work consists of generating virtual scans in
the map, at a sequence of poses, and to match these to the actual LRF readings.
Unlike some other scan matching methods (see e.g. [213]), the method used here
does not attempt to fit lines to the LRF readings. Instead, the LRF rays (actual
and virtual, as described above) are used directly during scan matching. The
sequence of poses for the vLRF is generated using the algorithm described next.

5 For example, in the case of a Hokuyo URG-04LX LRF, a maximum of 682 rays are
available.
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3.1 Algorithm

Here, a very simple algorithm is used: First the actual LRF scan is carried out,
generating the distances d;. Next, a virtual scan is carried out (in the map) at
the current estimated position pg. If the error ¢g = €(po) is below the threshold
T, localization is complete. If not, the algorithm picks a random pose p; (where
j = 1in the first iteration) in a rectangular box of size L, x L, X L, centered on
Po in pose space, and computes the matching error ¢; = ¢(p;). This is repeated
until, for some j = j1, an error €;, < € is found. At this point, the rectangular
box is re-centered to pj,, and the search continues, now picking a random pose
in the rectangular box centered on p;,. Once a position pj, is found for which
€, < €j,, the rectangular box is again re-centered etc. The procedure is repeated
for a given number (V) of iterationdd.

4 Results and Discussion

The localization method was tested by placing the robot in three different poses
in a given arena, and then running the search algorithm. The runs were carried
out using a computer program that would first open a stored actual LRF reading
as well as the map (see below) then carrying out a number of executions of the
search algorithm, starting from different initial pose estimates, corresponding to
different initial odometric errors.

A detailed map was generated in the form of a sequence of lines slicing the
arena horizontally at the height of the LRF mounted on the robot. During exe-
cution of the program, the virtual scans (obtained for the vLRF poses generated
by the search algorithm) are matched to the real scan for the experiment in
question. Fig. 2] shows the actual poses of the robot in the three experiments.
Note that all three measurements were taken using a real Hokuyo LRF: The
simulator screenshots in Fig. [2] are used only for the purpose of visualizing the
LRF rays which, of course, are invisible in the case of a real LRF. The results
obtained are summarized in Table [l In all runs, the algorithm was allowed to
run for NV = 60 iterations, corresponding to about 2 s of execution time on a
laptop with a 2.4 GHz Core 2 Duo processor. Note that the experiments were
carried out using rather large initial pose errors, in order to make sure that the
algorithm could handle such situations. Some examples involving smaller initial
error can be seen in Fig. Bl below.

The table shows that, with a few rare exceptions (occurring at large initial
heading error), the algorithm manages to reduce the position error, sometimes
to 0.10 m or less. In addition, again with a few rare exceptions, the algorithm
strongly reduces the heading error. Note that the strong correction in heading
angle is especially important, since an incorrect heading quickly leads to an
increasing position error as the robot starts to move. Several different values of
the parameters Ly, L, and L, (see Sect. B1]) were tested. The runs shown in the

5 Note that this algorithm resembles an evolutionary algorithm with a population size
of one.
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Table 1. Columns 1 and 2 show the initial odometric pose error (radial position error
and heading angle error), and the remaining columns show the final pose error obtained
in Experiments 1, 2 and 3. Each entry in columns 3-8 corresponds to an average of 80
runs (16 different odometric positions with an initial radial error of €2, and 5 runs for
each position). The results are given as averages, listed with a 95% confidence interval
(assuming a normal distribution).

Exp. 1 Exp. 2 Exp. 3

el 68) ef e{a ef ej; ef ej;

0.3-0.785 0.29 £ 0.05 0.35 £ 0.10 0.26 £ 0.04 0.02 = 0.01 0.15 £ 0.03 0.03 £ 0.01
0.3-0.393 0.07 £ 0.01 0.01 £ 0.00 0.23 £ 0.03 0.01 £ 0.00 0.09 £ 0.01 0.02 & 0.00
0.3 0.000 0.07 £0.01 0.01 £ 0.00 0.23 £ 0.02 0.01 £ 0.00 0.08 £ 0.01 0.01 £ 0.00
0.3 0.393 0.07 £ 0.01 0.02 £ 0.00 0.24 £ 0.03 0.01 £ 0.00 0.10 £ 0.01 0.01 £ 0.00
0.3 0.785 0.41 £ 0.07 0.75 £ 0.18 0.30 £ 0.04 0.05 = 0.05 0.20 £ 0.03 0.04 £ 0.01
0.5-0.785 0.29 £ 0.05 0.25 £ 0.08 0.32 £ 0.04 0.02 £+ 0.00 0.20 £ 0.03 0.03 £ 0.01
0.5-0.393 0.11 £ 0.02 0.02 £ 0.00 0.36 £ 0.04 0.01 £ 0.00 0.15 £ 0.03 0.02 £ 0.00
0.5 0.000 0.07 £0.01 0.01 +£0.00 0.31 £ 0.04 0.01 £ 0.00 0.11 £ 0.01 0.02 £ 0.00
0.5 0.393 0.10 £ 0.01 0.02 £+ 0.00 0.32 £ 0.04 0.01 £ 0.00 0.14 £ 0.02 0.02 & 0.00
0.5 0.785 0.40 £ 0.07 0.80 & 0.18 0.44 £ 0.06 0.16 = 0.10 0.21 £ 0.04 0.03 £ 0.01
0.7-0.785 0.42 £ 0.07 0.36 = 0.09 0.51 £ 0.07 0.08 = 0.06 0.30 £ 0.05 0.06 £+ 0.01
0.7-0.393 0.14 £ 0.02 0.02 &+ 0.00 0.47 £ 0.05 0.01 £ 0.00 0.19 £ 0.03 0.03 & 0.00
0.7 0.000 0.11 £ 0.02 0.02 £+ 0.00 0.45 £ 0.05 0.01 £ 0.00 0.17 £ 0.03 0.03 & 0.00
0.7 0.393 0.14 £ 0.02 0.02 = 0.00 0.48 £ 0.05 0.01 £+ 0.00 0.20 £ 0.03 0.03 £ 0.01
0.7 0.785 0.46 £ 0.07 0.80 £ 0.83 0.51 £ 0.05 0.29 £+ 0.14 0.30 £ 0.04 0.05 £ 0.01

table were carried out with the values that turned out to give the best results,
namely L, = L, = 0.10 (m) and L, = 0.10 (radians). An attempt was also made
to improve the results by letting the algorithm run for an additional 30 iterations
(i.e. a total of 90). The results were mixed, showing a small improvement in the
case of small initial errors in heading angle but no improvement for larger (£ /4)
initial errors in heading angle.

Fig. [3 shows the detailed sequence of intermediate points obtained for two of
the many thousands of runs carried out. The correct position is shown as a filled
square, with the arrow indicating the heading angle. The initial estimated pose is
indicated by the filled disc (and its accompanying arrow), and the intermediate
poses are indicated using open discs. The left panel shows a case in which the
initial position error was e = 0.20 (m), and the initial heading error was e?o =
7/12. In the right panel the position error was €2 = 0.10 (m) and the heading
error was eg, = 7/6. As can be seen, the algorithm takes the estimated pose on
a rather wide-ranging excursion, while correcting the estimated heading angle,
before converging (after 60 iterations, in both cases) to the final estimate, shown
as an open square. The radial position errors were thus reduced to 0.030 m (left
panel) and 0.038 m (right panel), whereas