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Preface

Collective intelligence has become one of major research issues studied by today’s 
and future computer science. Computational collective intelligence is understood as 
this form of group intellectual activity that emerges from collaboration and competi-
tion of many artificial individuals. Robotics, artificial intelligence, artificial cognition 
and group working try to create efficient models for collective intelligence in which it 
emerges from sets of actions carried out by more or less intelligent individuals. The 
major methodological, theoretical and practical aspects underlying computational 
collective intelligence are group decision making, collective action coordination, 
collective competition and knowledge description, transfer and integration. Obviously, 
the application of multiple computational technologies such as fuzzy systems, evolu-
tionary computation, neural systems, consensus theory, knowledge representation etc. 
is necessary to create new forms of computational collective intelligence and support 
existing ones. 

Three subfields of application of computational technologies to support forms of 
collective intelligence are of special attention to us. The first one is semantic web 
treated as an advanced tool that increases the collective intelligence in networking 
environments. The second one covers social networks modeling and analysis, where 
social networks are this area of in which various forms of computational collective 
intelligence emerges in a natural way. The third subfield relates us to agent and multi-
agent systems understood as this computational and modeling paradigm which is 
especially tailored to capture the nature of computational collective intelligence in 
populations of autonomous individuals. 

The book consists of 29 chapters which have been selected and invited from the 
submissions to the 1st International Conference on Collective Intelligence - Semantic 
Web, Social Networks & Multiagent Systems (ICCCI 2009). 

All chapters in the book discuss various examples of applications of computational 
collective intelligence and related technologies to such fields as semantic web, infor-
mation systems ontologies, social networks, agent and muliagent systems.  

Part 1 of the book consists of five chapters in which authors discuss applications of 
computational intelligence technologies to modeling and usage of semantic web. 
Semantic web and related technologies are treated as this networking platform with 
which users (both human and artificial) are able to create mutual content and 
collective social behavior. Part 2 consists of six chapters devoted to ontology 
management and applications. Ontologies, understood as formalizations of socially 
accepted conceptualizations of domains, are fundamental for all forms of social 
communication and cooperation underlying collective actions. Chapters in Part 2 
cover both methodological and theoretical problems related to ontology management, 
as well as few cases of ontology applications to solving real problems of intelligent 
collectives. Part 3 of the book is devoted to social networks modeling and analysis. It 
consists of 5 chapters in which theoretical and practical aspects of social interactions 
between cooperating individuals are studied and discussed. Part 4 consists of chapters 



 Preface VI 

in which few methodological and practical problems related to agent and multiagent 
systems are presented. In all of them authors discuss issues related directly or 
indirectly to the concept of collective intelligence. The book completes with Part 5 in 
which three additional chapters are presented. 

The editors hope that the book can be useful for graduate and Ph.D. students in 
Computer Science, in particular participants to courses on Soft Computing, Multi-
Agent Systems and Robotics. This book can also be useful for researchers working on 
the concept of computational collective intelligence in artificial populations. It is the 
hope of the editors that readers of this volume can find many inspiring ideas and use 
them to create new cases intelligent collectives. Many such challenges are suggested 
by particular approaches and models presented in particular chapters of this book. 

We wish to express our great gratitude to Professor Janusz Kacprzyk, the editor of 
this series, for his interest and encouragement, and to all authors who contributed to 
the content of this volume. We wish also to express our gratitude to Dr Thomas  
Ditzinger for his support during preparation of this book. 

July 2008  Ngoc Thanh Nguyen 
Radosław Piotr Katarzyniak 

Adam Janiak 
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Web Services Composition Framework 
with Petri Net Based Schemas 

Ewa Ochmańska 

Warsaw University of Technology 
och@it.pw.edu.pl 

Abstract. The paper describes a framework for composite web service based 
applications, built around domain-specific composition schemas for Petri net 
based models of service workflows. Those schemas, implemented as a hierar-
chy of generic and category-specific XSD descriptions, support both user ori-
ented functionality and automatic composing of web services by means of core 
web technologies. Standard syntactic and semantic descriptions of component 
web services are referenced by descriptive resources native to the presented 
framework: XSD schemas, XSLT mappings, XML definitions and automati-
cally generated RDF metadata. Main goals of the proposed solution are: to  
provide flexible model for composing families of similarly structured domain-
specific web service based applications, while exploiting possibilities of auto-
mation related to semantic web services, and separating users from advanced 
formalisms of service ontologies.  

1   Introduction 

Due to the internet and web expansion, methodological and programmatic efforts in 
the domain of software engineering driven by such architectural paradigms as CBSA, 
MDA and SOA, by the end of the previous century have focused on the web service 
oriented application development [1, 2]. Concurrently evolving ideas and practical 
experiences of the Semantic Web, with RDF and OWL standard languages [3, 4] for 
describing ontologies of semantic terms and their interrelations, gave rise to many 
successful applications in the area of automated information and knowledge retrieval. 
The semantic concepts were also introduced to the domain of web services (WS), as a 
support for composition and deployment of complex, value-added applications based 
on semantic web services (SWS) [5]. Semantic approach promises to automate vari-
ous tasks related to the web services technology, particularly those to be performed in 
the dynamic mode. SWS dynamic discovering and composition, still missing effective 
general solutions, play important role among currently investigated issues. The way of 
incorporating the vision of complex web applications, being combined “on the fly”  
of interoperating services, is still far from being obvious, in particular because  
requirements for such kind of applications are not clear [6].  

Since early years of the semantic web it has been well understood that “a crucial 
aspect of creating the semantic web is to make it possible for a number of different 
users to create the machine-readable web content without being logic experts” [7]. 
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In practice, this translates to accompanying acts of introducing new information  
to the web by automatic generation of semantic metadata. The cited remark is dated  
on 2001 and concerns machine-readable web content as a means for accessing data  
and knowledge rather than for developing software. In the meantime, service oriented 
approach has dominated web based software engineering, and semantic web ideas 
have been adopted in the area of web service based applications. To popularize se-
mantic support for various advanced aspects of WS, it seems even more important to 
separate users and - in remarkable extent - also developers from the refined AI and 
description logic based machinery. Semantic reasoning about advanced WS related 
tasks should invisibly, automatically work at the background of SWS frameworks.  

The paper outlines a concept of self-evolving framework for using and developing 
composite web service based applications. Service resources of the framework are to 
be evolved not only by developers but also due to automatically created links to  
syntactic and semantic descriptions of services being composed and executed, thus 
gathering knowledge about requirements on composite web services interoperation.  

The framework functionality depends on domain-specific composition schemas for 
Petri net models of service workflows. Petri nets (PN) have been extensively used to 
model workflows of business processes [8] and, consequently, processes of composite 
web service execution, e.g. [5]. The proposed schemas, taking form of XML Schema 
Definition (XSD), delimit the space of available WS compositions according to do-
main specific needs. On the other hand, XML transformation of such schemas − along 
with other XML based resources native to the framework − provides an interface to 
human and software agents making use of services being composed. 

The paper has following contents: Section 2 gives background information about 
composite web services, and motivates the proposed approach. Section 3 introduces a 
PN based formal model for composite web services, which is then used as a basis for 
composition schemas described in section 4. Section 5 explains mutual relations be-
tween standard and native resources needed for web service composition, and 
sketches an architectural outline of the framework. Final remarks conclude the paper. 

2   Background and Motivation 

2.1   Composite Web Services (CWS) 

Web Services. The basic features of Web services which distinguish them as a spe-
cific kind of software applications are: their identification by URI and description of 
their public interfaces & bindings by XML [9]. Services execute operations to pro-
duce data on behalf of their clients (users, services, applications), typically by means 
of the basic stack of WS protocols: HTTP for transporting, SOAP for messaging, 
WSDL for describing, UDDI for publishing. WSDL describes web service by its 
abstract interface and concrete bindings. An interface specifies any number 
of operations by their inputs and outputs, and predictable execution faults. Operations 
can serve as components of complex services, however composition task remains left 
to users or their software agents. Invoking an operation with proper input and binding 
returns required output result. Message types of inputs and outputs are carefully  
defined by means of XSD schema (default format) or by other suitable notation.  
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Web Service Composition. Automating creation of composite web services is con-
sidered as the key issue with regard to development of complex distributed web appli-
cations. Tools to enable such automation, e.g. WS-BPEL [10] and WSCI [11], model 
complex services basing on concepts of business process workflows and service  
choreography. Petri net based workflow models are also useful in composing web 
services, and can be translated to BPEL descriptions [12]. 

Semantic Web Services. In order to enable programmatic reasoning about web ser-
vices compositional features (necessary for automating several tasks related to com-
plex WS based applications) the vision of Semantic Web was adopted. Frameworks 
for describing web service semantics by ontologies, like OWL-S [13], SWSO [14] or 
WSMO [15], address complex web applications based on interoperating services - being 
discovered, composed, accessed, invoked and monitored in the dynamic and auto-
mated mode. Languages expressing web service ontologies and semantic models 
build on layered concepts of service functional characteristics (OWL-S profile, 
WSMO capability…), behavioral characteristics (OWL-S process workflows, WSMO 
choreography & orchestration…) and technical grounding (which typically refers to 
WSDL bindings). Ontology-based models of web services are intended for automated 
WS compositions [16]. 

Semantic Annotations to Syntactic Web Service Description. WSDL-S [17] and 
SAWSDL [18] standards aim to relate traditional WSDL descriptions with machine-
processable semantics. SAWSDL allows to annotate WSDL contents by references to 
external semantic resources. The specification makes no assumptions about standards 
used to describe service semantics, neither about standards used to produce mappings 
between WSDL elements and their semantic representations. Nevertheless, classes 
and instances of OWL-S ontologies are mentioned as semantic referents, and XSLT - 
as natural way of transforming XML based WSDL or OWL content to produce de-
sired mappings. Seeking for correspondence between structural elements of WSDL 
description and basic concepts of OWL-S ontology leads to conclusion that both 
atomic and complex OWL-S processes should be represented by operations [19].  

2.2   Motivation of the Proposed Approach  

The paper outlines an attempt to organize a CWS framework by means of core, ma-
ture standards of XML technology, while making use - by reference and delegation - 
of existing SWS resources and software tools. Main assumptions of the proposed 
solution are: 1° to provide flexible model for composing families of similarly struc-
tured domain-specific CWS applications, based on XSD composition schemas; 2° to 
exploit possibilities of automation related to semantic web services by referring to 
ontology-based descriptions and by delegating CWS related tasks to middleware 
services; 3° to separate users from advanced formalisms of service ontologies.  

The use of Petri nets in web service composition is motivated in literature by their 
analytic power to investigate model properties, e.g. to check for absence of deadlocks 
in a modeled workflow. Contrarily, industrial standards for describing web services 
[10, 11, 13, 14, 15] lack support for correctness checking [20]. The proposed ap-
proach can relax this deficiency by double guard for proper service composition, 
joining Petri net formal means with XSD validation.  
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3   Petri Net Based Formal Model for CWS 

Petri nets appeared in early sixties of the previous century as a formal model for con-
current systems [21]. Since then, they were broadly used, redefined and extended to 
suite the wide spectrum of modeling purposes, in particular - those related to various 
aspects of web service compositions. Examples include their analysis [22], modeling 
and verifying - also in semantic context [5, 23], and representing WS-BPEL patterns 
in terms of PN [24]. A new way of exploiting PN modeling power, proposed in this 
paper, consists in defining PN based WS net model with built-in structural constraints 
which can be directly implemented by standard XSD schemas.  

3.1   Basic Definitions of Petri Nets  

Following two definitions form a basis for WS net, introduced in the next subsection.  
A classical type of Petri nets, called place/transition net [25], is defined as a tuple: 

 PTN = (P, T, F, M0)    (1) 

with two disjoint sets of nodes: passive places P and active transitions T, joint by a flow 
relation (a set of arcs ) F ⊆ P×T ∪ T×P, and with an initial marking M0:P→N assigning 
nonnegative numbers of tokens to places. We denote sets of input and output places of a 
transition t∈T as •t={p∈P|(p, t)∈F} and t•={p∈P|(t, p)∈F}; sets of input/output transi-
tions of a place p∈P are denoted as •p and p•. According to the so-called firing rule, a 
transition is enabled iff each of its input places contains at least one token. A state of PTN 
system, described by a marking M:P→N, i.e. by numbers of tokens contained in its 
places, can change by activating (firing) an enabled transition which consumes/produces 
one token per each input/output place.  

Among other extension types, colored Petri nets are used to model web service 
compositions, e.g. in [23]. They extend place-transition type of net systems by adding 
colors (datatypes) for tokens and some functions influencing system behavior.  
Colored Petri net is defined [26] as a tuple: 

 CPN = (Σ, P, T, A, N, C, G, E, I)    (2) 

with pairwise disjoint sets of: colors Σ, places P, transitions T and arcs A. Arcs join 
pairs of places and transitions, assigned to them by a node function N:A→P×T ∪ 
T×P. Subsets of acceptable colors (datatypes of tokens) are assigned to places by a 
color function C:P→2Σ; in general, a place may contain a multiset of tokens of differ-
ent colors (values of various datatypes). Remaining functions control the firing rule 
for colored Petri nets: Firing of a transition depends on a guard function G which is 
defined for each transition t∈T as a boolean expression G(t) on typed variables (of 
types belonging to Σ). The result of transition firing depends on an arc function E 
which assigns to each arc an expression, returning a set of typed values i.e. tokens 
to be passed through. An arc expression is defined on a multiset of typed variables, 
according to a color set assigned to an adjacent place. Finally, initialization function I 
assigns multisets of colored tokens (values of proper datatypes) to some places.  
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3.2   Petri Net Model of Composite Web Service Workflow 

For modeling web service workflows, WS net − a modification of CPN by structural 
constraints on classified places and transitions, is introduced and defined as a tuple: 

 WSN= (P, T, F, Σ, CP, Ω, CT, G, I)    (3) 

where P, T, F represent disjoint sets of places, transitions and arcs, as defined in (1).  
Σ is a set of place classes differing by accepted token colors (datatypes), defined as 
a union of pairwise disjoint subsets IN, OUT, MID corresponding to input data and 
results of composite service, and to messages passed between its service components:  

  Σ = IN ∪ MID ∪ OUT .    (4) 

CP:P→Σ is a place classifying function which assigns one token color to each place. 
Ω is a set of transition classes; its elements are defined by pairs of nonempty  

disjoint color subsets for input and output places. For any ω∈Ω, we have:   

  ω=(Iω, Oω),    Iω ⊆IN ∪MID ,    Oω ⊆MID∪OUT .    (5) 

CT:T→Ω is a transition classifying function; assigning classes to transitions imposes 
structuring rules for WS nets, by following constraints for each t∈T and ω=CT(t): 

 |•t|=| Iω| ∧ (∪p∈•t) CP(p)=Iω ,    |t•|=|Oω| ∧ (∪p∈t•) CP(p)=Oω    (6) 

guarantying that classes of input and output places are proper to the transition class. 
G is a guard function for transitions, analogous to the definition (2).  

I is an initialization function assigning one token of color CP(p) (i.e. value of proper 
datatype) to each place of the subset {p∈P| CP(p)∈IN); other places remain empty.  

Moreover, following constraint holds, for every p∈P: 

 CP(p)∈IN ⇒ •p=∅, CP(p)∈OUT ⇒ p•=∅, CP(p)∈MID ⇒ •p≠∅ ∧ p•≠∅ .    (7) 

Fig. 1 shows sets Σ, Ω of WS net components that can appear in an exemplary excerpt 
of e-commerce composite web service, concerning goods delivery and payment. WS 
composition should synchronize and align operations performed on buyer and seller 
sides, shown as transition classes of Fig. 1.  

Fig. 1. Exemplary classes of WS net elements 

Transition classes 
Buyer: 
A1 − preparing for payment 
B1 − paying VISA arbitrarily 
B2 − paying VISA on demand 
B3 − paying eCash arbitrarily 
B4 − paying eCash on demand 

Seller: 
C1 − confirming goods expedition 
C2 −confirming goods expedition   
    with demand for VISA payment  
C3 − confirming goods expedition  
    with demand for eCash payment  
D1 − receive payment VISA 
D2 − receive payment eCash 

Place classes:  
1 − willing to pay 
2 − goods expedited 
3 −  delivery confirmed 
4 − ready to pay 
5 − waiting for payment 
6 − VISA payed 
7 − eCash payed 
8 − VISA required 
9 − eCash required 
10 − paying done 
11 − payment received 
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4   Composition Schemas 

4.1   Translating WSN Model to XSD Schema 

In order to properly compose WS nets, composition schemas will be introduced.  
Transitions and places in WSN model of CWS refer to their counterparts in syntactic 
or semantic descriptions of component services, used by a category of applications, 
(WSDL operations and messages, OWL-S processes and IOPEs etc). Given sets of 
place and transition classes for application domain, XSD composition schema defines 
structuring rules for XML based descriptions of WS nets, accordingly to (3)-(7):  

 Transitions have input and output places proper to their classes (as defined in 
corresponding service descriptions). 

 Some input and output places, external to the modelled process, represent input 
data from CWS users (humans or other applications) and returned results.  

 Places internal to the process stay on transition outputs (containing results of 
component services) and inputs (supplying other component services with data). 

The above structuring rules for WS nets are forced by references to identity keys in 
XSD composition schema. Moreover, rules specific for particular application domain 
can be introduced by XSD constructs for choice groups and occurrence constraints:  

1° By grouping of choices, transitions of certain classes may alternatively appear in 
a workflow (some services have several variants varying by interfaces).  

2° Constraining occurrence number of transition or place classes permits their regu-
lar, optional or multiple occurrence (some services have to be executed just once 
in a workflow, other ones may appear not always or more than once).  

Fig. 2 a) shows a simplistic outline of composition schema for the exemplary sets of 
component classes of Fig. 1. Three xsd:choice elements in the example XSD schema 
define subsets of alternate transition classes, and occurrence number of transitions  
in WS net is constrained to one per alternative (by default value of XSD standard 
attributes). The only four WS nets validated by that schema are depicted in Fig. 2 b).  

 
 

Fig. 2. An outline of composition schema and valid WS nets for the example 
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a) <xsd:schema xmlns:xsd="http://www.w3.org/2001/XMLSchema" 
                 xmlns="http://domain.example/"  xmlns:x="http://xyz.ex/" 
                 …  targetNamespace="http://category.ex/"> 
    <!--import place&transition classes from namespace http://xyz.ex -->… 
     <xsd:redefine schemaLocation="http://category.ex/generic.xsd"> 
       <!--specifying set Σ of place classes as in Fig. 1--> … 
       <!--constraining set Ω of transition classes of Fig. 1-: -->  
        <xsd:complexType name="TransitionSet"> 
           <xsd:complexContent> <xsd:restriction base="TransitionSet"> 
               <xsd:sequence> 
                  <xsd:element ref="x:A1" /> 
                  <xsd:choice> 
                     <xsd:element ref="x:B1"/> <xsd:element ref="x:B2"/> 
                     <xsd:element ref="x:B3"/> <xsd:element ref="x:B4"/> 
                  </xsd:choice> 
                  <xsd:choice> 
                     <xsd:element ref="x:C1"/> <xsd:element ref="x:C2"/> 
                     <xsd:element ref="x:C3"/> 
                  </xsd:choice> 
                  <xsd:choice> 
                     <xsd:element ref="x:D1"/> <xsd:element ref="x:D2"/> 
                  </xsd:choice> 
               </xsd:sequence> 
           </xsd:restriction> </xsd:complexContent> 
        </xsd:complexType> 
     </xsd:redefine> 
     <!--define a name and optional parameters for workflow category-->… 
</xsd:schema> 
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Declaring composition rules for a category of CWS applications as constraints in 
XSD schema supports:   

− automated, possibly dynamic composition of service workflows, supported by 
XSD processing and RDF metadata classifying actual service components  

− collecting references to schema elements representing WS net classes, in form of 
RDF triples, by recording successful (actually executed) service compositions  

− transforming schema content and corresponding RDF metadata into contextual 
creative GUI to formulate requests and composition directives for CWS category. 

The concept of schemas for WS based composite applications is general and allows 
various realizations, conforming to the needs of particular domains and communities. 
The proposed realization uses the well grounded XML Schema standard with respect 
to WS nets described in XML format. XSD schema defines allowable structuring of 
CWS underlying process workflow, according to the WS net definition, extended by 
additional constraints on service workflow specific for a category of applications. 

4.2   Hierarchy of CWS Schemas 

Thanks to the inheritance mechanisms built in XSD language, basic constraints on 
WSN model can be embedded in a base level schema proper for generic model struc-
ture. These generic schema is included and semantically précised by higher level 
category-specific schemas, with types and elements describing classes of transitions 
and places for component services and their interfaces.  

The generic schema (generic.xsd in the example of Fig. 2) defines types and ab-
stract elements for place and transition, general layout of WS net description (3)-(5) 
in XML format and structural constraints (6)-(7). Abstract elements are substituted 
and restricted in possibly independent parts, specifying semantic classes of services 
and of their I/O. The main part of a category specific schema imports needed classes 
and redefines the generic schema in order to specify sets Σ and Ω, and to introduce 
additional constraints 1°, 2°. Fig. 3 shows how XSD schema for CWS category is 
organized and how its elements refer to service descriptions distributed in the web. 

Fig. 3. Layered organization of schemas for composite web services 

Complex service schema CWS category schema WSN generic schema 
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IOPE shortcut stands for input/output data of a web service and its real world pre-
conditions / effects. For conceptual reasons, service ontologies defined in such stan-
dard frameworks as OWL-S or WSMO distinguish between data flow and status 
change related to service execution. However, from WS-based application viewpoint 
every IOPE instance is perceived as data and can be similarly modeled as token being 
passed (consumed, produced) by transitions and contained by input/output places.  

The generic schema controls CWS structure by means of identity key references, 
forcing constraint (6) on proper classes of transitions’ I/O places and constraint (7) 
on proper connections of internal and external places. Possible causal / temporal de-
pendencies of component services are described by a schema for CWS category.  
Elements representing transitions and places of WS net are semantically defined as 
services and their IOPEs. In an instance XML document defining particular CWS 
workflow, these elements should refer to actual web services distributed in the web 
and their interfaces, as is pointed in Fig. 3 by dotted lines. Establishing such refer-
ences during composition process is based on queries to RDF triples which link 
known and used service resources to domain-specific ontologies. 

The above described structure of a schema for CWS application category can be 
layered to model more complex configurations, where services are composed of pos-
sibly composite services. A “complex service” − composed of CWSs − may then  
be represented by an upper-layer schema with transition elements referring to  
corresponding “composite service” lower-layer schemas, as shown in Fig. 3.  

Schemas of composite services are nested in a complex service schema by XML 
Schema import directives and ref attributes. The generic schema constraints force 
structuring rules of both layers, based on category-specific information about services 
being composed and about allowable modes of their interoperation. (This two-layered 
structure of composition schema somehow reflects the scopes of choreography and 
orchestration, present in the context of (S)WS workflows. However, among several 
differences, the crucial one is that − on both layers − instead of a single workflow, 
schemas define families of CWS workflows to be instantiated by XML definitions.)  

External IOPEs of nested schemas should be included in IOPE set of the upper-
layer schema. Some of them may be external to the complex service being composed, 
while other ones − called “inter-service” − may pass data / process state changes  
between interoperating (simple or composite) service components.  

5   Framework Architecture 

5.1   Standard and Native Resources for CWS 

The proposed approach aims to integrate web service resources accessible by standard 
syntactic or semantic descriptions, supporting composition process by means of core 
XML based technologies. Several descriptive & programmatic resources are involved 
in creating and executing CWS applications in the described framework. In addition 
to standard syntactic and/or semantic descriptions, and implementations of component 
services, native descriptive resources – in particular, domain specific composition 
schemas – participate in composing services and requesting their execution.  
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Descriptive resources native to the framework consist of XSD schemas with corre-
sponding RDF metadata queried by SPARQL [27], XSLT mappings to context de-
pendent user interface, and XML definitions of actual service compositions. Mutual 
relations between descriptive resources used by the framework are shown in Fig.4. 

 

Fig. 4. WS descriptive resources used by the framework 

XSD composition schemas are central to the framework. They define families of 
WS net models for composite web services, delimiting compositions space to some 
domain specific application frame, in a way permitting to drive user-oriented and 
resource-evolving functions. System middleware, structurally divided into composi-
tion-, execution- and interface managers described in the next subsection, exploits 
information contained in schemas to perform framework functionality. 

Definitions of actual service workflows are created by composition manager as in-
stance descriptions in XML format by means of processing corresponding schemas. 
XML instance elements of WS net correspond to actual web services, which however 
are not directly referred by schema classes. Instead, those references are retrieved by 
SPARQL queries to RDF metadata. 

RDF metadata serve as a link to (S)WS space distributed in the web. RDF state-
ments are based on domain/category specific terms, related to class names used by 
schemas. They define ontologies of terms used to describe CWS category semantics, 
and record information concerning known relations to actual representatives of par-
ticular service classes. Several service features described by RDF triples include 
proper references and types of published descriptions.  

Composing and executing new WS based applications is accompanied by introduc-
ing new descriptive resources to the web. Composition manager can automatically 
create new RDF data, to link schema classes with actual services newly discovered 
and composed, and gather knowledge about their properties. Thus implicit relations 
between schemas and actually used service components are recorded to be considered 
by future composing activities. Ontologies may be extended to capture equivalent 
terms applied elsewhere to service classes used by the framework.  

Schemas are equipped with corresponding XSLT sheets mapping their contents 
into context dependent user interface to the framework. Structuring rules and sets of 
component classes defined in a schema are transformed to GUI creators for service 
requests, and user defined compositions. XML instances of WS net descriptions for 
actual CWS may be defined or updated following user input. 
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5.2   Framework Architectural Outline 

Presumably, CWS application scope is limited to certain domain and, at the starting 
point, to certain initial pool of existing and known web services of two types:  

− application services as candidate CWS components 
− middleware services for particular tasks related to the framework functionality, 

intended to support (possibly recursive) process of dynamic composing and  
executing CWS applications.  

The framework architecture builds on several kinds of interrelated descriptive and 
programmatic resources, as is shown in Fig. 5. 

Fig. 5. An architectural outline of the framework 

Main parts of the underlying system middleware are dedicated to following functions. 
COMPOSITION MANAGER (CM) composes CWS based applications following user 

input, making use of descriptive resources proper for services being involved. It can 
delegate composition-related tasks to middleware services. It passes composition 
results to EM and receives backward information about processes being executed. 
Moreover, it updates native schemas and metadata by references resulting from newly 
created compositions, and generates corresponding standard syntactic and semantic 
descriptions. Thus the self-evolving feature of the framework is implemented by  
augmenting the pools of descriptive resources with new CWS definitions and with 
records concerning particular use of their components. CM supplies IM with data 
about services / service categories available in the framework and consumes user 
input (service requests and composition directives). 

EXECUTION MANAGER (EM) intercepts composition results, referring to proper 
standard syntactic & semantic descriptions, and delegates execution-related tasks for 
services components to proper middleware services. It performs global control during 
executing CWS processes following their descriptions, and notifies CM of subsequent 
execution stages. It communicates with IM to exchange data corresponding to IOPEs 
as needed to progress execution of the processes. 

INTERACTION MANAGER (IM) provides interactive interface to the framework, 
separating human user from XML & ontology based formats for service descriptions. 
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(Currently, human user interface is taken into account; communication with soft-
ware agents will be considered in the future.) It communicates: with CM to select 
proper service or service category and to pass user data concerning service requests 
and compositions; with EM to exchange data during process execution. Service re-
quests and CWS compositions are supported by creative GUI, contextually generated 
from composition schemas by standard tools for XSLT based processing.  

6   Final Remarks 

The paper outlines a framework for composite web service based software, built on 
the core XML-related standards, with some native methods and formats for service 
description. Central topic concerns using XSD schemas to control Petri net modeling 
of composite web service workflows, thus bridging mature, well instrumented XML 
based standards with various technologies of the semantic web. Schemas with related 
RDF meta-data do not serve as an alternative to standard description languages for 
composite (semantic) web services, but rather as a tool integrating them in a unified 
manner, by simpler and well grounded means.  

The proposed approach consolidates existing assets for service composition – ser-
vices published by means of standard syntactic and semantic descriptions: those  
intended as CWS application components and those exposed as tools for (S)WS proc-
essing. The presented architectural conception was elaborated for the purpose of vir-
tual domain-specific web-service based software environment, on the base of earlier 
work [28], and will be successively implemented to gain better understanding of  
requirements for complex, automatically composed web service based applications.  

There are plenty of problems related to the discussed scope which had to be com-
pletely omitted because of space limitations, or because they still remain not fully 
identified. One of them concerns modeling power of composition schemas, which are 
suitable to express constraints for relatively simple types of workflows. Extending 
composition schemas with Petri net based workflow patterns, as defined e.g. in [24], 
seems an important area for further research.  

XSD format in composition schemas is to be replaced by Schema Modeling Lan-
guage [29], recently published as a new W3C standard concerning composite web 
services. SML builds on XSD and Schematron [30] to obtain means desirable for its 
particular purpose, like inter-document references or strong structural constrains. 
The  SML standardization initiative seems to confirm reasonability of organizing 
CWS frameworks around XML based models, independently of standard languages 
used to describe syntax and semantics of actual WS components.  
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Abstract. The current challenge of the Semantic Web is the development of an
expressive yet effective rule language. In this paper an overview of an integra-
tion proposal for Description Logics (DL) and Attributive Logics (ALSV) is pre-
sented. These two formalisms stem from the field of Knowledge Representation
and Artificial Intelligence, and provide different description and reasoning capa-
bilities. The contribution of the paper consists in introducing a possible transition
from ALSV to DL. This opens up possibilities of using well-founded expert sys-
tems modeling languages to improve the design of Semantic Web rules.

1 Introduction

The Semantic Web proposal of the next generation Web with rich semantics and au-
tomated inference is based on number of formal concepts and practical technologies.
This includes Description Logics (DL) [1] as the formalism describing formal ontolo-
gies. Currently, the development is focused on providing a flexible rule language for
the Web. It should be RIF-compatible 1 on the rule interchange level, and conceptu-
ally compatible with ontologies described in OWL with use of Description Logics. The
SWRL proposal recently submitted to W3C aims at meeting these requirements.

The Semantic Web initiative is based of previous experiences and research of Knowl-
edge Engineering [2] in the field of Artificial Intelligence [3]. In this field the rule-based
expert systems technologies are a prime example of effective reasoning systems based
on the rule-based paradigm [4]. The formal description of these systems is based on
the propositional calculus, or restricted predicate logic – it is worth considering how
the Semantic Web community could benefit from some classic expert systems tools and
solutions.

A recent proposal of a new logical calculus for rules aims at extending the expres-
siveness of the rule language, by introducing an attributive language [5,6]. This solution
seems superior to the simple propositional systems, and easier to reason with than the
predicate logic. The XTT2 rule language is based on this solution [6]. It provides visual
design and formal analysis methods for decision rules. This would eventually allow to

� The paper is supported by the HeKatE Project funded from 2007–2009 resources for science
as a research project.

1 See http://www.w3.org/2005/rules/wiki/RIF_Working_Group.
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springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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design rules for the Semantic Web. The current problem with Attributive Logic with
Set Values over Finite Domain (ALSV(FD)) is the lack of conceptual compatibility
with DL.

In this paper selected important DL concept are discussed in Sect. 2, and a brief
introduction to ALSV(FD) is given in Sect. 3. This gives a motivation presented in
Sect. 4 for the research aiming at translation from the ALSV(FD), to DL which provides
a formalized foundation for ontologies and SWRL. Possible integration approaches of
these two calculi are discussed in Sect. 5, using a simple example in Sect. 6. The paper
ends with future work in Sect. 7.

2 Description Logics Overview

Description Logics are a family of knowledge representation languages [1]. Historically
related to semantic networks and frame languages, they describe the world of interest by
means of concepts, individuals and roles. However, contrary to their predecessors, they
provide a formal semantics and thus enable for automated reasoning. Basic Description
Logics take advantage of their relation to predicate calculus. On one hand they adopt
its semantics, which makes them more expressive than a propositional logic. On the
other, by restricting the syntax to formulae with maximum two variables, they remain
decidable and more human-readable. These features have made Description Logics a
popular formalism used for designing ontologies for the Semantic Web. There exist
a number of DL languages. They are defined and distinguished by allowed concept
descriptions, which influences the languages’ expressivity.

The building blocks of vocabulary in DL languages are concepts, which denote sets
of individuals and roles which denote the binary relations between individuals. Elemen-
tary descriptions in DL are atomic concepts and atomic roles. More complex descrip-
tions can be built inductively from them using concept constructors. Respective DL
languages are distinguished by the constructors they provide. A minimal language of
practical interest is the Attributive Language.

Definition 1. Let A denote an atomic concept and R an atomic role. In basic AL
concept descriptions C and D can be formed according to the following rules:

C, D → A| atomic concept (1)

�| universal concept (2)

⊥| bottom concept (3)

¬A| atomic negation (4)

C � D| intersection (5)

∀R.C| value restriction (6)

∃R.� limited existential quantification (7)

In order to define a formal semantics, an interpretation I = (∆I , ·I) is considered. The
interpretation consists of the domain of interpretation which is a non-empty set and an
interpretation function, which to every atomic concept A assigns a set AI ⊆ ∆I and
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for every atomic role R a binary relation RI = RI ⊆ ∆I × ∆I . The interpretation
function is extended over concept descriptions by the Definition 2.

Definition 2

�I = ∆I (8)

⊥I = ∅ (9)

(¬A)I = ∆I \ AI (10)

(C � D)I = CI ∩ DI (11)

(∀R.C)I = {a ∈ ∆I |∀b, (a, b) ∈ RI → b ∈ CI} (12)

(∃R.�)I = {a ∈ ∆I |∃b, (a, b) ∈ RI} (13)

Basic DL allow only atomic roles (i.e. role names) in role descriptions.
The basic language can be extended by allowing other concept constructors, such

as union (U) , full negation (C), full existential quantification (E) or number restric-
tion (N ). Resulting formalisms are called using the letters indicating the allowed con-
structors, e.g. ALC, ALCN , ALUE etc. The smallest propositionally closed language
is ALC.

Different extensions to basic Description Logics are introduced by allowing role con-
structors. They enable for introducing various constraints and properties of roles, such
as transitive closure, intersection, composition and union, or complement and inverse
roles. Another kind of extension is obtained by allowing nominals in concept definitions
and introducing primitive datatypes. These modifications proved to be extremely valu-
able and important in the context of the Semantic Web and ontologies. However, they
are sources of high computational complexity of reasoning in the resulting ontologies.

For expressive DLs the abovementioned naming convention would be too long.
Hence, for the basic ALC language extended with transitive roles, S is often used.
The letter H is used to represent role hierarchy, O to indicate nominals in concept
descriptions, I represents inverse roles, N number restrictions, and (D) indicates the
integration of some concrete domain/datatypes. The DL underlying OWL-DL language
includes all of those constructs and is therefore called SHOIN (D).

Description Logics provide tools to build a knowledge base and to reason over it.
The knowledge base consists of two parts, namely TBox and ABox.

TBox provides a terminology and contains a taxonomy expressed in a form of set of
axioms. The axioms define concepts, specify relations between them and introduce set
constraints. Therefore, TBox stores implicit knowledge about sets of individuals in the
world of interest. Formally, a terminology T is a finite set of terminological axioms.
If C and D denote concept names, and R and S role names, then the terminological
axioms may be in two forms: C � D (R � S) or C ≡ D (R ≡ S). Equalities
that have an atomic concept on the left-hand side are called definitions. Axioms of the
form C � D are called specialization statements. Equalities express necessary and
sufficient conditions, whereas specialization statements specify constraints (necessary
conditions) only. An interpretation (function) I maps each concept name to a subset of
the domain. The interpretation satisfies an axiom C � D if: CI ⊆ DI . It satisfies a
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concept definition C ≡ D if: CI = DI . If the interpretation satisfies all the definitions
and all axioms in T , it satisfies the terminology T and is called a model of T .

ABox contains explicit assertions about individuals in the conceived world. They
represent extensional knowledge about the domain of interest. Statements in ABox may
be: concept assertions, e.g. C(a) or role assertions, R(b, c). An interpretation I maps
each individual name to an element in the domain. With regards to terminology T the
interpretation satisfies a concept assertion C(a) if aI ∈ CI , and a role assertion R(b, c)
if 〈bI , cI〉 ∈ RI . If it satisfies all assertions in ABox A, then it satisfies A and I is a
model of A.

Although terminology and world description share the same model-theoretic seman-
tics, it is convenient to distinguish these two parts while designing a knowledge base or
stating particular inference tasks.

With regards to terminology T one can pose a question if a concept is satisfiable, if
one concept subsumes another, if two concepts are equivalent or disjoint. A concept C
is satisfiable with respect to T if there exists a model (an interpretation) I of T such
that CI is not empty. A concept C is subsumed by a concept D w.r.t. T if CI ⊆ DI

for every model I of T . Two concepts C and D are equivalent w.r.t. T if CI = DI for
every model I of T . Finally, two concepts C and D are disjoint w.r.t. T if CI ∩DI = ∅
for every model I of T .

Satisfiability and subsumption checking are the main reasoning tasks for TBox; other
can be reduced to them, and either can be reduced to the other.

For ABox there are four main inference tasks: consistency checking, instance check-
ing, realization and retrieval. An ABox A is consistent w.r.t. a TBox T , if there is an
interpretation that is a model of both A and T . Furthermore, we say that an ABox is
consistent, if it is consistent w.r.t. the empty TBox. One can acquire an empty TBox by
expanding concepts in (acyclic) TBox which means replacing concepts with the right-
hand side of their definitions. Instance checking tests if a given assertion is entailed
by the ABox. Realization tasks consist in finding the most specific concept for a given
individual and retrieval returns individuals which are instances of a given concept.

All these tasks can be reduced to consistency checking of the ABox with respect to
the TBox.

3 Attributive Logics Concepts

Knowledge representation based on the concept of attributes is one of the most common
approaches [2]. It is one of the foundations for relational databases, attributive decision
tables and trees [7], as well as rule-based systems [5].

A typical way of thinking about attributive logic for knowledge specification may be
put as follows. Knowledge is represented by facts and rules. A fact could be written
as A := d or A(o) := d, where A is a certain attribute (property of an object), o an
object of interest and d is the attribute value. Facts are interpreted as propositional logic
atomic formulae. This basic approach is sometimes extended with use of certain syntax
modifications [7]. On top of these facts simple decision rules are built, corresponding
to conditional statements.

In a recent book [5] the discussion of attributive logic is extended by allowing at-
tributes to take set values and providing some formal framework of the Set Attributive
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Logic (SAL). The basic idea for further discussion is that attributes should be able to
take not only atomic but set values as well, written as A(o) = V , where V is a certain
set of values.

In [6] the language of SAL has been extended to provide an effective knowledge rep-
resentation tool for decision rules, where the state description uses finite domains. The
proposed calculus Attribute Logic with Set Values over Finite Domains (ALSV(FD)) is
proposed to simplify the decision rules formulation for classic rule-based expert sys-
tem, including, business rules, using the so-called XTT2 rule language. While being a
general solution, the language is oriented towards forward chaining intelligent control
systems.

Here, an extended notation for ALSV(FD) is introduced, including: 1) the explicit
differentiation of equality relation, denoted as = used for comparison in the ALSV(FD)
formulas and the fact definition operator, denoted as :=, and 2) the formalization of
constants that simplify effective formula notation.

The basic element of the language of Attribute Logic with Set Values over Finite
Domains (ALSV(FD) for short) are: attribute names and attribute values. A – a finite
set of attribute names, D – a set of possible attribute values (their domains), and C – a
set of constants.

Let A = {A1, A2, . . . , An} be all the attributes such that their values define the state
of the system under consideration. It is assumed that the overall domain D is divided
into n sets (disjoint or not), D = D1 ∪D2 ∪ . . .∪Dn, where Di is a domain related to
attribute Ai, i = 1, 2, . . . , n. Any domain Di is assumed to be a finite (discrete) set.

We also consider a finite set of constants C = {C1, C2, . . . , Cm}. Every constant
Cj j = 1, 2, . . . , m is related to a single domain Di, i = 1, 2, . . . , n such that Cj ⊂ Di

There might be multiple constants related to the same domain.

Definition 3. Attributes. As we consider dynamic systems, the values of attributes can
change over time (or state of the system). We consider both simple attributes of the form
Ai : T → Di (i.e. taking a single value at any instant of time) and generalized ones of
the form Ai : T → 2Di (i.e. taking a set of values at a time); here T denotes the time
domain of discourse.

Let Ai be an attribute of A and Di the domain related to it. Let Vi denote an arbitrary
subset of Di and let d ∈ Di be a single element of the domain. Vi can also be a constant
related to Di.

The legal atomic formulae of ALSV along with their semantics are presented in
Def. 4 for simple and in Def. 5 for generalized attributes.

Definition 4. Simple attribute formulas syntax

Ai = d the value is precisely defined (14)

Ai ∈ Vi the current value of Ai belongs to Vi (15)

Ai �= d shorthand for Ai ∈ Di \ {d} (16)

Ai �∈ Vi is a shorthand for Ai ∈ Di \ Vi (17)
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Definition 5. Generalized attribute formulas syntax

Ai = Vi equals to Vi (and nothing more) (18)

Ai �= Vi is different from Vi (at at least one element) (19)

Ai ⊆ Vi is a subset of Vi (20)

Ai ⊇ Vi is a superset of Vi (21)

A ∼ V has a non-empty intersection with Vi (22)

Ai �∼ Vi has an empty intersection with Vi (23)

In case Vi is an empty set (the attribute takes in fact no value) we shall write Ai = {}. In
case the value of Ai is unspecified we shall write Ai = NULL (a database convention).
If we do not care about the current value of the attribute we shall write A = _ (a
PROLOG convention). More complex formulae can be constructed with conjunction
(∧) and disjunction (∨); both symbols have classical meaning and interpretation.

There is no explicit use of negation. The proposed set of relations is selected for
convenience and as such they are not completely independent. Various notational con-
ventions extending the basic notation can be used. For example, in case of domains
being ordered sets, relational symbols such as >, >=, <, =< can be used with the
straightforward meaning.

The semantics of the proposed language is presented below in an informal way. The
semantics of A = V is basically the same as the one of SAL [5]. If V ={d1, d2, . . . , dk}
then A = V if the attribute takes all the values specified with V (and nothing more).
The semantics of A ⊆ V , A ⊇ V and A ∼ V is defined as follows:

– A ⊆ V ≡ A = U for some U such that U ⊆ V , i.e. A takes some of the values
from V (and nothing out of V ),

– A ⊇ V ≡ A = W , for some W such that V ⊆ W , i.e. A takes all of the values
from V (and perhaps some more), and

– A ∼ V ≡ A = X , for some X such that V ∩ X �= ∅, i.e. A takes some of the
values from V (and perhaps some more).

As it can be seen, the semantics of ALSV is defined by means of relaxation of logic to
simple set algebra.

To simplify the formula notation constants can also be defined as: C := V . A knowl-
edge base in ALSV(FD) is composed of simple formulas forming rules and facts defining
the current systems state.

The current values of all attributes are specified in the contents of the knowledge-
base. From logical point of view the state is represented as a logical formula of the
form:

(A1 := S1) ∧ (A2 := S2) ∧ . . . ∧ (An := Sn) (24)

where Si := di (di ∈ Di) for simple attributes and Si := Vi, (Vi ⊆ Di) for complex
ones. In order to cover realistic cases an explicit notation for covering unspecified,
unknown values is proposed; for example to deal with the data containing the NULL
values imported from a database.
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Consider a set of n attributes A = {A1, A2, . . . , An}. Any XTT2 rule is assumed to
be of the form:

(A1 ∝1 V1) ∧ (A2 ∝2 V2) ∧ . . . (An ∝n Vn) −→ RHS

where ∝i is one of the admissible relational symbols in ALSV(FD) (see legal formulas
in Def. 4,5), and RHS is the right-hand side of the rule covering conclusion, including
state transition and actions, for details see [5]. In order to fire a rule the preconditions
have to be satisfied. The satisfaction of rule preconditions is verified in an algebraic
mode, using the rules specified in Fig. 1 The full discussion of ALSV inference for all
formulas can be found in [6].

To summarize, main assumptions about the XTT2 representation are:

– current system state is explicitly represented by a set of facts based on attributive
representation,

– facts are denoted in ALSV(FD) as: A := V ,
– constants are facts defined as: C := V to simplify compact rule notation,
– system dynamics (state transition) is modelled with rules,
– the conditional part of the XTT2 rule is conjunction built from simple ALSV(FD)

formulas,
– rule decision contains state modification – new facts, and optionally external actions

execution statements,
– to fire the rule, the condition has to be satisfied, which means that certain inference

task in ALSV(FD) has to be solved.

A = di, di = dj |= A = dj

A = di, di �= dj |= A �= dj

A = di, di ∈ Vj |= A ∈ Vj

A = di, di �∈ Vj |= A �∈ Vj

A = V, V = W |= A = W
A = V, V �= W |= A �= W
A = V, V ⊆ W |= A ⊆ W
A = V, V ⊇ W |= A ⊇ W
A = V, V ∩ W �= ∅ |= A ∼ W
A = V, V ∩ W = ∅ |= A �∼ W

Fig. 1. Inference rules

4 Motivation

Description Logics provide an effective formal foundation for the Semantic Web appli-
cation based on ontologies described with OWL. They allow for simple inference tasks,
e.g. corresponding to concept classification. Currently the main challenge for DL is the
rule formulation.

Rules are the next layer in the Semantic Web stack that has to be provided in order to
make the Semantic Web applications operate on the knowledge expressed in ontologies.
There are several approaches to the integration of rules and ontologies. An example of
a homogeneous approach are Description Logic Programs (DLP) [8]. A heterogeneous
one can be found in the design of the Semantic Web Rule Language (SWRL) [9]. Other
problems, that so-far have rarely been considered in the Semantic Web research include
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effective design methodologies for large rule bases, as well as knowledge quality issues.
To maintain larger knowledge bases is not a trivial task; prone to design errors an logical
misformulations. This is why scalable design methods have to be considered.

In the classic AI field of rule-based expert systems numerous solutions for rule for-
mulation and inference, as well as the design and analysis are considered [4,5]. Number
of visual knowledge representations equivalent to decision rules are considered, includ-
ing decision trees and decision tables [2]. They prove to be helpful in the visual design
of rules, as well as providing CASE tools for rule-based systems. The theory and prac-
tice of rules verification is a well studied field, for details see [10]. Therefore, evaluating
the use of mature rule-based systems solutions is a natural choice for the Semantic Web
applications.

The XTT2 [6] rule formulation and design language based on the ALSV(FD) is an
example of an expert system design and analysis framework. It offers flexible knowl-
edge representation for forward chaining decision rules, as well as visual design tools.
Thanks to the formal description in ALSV(FD) a formalized rule analysis is also possi-
ble. As a rule framework XTT2 provides a subset of functionality that SWRL aims for,
at least for the production systems based on decision rules. On the other hand, it has
ready design and analysis solutions.

The primary goal of this research is to allow the use of the XTT2 rule design frame-
work for the Semantic Web rules. This would open up possibility to use the visual
design tools for XTT2 to design Semantic Web rules, as well as exploit the existing
verification solutions. The following phases are considered:

1. a transition from ALSV(FD) to a subset of a selected DL language,
2. XTT2 rules formulation compatible with the above transition procedure,
3. visual design of XTT2 rules for the Semantic Web,
4. XTT2 rules translation to SWRL, with possible RIF-only extensions,
5. rule inference on top of OWL-based ontologies.

Ultimately it should be possible to design Semantic Web rules with the XTT2 visual
design tools and provide a formal analysis of rules. XTT2 could be run with a dedicated
XTT2 engine, or a SWRL runtime (whenever it is available).

In this paper the focus is on the first phase, with some considerations for the 2nd and
the 3rd one. In order to provide a transition, a discussion of syntax and semantics of
both calculi DL and ALSV(FD) is given in the next section.

5 Syntax and Semantics Analysis

Description Logics enable for complex descriptions of objects in the universe of dis-
course and the relations between them. The static part of the system is expressed in
TBox part of a DL Knowledge Base. The actual state is represented by means of facts
asserted in ABox. ABox in DL is limited in terms of its syntax and semantics. There
are only simple assertions there, which together with knowledge expressed in TBox lay
the ground for inferencing.

The language of DL consists of concepts, roles and constants. The meaning of the
symbols is defined by an interpretation function, which to each concept assign a set of
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objects, to each role a binary relation, and to each individual an object in the universe
of discourse.

The main goal of ALSV(FD) is to provide an expressive notation for dynamic system
state transitions in case of rule-based systems. Thus, the knowledge specification with
ALSV(FD) is composed of: state specification with facts, and transition specification
with formulas building decision rules.

Both logics describe the universe of discourse by identifying certain entities. In
ALSV(FD) they are called attributes and in DL – concepts. Here we will concentrate
on simple attributes.

Every attribute in ALSV(FD) has its domain, which constraints the values of the
attribute. In DL this kind of specification is done by means of TBox axioms. In order
to express a finite domain in DL, a set of constructor, denoted by O is needed (see
Table 1).

Table 1. Formulas in AL and terminological axioms in DL – domain definitions

Attributive Logic Description Logic
Attribute Name Attribute domain Concept Name Concept constructors

Ai Di Ai Ai ≡ Di

D = {a1, a2, . . . , an} D ≡ {a1, a2, . . . , an}

Once the attributes and concepts are defined, they are used in system rules specifi-
cation. Legal AL formulas (see Defs. 4,5) specify the constraints that an attribute value
has to match in order for a rule to be fired. They constitute a schema, to which states
of a system in certain moments of time are matched. ALSV(FD) formulas used in rule
preconditions can be represented as terminological axioms in DL as in Fig. 2.

Attributive Logic Description Logic
Formula Axiom

Ai = d Ai ≡ {d}
Ai ∈ Vi Ai ≡ Vi

Ai �= d Ai ≡ ¬{d}
Ai �∈ Vi Ai ≡ ¬Vi

Fig. 2. Simple attributes formulas in AL rules and respective axioms in DL

Attribute values define the state of the system under consideration. State is repre-
sented as a logical formula (24) built from a conjunction of formulas specifying the
values of respective attributes. A statement in AL that the attribute Ai holds certain
value, in DL language corresponds to a statement that a certain object is an instance
of concept Ai. Such statements build the ABox in DL systems. State specification is
shown in Tab. 2.

At a given moment of time, the state of the system is represented as a conjunction
of formulas or concept assertions in DL respectively. In order to check the rules sat-
isfiability, appropriate inference tasks have to be executed. The inference rules in AL
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Table 2. State specification in AL and assertions in DL

Attributive Logic Description Logic
Formula Assertion in ABox

Ai := di Ai(di)

are presented in Fig. 1. For DL such a task is consistency checking. For each rule a
consistency checking of the state assertions with regards to the rule preconditions is
performed. If the consistency holds, the rule can be fired. Every rule is loaded into the
DL reasoner together with the actual state of the system. The rule constitues a schema,
which is temporary joined with existing TBox (in which concept definitions are stored).
The state is a temporary ABox. The DL reasoner checks the consistency of the ontol-
ogy resulting from the TBox and ABox. If it is consistent, then the rule can be fired.
The actions specified in the heads of rules may change the system state, which is then
represented as a new ABox.

6 An Example of Translation

Let us consider a simple example of a forward chaining rule based system. The goal of
the system is to set a thermostat temperature based on the condition, namely the time
specification.

Consider a set attributes
A = {day, month, hour, today, season, operation, therm_setting},
with corresponding domains:
D = {Dday, Dmonth, Dhour, Dtoday, Dseason, Doperation, Dtherm_setting},
defined as Dday = {sun, mon, tue, wed, thr, fri, sat},
Dmonth = {jan, feb, mar, apr, may, jun, jul, aug, sep, oct, nov, dec},
Dhour = {1 − 24}, Dtoday = {workday, weekend},
Dseason = {winter, spring, summer, autumn},
Doperation = {bizhours, notbizhours}, Dtherm_setting = {12 − 30},
In such a system we can consider simple production rules (in Australia!):
R1 : month ∈ {dec, jan, feb} −→ season := summer
R2 : day ∈ {mon, tue, wed, thr, fri} −→ today := workday
R3 : today ∈ {workday} ∧ hour ∈ {9 − 17} −→ operation := bizhours
R4 : operation = {bizhours} ∧ season = {summer} −→ therm_setting := 24
In Description Logics language the following concepts are distinguished:
Day,Month, Hour, Today, Season, Operation, Therm_setting.
The definition of the concepts is as follows:
Day ≡ {sun, mon, tue, wed, thr, fri, sat},
Month ≡ {jan, feb, mar, apr, may, jun, jul, aug, sep, oct, nov, dec},
Hour ≡ {1, 2, . . . , 24},
Today ≡ {workday, weekend},
Season ≡ {winter, spring, summer, autumn},
Operation ≡ {bizhours, notbizhours},
Therm_setting ≡ {12, 13, . . . , 30}
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To simplify the notation one can introduce the following concepts:
SummerMonths ≡ {dec, jan, feb},
Bizhours ≡ {9, 10, . . . , 17},
WorkingDays ≡ {mon, tue, wed, thr, fri}.
and using the transition specified in Fig. 2 write the rules as follows:
R1 : (Month ≡ SummerMonths) → Season(summer),
R2 : (Day ≡ WorkingDays) → Today(workday),
R3 : (Today ≡ {workday}) ∧ (Hour ≡ BizHours) → Operation(bizhours),
R4 : (Operation ≡ {bizhours})∧ (Season ≡ {summer}) → Therm_setting(24)

Let the state in moment 0, be represented as ABox0 as follows:

Month(jan).Day(mon).Hour(11). (25)

The inference process is as follows: The state ABox0 (25) and the preconditions of rule
R1 are loaded into a DL reasoner. The DL reasoner performs the consistency checking
of the state with respect to rule preconditions. Because the ontology built from the
state assertions and R1 precondition formulas is consistent (Month(jan) is consistent
w.r.t. Month ≡ SummerMonths (SummerMonths ≡ {dec, jan, feb})) the rule
is fired. The conclusion of the rule generates a new assertion in the state formula. The
new ABox1 replaces the old one (ABox0). The new state ABox1 is as follows:

Month(jan).Day(mon).Hour(11).Season(summer). (26)

The state ABox1 (26) and the preconditions of rule R2 are loaded into the DL rea-
soner. The DL reasoner performs the consistency check of the state with respect to
rule preconditions. Because this time the ontology built from the state assertions and
R2 precondition formulas again is consistent (Day(mon) is consistent w.r.t. Day ≡
WorkingDays (WorkingDays ≡ {mon, tue, wed, thr, fri}) the rule is fired. The
conclusion of the rule generates a new assertion. The reasoning continues with new
state and the next rules.

7 Future Work

The research presented in the paper affects integration of the selected expert system rule
design method and the Semantic Web. Several design tools have been implemented for
the design and verification of XTT2-based systems. These could be used for building
such systems in the context of the Semantic Web.

To use DL modelling and reasoning capabilities to a larger extent, the ontology of
the example used above and other systems could be built in a different manner. Some
of the rules could be included into subsumption relations such that those rules would be
executed as an intrinsic DL inference.

The XTT2 toolset (see hekate.ia.agh.edu.pl) also provides a custom infer-
ence engine able to execute the XTT2 rules. The engine has an extensible architecture
and is implemented in Prolog. Future work includes developing an interface able to use
some dedicated DL reasoners such as Pellet. This would allow to reason with XTT2

rules on top of existing OWL ontologies.

hekate.ia.agh.edu.pl
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Acknowledgements. The authors wish to thank Claudia Obermaier for her valuable
remarks concerning the final version of the paper.

References

1. Baader, F., Calvanese, D., McGuinness, D.L., Nardi, D., Patel-Schneider, P.F. (eds.): The
Description Logic Handbook: Theory, Implementation, and Applications. Cambridge Uni-
versity Press, Cambridge (2003)

2. van Harmelen, F., Lifschitz, V., Porter, B. (eds.): Handbook of Knowledge Representation.
Elsevier Science, Amsterdam (2007)

3. Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach, 2nd edn. Prentice-Hall,
Englewood Cliffs (2003)

4. Giarratano, J., Riley, G.: Expert Systems. Principles and Programming, 4th edn. Thomson
Course Technology, Boston (2005)
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7. Klösgen, W., Żytkow, J.M. (eds.): Handbook of Data Mining and Knowledge Discovery.
Oxford University Press, New York (2002)

8. Grosof, B.N., Horrocks, I., Volz, R., Decker, S.: Description logic programs: combining logic
programs with description logic. In: Proceedings of the Twelfth International World Wide
Web Conference, WWW 2003, pp. 48–57 (2003)

9. Horrocks, I., Patel-Schneider, P.F., Boley, H., Tabet, S., Grosof, B., Dean, M.: Swrl: A se-
mantic web rule language combining owl and ruleml, w3c member submission 21 May 2004.
Technical report, W3C (2004)
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Abstract. Nowadays there is a large number of Expert Systems available to us-
ers requiring the extraction of data relevant to specific domains, many of which 
are based on reasoning and inference. However, many of these tools offer slow 
execution time, resulting in delayed response times to the queries made by us-
ers. The strategy of caching to define specific patterns of results enables such 
systems to eliminate the requirement to repeat the same queries, speeding up the 
response time and eliminating redundancy. This paper proposes a caching strat-
egy for an Expert System based on Semantic Web and reasoning and inference 
techniques. Caching strategies have previously been applied to simple XML 
queries. Performance has been evaluated using an existing system for medical 
diagnosis, which demonstrates the increased efficiency of the system.  

Keywords: caching, semantic web, ontologies, inference, rule, pattern recognition. 

1   Introduction 

Caching techniques play a very important role in optimizing systems performance [1]. 
They have been widely adopted in many different areas for years, therefore a great 
deal of effective strategies [2] and algorithms [3] were invented. Advanced use of 
caching techniques using frequent patterns recognition [4] [5] and query caching [6] 
have been broadly discussed in the literature. Many works focus on applying seman-
tics to cache tables [7], or retrieving data based on already performed, different que-
ries [8]. Even though this paper incorporates some of those ideas, it proposes a new 
approach for boosting performance of semantic queries containing frequently used 
subparts. Previous caching strategies have been principally applied to simple XML 
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queries; however, our work proposes the application of caching to queries based on 
logical inference. 

The paper is structured as follows. The following section details the principal fea-
tures of the system, including the pattern caching strategy (PCS), the  preconditions of 
the system, the main components which comprise the system, the cache driver and the 
rules processing agent. Section 3 describes the architecture, followed by a use case 
example in Section 4. Section 5 describes the evaluation made. Section 6 outlines 
future work and conclusions. 

2   System 

2.1   Pattern Caching Strategy (PCS) 

The strategy of pattern-based caching consists of searching within the table of already 
cached elements, with the aim of extracting determined patterns from the input data. 
This process is carried out systematically by an agent, which is responsible for the 
search and retrieval of these patterns. Once one or various patterns have been estab-
lished, the retrieved information is processed, with the objective of establishing 
whether the patterns are valid or adequate to enable an increase in the efficiency of 
the system. 

The objective of this strategy is to increase the efficiency of the system. The initial 
step is an inference process, which is supported by a knowledge base represented by 
an ontology, and another base which is a set of rules, both related by means of the 
inference engine. This inference process has generally a non-linear time or cost, 
which increases as the size of the knowledge base increases, as well as the knowledge 
base, which represents the rules (the number of rules). 

Once the PCS has been applied, some patterns of inputs, which are used with a 
given frequency, can be found. Therefore, the goal is to create new sets of rules based 
on these patterns, in such a way that when the inference engine receives a new input 
query, the engine verifies whether this query matches any previously found patterns 
prior to performing the inference process. If a matching is found between the input 
and the stored patterns, the system automatically assigns this query to the correspond-
ing knowledge base of rules, increasing the performance of the system given that it is 
not required to verify the input consulting the global set of rules, which is of greater 
size and whose inference time is much longer. 

2.2   Preconditions of the System 

Some basic preconditions for the efficient use of these types of caching strategies can 
be outlined. The most important feature is the following: based on the output of the 
inference system, it should be possible to obtain new inference rules, which generate 
the same results. This feature is required, because once an inference pattern has been 
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discovered, all of the possible results with this pattern need to be determined. Based 
on these results, a new set of rules is generated which is smaller than the initial set. 
These rules lead to the outcome, which has generated the result just obtained. That is, 
to establish: 
 
Set of rules for the pattern ⊂ Set of total rules 
 
The set established above should always be smaller than the total set. It is just this 
feature what enables an increased speed and efficiency of the system. When the infer-
ence engine is run with a smaller and more easy to use set of rules.  

Therefore, it is very important to establish that the outputs of the system enable 
the generation of inference rules, that is, they allow the determination of the prem-
ises that lead to the conclusion. Another issue that should be considered is that this 
solution can only be used in systems where the number of inputs directly affects the 
number of output results. More specifically, if the system receives X inputs and 
returns Y outputs, in the case that it receives these X inputs a second time with an 
additional input element, the number of outputs in this case should be less than Y, 
and additionally, they should be elements of Y. This is because the new inputs that 
have been added to X have redefined the result such that it is a more closed set than 
the previous set: 

 

X (inputs) → infers→ Y (outputs) 
X+T (inputs) → infers →  Z (outputs) 
Where: Z ⊂  Y 

 

Although in this paper, we have used Jena Rules as the rule language and the infer-
ence engine is the inference engine provided by Jena, our proposal could be applied to 
other kinds of rule languages and systems.  

3   System Architecture 

The basis of the architecture of our proposed system is that of a traditional Expert 
System: a Knowledge Base, a set of inference rules and an inference engine. The 
novel feature is the inclusion of a caching system for the creation of new subsets and 
rules, in the form of minor modifications in the rules container, which is composed of 
two repositories, one global which stores all of the initial rules of the system, and 
another which is responsible for storing the distinct subsets of rules which will be 
generated by the Caching System. 

The figure below shows the logical architecture of the system, where it can be 
viewed how the distinct subsystems communicate, as well as the flow of messages 
that are interchanged in order to realize the inference process. In the following sec-
tions , the internal functioning of each of these elements will be described, placing 
special emphasis on the Rules Manager and Caching System, the components which 
represent the basis of this article. 
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Fig. 1. System architecture 

3.1   Knowledge Base 

This component contains the Knowledge Base [9] of the Expert System that is used to 
carry out the reasoning process. Specifically, it is the ontology manager [10] of the 
system. It provides all of the data that is stored in the repository, so that the inference 
engine can perform with explicit knowledge about the domain in question. Thus, it 
receives new facts from the engine, which are the result of constant interaction and 
reasoning that this base orchestrates.  

3.2   Inference Engine 

The inference engine is the kernel of the Expert System [11], which carries out the 
entire reasoning and inference process to generate a response based on the experience 
and knowledge it contains about the query, always working using the Knowledge 
Base and the rules that are provided to it.  

At the same time, it generates hash codes for each input which it receives, with the 
aim that they are stored in the cache and can be later consulted if it is possible to  
obtain a subset of rules which is capable of solving the problem. 

3.3   Rules Manager 

The Rules Manager transfers the rules that provide the restrictions for the inference 
process to the inference engine, working on the Knowledge Base. It is divided into 
two subsystems, the first one being the global repository, which is comprised of the 
total set of rules of the system, while the Rules Container systematically stores the 
distinct subsets of rules that are generated via the caching system. 

3.3.1   Global Repository 
This repository stores the global inference rules, which is the repository of the rules 
that affect the entire problem domain, and which may increase as new facts are intro-
duced or as the application domain of the system increases. It is managed by the ex-
pert, and can only be modified if the expert extends or reduces the magnitude of the 
problem domain. 
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3.3.2   Rules Container 
The Rules Container is a repository where distinct subsets of rules are stored, gener-
ated by interaction with the Caching System module. The Agent, based on the Cach-
ing System, analyses the total set of rules, searching for patterns that are repeated in 
the cache table, and which are determined based on a concrete group of rules. In this 
way, the rules that are not necessary for this step may be eliminated, reducing the size 
of the problem domain, thus decreasing the response time of the system. 

3.4   Caching System 

The goal of this module is to reduce the size of the problem at hand, decreasing the 
number of rules, which the inference engine has to process, and notably limiting the 
magnitude of the domain in question.  

3.4.1   Cache Driver 
The Cache Driver is responsible for managing the cache and all of its related objects: 
the database, content, etc. It ensures that the number of elements is adequate, and 
manages the policy of replacement of the elements: Least Recent Used (LRU), Most 
Recent Used (MRU), etc. It mainly works as a container interacting with the rest of 
the systems, such as the processing of the rules or the inference engine. 

The principal working is based on its interaction with the inference engine. The engine 
is responsible for verifying with the Cache Driver if the input has a pattern that can match 
with it in the cache. In the case that they are inside the cache, this indicates that a search 
can be performed for a subset of rules, which is not the global set, therefore obtaining the 
knowledge in a more efficient time span. 

Additionally, this component is in charge of verifying that the size of the cache 
does not exceed a particular threshold, eliminating tuples based on specific criteria. 
Generally, the criteria to be taken into account are that the tuples that contain more 
“hits” are those more likely to survive. The tuples that are consulted with greater 
frequency are characterized by a greater number of hits. 

3.4.2   Rules Processing Agent 
This module is responsible for carrying out the processing of the global set of rules to 
generate new subsets that can solve the problem based on the entries stored in the 
cache, as well as the management of their storage. It is implemented by means of an 
Intelligent Autonomous Agent [12][13], which, at systematic moments in time, carries 
out a map of the cache in search of new patterns, freeing space within it in the case 
that it is required. The method selected for this process is LFU (Least Frequently 
Used) [14], given that it abolishes the least common combinations and those that have 
a lower probability of occurrence. Therefore, they have a higher or lower impact on 
the optimization of the system. The agent will be responsible for searching combina-
tions within the Global Repository that can match the pattern in question, storing 
these new resulting subsets in the Rules Container [15]. At the same time, in the case 
of carrying out deletions in the cache table, it will also have as a goal to abolish those 
subsets that correspond to the deleted patterns. 
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Its fundamental objective is to obtain the patterns of inputs that are stored in the 
cache and generate new sets of rules that will be synchronized according to the global 
repository. This process can be divided into a number of steps: 

1. Search for new patterns. 
2. Updating the use of old patterns. 
3. Reorganization of the cache (deletion of old patterns and addition of new 

patterns). 
4. Reasoning (inference) of results based on the new patterns. 
5. Computation of the results of the inference in step 4 to generate new sets 

of rules. 
6. Updating the repository of rules, adding the new sets generated based on 

new patterns, and deleting the sets of patterns that have been eliminated. 

This process can be done depending on the duration of the process over every X units 
of time. Depending on the latency of this process, the units of time change so that 
parameter X can decrement or increment to achieve an improvement in the global 
performance of the system. The following section describes the pattern recognition 
algorithm. 

The algorithm that searches new patterns developed to test the caching system  
consists of the following set of steps: 

1. Obtaining all the hashes from the Database. Suppose this 6 hashes: 

55f5a7216d1c107c62508bc690d78392 
e4673bd7788f8a1b55266f3f77464b1f 
444096cb35814b0857df5fbf6d3372d2 
335c8c67e7bda3abe46b5a0dbd645bbd 
67323fa32b004ea1013dbf444fe976cf 
9c975b4518210e6fecb874559e3027ec 

2. For each hash, generate an object (Caching Consult) that will encapsulate 
the hash and the corresponding code associated with it. In our example 
(medical system), it will be symptoms, so we will have: 

55f5a7216d1c107c62508bc690d78392 - sA 
e4673bd7788f8a1b55266f3f77464b1f - sA,sB,sC 
444096cb35814b0857df5fbf6d3372d2 - sA,sB,sD 
335c8c67e7bda3abe46b5a0dbd645bbd - sA,sB,sD,sF 
67323fa32b004ea1013dbf444fe976cf - sG,sH,sI 
9c975b4518210e6fecb874559e3027ec - sG,sH,sI,sL 

In this case, we are able to identify some patterns. The pattern depends on the 
length that we establish that should have it. In this case, we establish at least 
3 elements to build a pattern. 

3. Now, we create a string of lists that contains only the codes of the previ-
ous objects. So, we will have: 

sA 
sA,sB,sC 
sA,sB,sD 
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sA,sB,sD,sF 
sG,sH,sI 
sG,sH,sI,sL 

4. Now, we take every previous string and compare each one with the rest 
with some restrictions, trying to search matches. So, the trace of this part 
of the algorithm could be: 

sA,sB,sC / sA,sB,sD -> (Match: 2 / Discard. Minimum: 3) 
sA,sB,sC / sA,sB,sD,sF -> (Match: 2 / Discard. Minimum: 3) 
sA,sB,sC / sG,sH,sI -> (Match: 0 / Discard. Minimum: 3) 
sA,sB,sC / sG,sH,sI,sL -> (Match: 0 / Discard. Minimum: 3) 
 
sA,sB,sD / sA,sB,sD,sF -> (Match: 3 / Pattern found: sA,sB,sD) 
sA,sB,sD / sG,sH,sI -> (Match: 0 / Discard. Minimum: 3) 
sA,sB,sD / sG,sH,sI,sL -> (Match: 0 / Discard. Minimum: 3) 
 
sA,sB,sD,sF / sG,sH,sI -> (Match: 0 / Discard. Minimum: 3) 
sA,sB,sD,sF / sG,sH,sI,sL -> (Match: 0 / Discard. Minimum: 3) 
 
sG,sH,sI / sG,sH,sI,sL -> (Match: 3 / Pattern found: sG,sH,sI) 

The algorithm discards automatically the elements that did not have enough 
elements to be a pattern. For example “sA” is a single element and the algo-
rithm establishes that at least three elements are needed. Furthermore, it also 
does not check elements that have already been checked. For example: 
sA,sB,sC / sA,sB,sD is the same as sA,sB,sD / sA,sB,sC. 

The step 4 makes a canonicalization of the input strings. This canonicali-
zation takes the inputs as a unique string. For example: “sA,sB,sC”. We di-
vide this String as an array that contains all the elements separated by coma: 
data[] = { “sA”, “sB”, “sC” }, and finally we make an alphabetic sort of the 
array. With this operation we always have the inputs in the same format, so 
it’s more easily and efficient make the comparisons. 

4   Use Example 

In the current section, an example of how the system works will be outlined, particu-
larly given that there are certain features that should be adapted as a function of the 
problem in question for which a solution is required. 

We use a knowledge base of a medical diagnosis domain [16], which is linked to 
another knowledge base, with rules to infer results for the domain. In the case that the 
rules container contains a very high number of rules, it is highly possible that the 
speed or performance of the system is affected, because of this elevated number. The 
advantage is provided by the possibility to work with a reduced set of rules, which 
means that the performance of the system is not notably degraded as frequently as it  
occurs in other cases.  

The inputs are strings that represent the code of the symptom that the system re-
ceives to make the diagnosis. Each input will uniquely be represented by a single 
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string. Strings will be separated by comas. In this case, for simplification purposes, 
the outputs will also be strings, in such a way that each string is an output.  

Bearing the example in mind, Table 1 below is a table that represents an example 
of the cache of the current system: 

Note: SYM_A = sA, SYM_B = sB, etc. (To clarify with previous notation). 

Table 1. Example of the data in the caching system 

Hash Input Output Times Date 
2b0dc568e588 SYM_A DIS_M,DIS_N,DIS_P,DIS_T,DIS_X,DIS_Z 356 10/01/08 
e86410fa2d6e SYM_A,SYM_B,SYM_D,SYM_F DIS_M 245 10/01/08 
8827a41122a5 SYM_G,SYM_H,SYM_I,SYM_L DIS_W 240 09/01/08 
ab5d511f23bd SYM_A,SYM_B,SYM_C,SYM_E DIS_N 145 09/01/08 
3c6f5dee2378 SYM_A,SYM_B,SYM_C DIS_N,DIS_X 98 08/01/08 
6b642164604d SYM_G,SYM_H,SYM_I DIS_V,DIS_W 98 08/01/08 
8c328f9a099b6 SYM_A,SYM_B,SYM_D DIS_M,DIS_Z 98 08/01/08  

The above table represents an example of the approximated content of an individ-
ual caching strategy. Notice that a number of patterns has been found in the inputs 
and are indicated in bold. 

The system will carry out the strategy previously described with this set of patterns. 
In this case, the system will search possible common patterns within all of the inputs, 
and it would find the patterns as displayed in the current example. Once the system has 
extracted all of the new patterns (if a pattern is extracted which is already present in the 
system, it will be omitted, as it already exists), the system will communicate with the 
inference engine to attempt to obtain all of the possible outputs which it (or the pattern) 
would provide. In the current example, the system will make a query to the inference 
engine so that it returns all of the outputs based on the set of inputs of {SYM_A, 
SYM_B, SYM_C}, {SYM_G, SYM_H, SYM_I} and {SYM_A, SYM_B, SYM_D}. 

The system, based on this inputs, returns the following: 

SYM_A, SYM_B, SYM_C → DIS_X, DIS_N 
SYM_G, SYM_H, SYM_I → DIS_V, DIS_W 
SYM_A, SYM_B, SYM_D → DIS_Z, DIS_M 

Looking at the outputs that the system has just returned, it can be observed that these 
are also present in all of the elements that have been output by the inference engine. It 
is evident that more elements exist than those that are in the table, but it is important 
that all of the elements that are displayed in the table are present. This situation is the 
result of one of the preconditions discussed in Section 3.1.  

Once this step has been performed, the goal of the system is to generate all of the pos-
sible inference rules that lead to this output based on the output that it has just obtained. 

5   Evaluation 

We have evaluated the system taking into account the improvement of the temporal 
performance of the application when the developed caching system is working. To do 
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that, we developed two kinds of tests to contrast results. The first one obtains the 
execution time of the entire system, checking the times applying the caching system 
and without applying it and the results are analyzed. The second one only takes into 
account the inference time, because it is the time that the system tries to improve. 

Table 2 shows the inference times for one single execution running the entire sys-
tem while table 3 shows the same time in 100 executions. 

Table 2. Results for entire system. One execution. 

Test Time Caching  
Disabled 

Time Caching 
Enabled 

ABDF 219 ms 234 ms 
GHIL 188 ms 188 ms 
ABCE 156 ms 156 ms 

Table 3. Results for entire system. 100 executions. 

Test Time Caching  
Disabled 

Time Caching  
Enabled 

ABDF 7 ms 6 ms 
GHIL 4 ms 4 ms 
ABCE 5 ms 5 ms 

As table 2 shows, the execution of the entire system in one single execution does 
not improve the inference times, and even in one case, the caching system deteriorates 
the time. This is because in one execution of the inference system it takes more time 
to load all the data and to compare it against the ontology. If we add also the time to 
consume the pattern search algorithm trying to match the given input with a pattern of 
the caching we obtain that the times for one execution are increased. 

However, the times shown in table 3 for 100 executions, are the times per execu-
tion, so, for example, in the case of ABDF test with Time Caching Disabled, the total 
time for the 100 executions was 700 ms. 

Furthermore, it must be taken into account that this time is for the entire system, 
and not for the inference engine, which is the system whose performance we are  
trying to improve. 

Table 4 shows the time of the inference engine in one execution while table 5 
shows the time for 100 executions. 

Table 4. Results for inference system. One execution. 

Test Time Caching  
Disabled 

Time Caching  
Enabled 

ABDF 16 ms 15 ms 
GHIL 32 ms 16 ms 
ABCE < 1 ms < 1 ms 
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Table 5. Results for inference system. 100 executions. 

Test Time Caching  
Disabled 

Time Caching  
Enabled 

ABDF 1 ms < 1 ms 
GHIL < 1 ms < 1 ms 
ABCE 1 ms < 1 ms 

Now, we can see the real performance of the caching system. In the first case, we 
can see that in two cases the times are improved.  In one of them, with a reduction of 
one millisecond of the inference time and in the other with a reduction of 50% (16 ms). 

With this data, we can conclude that the caching system obtains an increment of the 
temporal efficiency for small data sets. We have done this evaluation with these types 
of tests because the system where the caching system was integrated and tested uses 
them. It would be difficult to introduce biggest datasets to try to make an evaluation 
with them. 

6   Future Work and Conclusions 

The most important advantage of this kind of applications is its efficiency. The time 
taken for the completion of a query decreases and it will facilitate the management of 
the system by the user through reduced response time.  

Besides that, the architectural design will ease the adaptation of the system to many 
and diverse fields, and it will easily be adaptable to modifications or changes. 
Therefore, we present the system as a general solution to productivity boosting, with-
out carrying large computational or implementation costs.  

Future work will include the interesting task of optimizing the pattern search algo-
rithm. However, it is not an easy task because, as stated previously, in every case it 
will be necessary to traverse the entire set of tuples that comprise the cache.       
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Abstract. In this paper we describe an ontology-based scheduling system which 
generates classes plans for university departments  in an automatic way. Ontol-
ogies are proposed as structures which contain required data about courses, stu-
dents, teachers, classrooms, programs, etc. In this way we can benefit from the 
existing ontologies, which describe parts of university needed for planning. 
FOAF ontology [9] is used to provide information about teachers and group of 
students and iCalendar ontology [5], [6] describes availability of teachers and  
rooms. For all other information, we develop University Ontology. For  
the scheduling the poly-optimization algorithm is implemented which utilizes 
gathered information from the above mentioned ontologies. 

Keywords: Multi-Agent Systems, Planning and Scheduling, Semantic Web, 
Ontologies. 

1   Introduction 

The problem of timetabling exists almost as long as universities exist. Creation of a 
timetable which satisfies all interested individuals is a very hard and time consuming 
process. In the past as well as at present many departments at universities create plans 
of classes without any software support, which often causes overlapping of courses, 
lack of laboratories in a specific time etc. For this reason many researches started to 
investigate possibility of automatic planning (first system was developed in 1967 by 
E. Burke [4]) which would facilitate the solution of timetabling task. In the literature 
that problem is considered in many aspects. For example, it can be considered  from 
student’s point of view when he wants to take courses – these courses should not 
overlap. On the other hand, the schedule should satisfy all teachers, for instance long 
breaks between lessons should be avoided. Furthermore, timetable is necessary for 
many organizations like primary schools, high schools, universities etc.  

The main goal of this work is an application of Semantic Web idea in scheduling. 
The concept of Semantic Web was introduced by Tim Berners-Lee [3]. Its aim is to 
allow to process knowledge, gathered in the Web, by human agents as well as by 
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computer agents. It is achieved by annotating current web pages in such way, that 
each concept has significance and is understood by every application or user in the 
same way. To ensure common understanding, annotated knowledge is structured in 
ontologies. The ontology is defined as "a specification of a conceptualization" [11]. 
Intuitively, ontology means the description of a part of the world in one of formalisms 
understandable by machines. One of these formalisms is OWL [2] which was chosen 
for ontology construction in our system. The Semantic Web was chosen for the sys-
tem presented in this work since it is considered as “a New Web” and it is possible 
that in the near future major part of WWW pages will be encoded in one of Semantic 
Web formalisms. Moreover, there are plenty of already created ontologies useful for 
scheduling from which we can benefit and make use of. For example, our system 
utilizes two ontologies: FOAF ontology [9] and iCalendar ontology [5], [6]. 

For all required information not included in mentioned ontologies, we develop 
University Ontology necessary for scheduling. Besides of ontologies our system con-
tains an application – Planner System. The major task of this module is automatic 
generation of timetable using all necessary information obtained  from ontologies. 
Planner System does utilize the algorithm developed in [7]. 

The rest of the paper is structured as follows: Section 2 presents related work in the 
fields of timetabling and the Semantic Web. In Section 3 an architecture of the system 
with scheduling algorithm is briefly explained. Description of system usage is in  
Section 4. Finally, conclusions and future directions are given in the last section. 

2   Related Work 

There are plenty of systems which deal with the timetabling problem, yet scheduling 
is specific, dependent on an organization, which makes it impossible to create one 
application being able to generate plans in the universal manner.  

The first type of systems, summarized in [18], proposes a solution of timetabling 
problem imitating human behavior. In particular, the lectures are added to schedule 
one by one until all of them are inserted into the plan. One of these systems called 
SHOLA is described in [12]. Author introduces three strategies for timetabling. The 
first begins scheduling with the most restricted lectures. The second verifies if there 
exists any place in the schedule in which only one lesson can be inserted. If so, men-
tioned lesson is planned. The last deals with situations when in particular point of 
algorithm the lecture cannot be added to the plan. In such cases one of the planned 
lesson is moved into other appropriate place in the schedule. 

Other solution of that problem is proposed in [16], [20]. Authors apply graph  
theory for scheduling. 

Moreover, there are known methods, which take advantage of genetic algorithms 
[17], local search including Tabu Search [10], Simulated Annealing [14], Ant Colony 
Optimization [8]. 

All of propositions mentioned above employ only one criterion for plan evaluation 
or transform criterions into constraints which makes solution almost impossible to 
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find. The algorithm applied in our system, described in [7], utilizes multi-criterion 
optimization.  

In our opinion, approach which utilizes only one aggregated criterion is less effective 
and flexible than poly-optimization. Implementation of our approach ensures simple 
adjustment of benchmarks as well as easy replacement of preference model. It makes 
adaptation of different requirements of departments or universities uncomplicated.  

The next factor which differentiates our system from already created is the applica-
tion of Semantic Web technology. To the authors’ knowledge, no implementations of 
Semantic Web into the timetabling problem were proposed before. The main aim of 
introducing Semantic Web is possibility of usage of already created ontologies. 
Moreover, the information published in the Web are being changed by addition of  
semantic and in the next future we can expect that sites of public organizations in-
cluding universities will be encoded with semantic formalism. Therefore, the system 
described in this work will be prepared to adaptation to major part of universities and 
will be able to create lesson plans in automatic way without grant modifications. Fi-
nally, Semantic Web enables utilization of published schedules by other agents. 

In our system we take advantage of two ontologies, FOAF ontology and iCalendar 
ontology. The first one is utilized for identification of students as well as academic 
teachers working in the department. It ensures gaining essential information for time 
tabling in automatic way. The second one stores personal calendars of the teachers. 

Moreover, we considered ontologies, which describe university, yet none of them 
was suitable for requirements of our system. First of them was introduced in [13]. The 
ontology gathers concepts related to IT education and materials. The main goal of the 
application is to make possible reuse of the results of other research. 

Similar ontology is described in [21]. The materials useful for academic teachers 
are ordered in the hierarchy which facilitates teachers to organize the sequence of a 
lesson plan.  

Next ontology introduced by [19] describes university domain. It contains, encoded 
in RDF, concepts and properties regarding lessons lectured at universities as well as 
information about software, devices, documentation, etc. It gives the viewpoint of 
what and how people teach and learn. The main aim of ontology creation is the ability 
of information sharing between different universities.  

None of mentioned ontologies is included in the described system since they gen-
erally contain specific information about courses. They do not contain information 
about programme, classrooms, assignments subjects to the teachers which are crucial 
for presented system.  

3   Scheduling System Architecture 

The basic architecture and coordination schema of the system described in this paper 
is shown in Figure 1. 
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the timetable generation task (for example the timetable can be created for each week, 
for two weeks, for entire semester). For our purpose we make the following simplistic 
assumptions and constraints: 

• lessons are planned in week periods, 
• a day is divided into fifteen minutes time intervals, 
• at the end the fifteen minutes break is added to each lesson, 
• Teachers determine hours and days in which they are available. Availability 

time of teachers is stored in the matrix DW: ܹܦ ൌ ሾܿ௪௛ሿ ቀݓ ൌ 1, … , ܹ ݄ ൌ 0, … ,239ቁ  
where w – index of teacher, h – index of fifteen minutes interval. 

The elements of matrix is equal to 1 if the teacher w is available in the interval h and 0 
otherwise. 

• Each subject can take place only in the appropriate type of classroom. Possi-
bilities of the classroom usage for specific subject are encoded in the matrix 
MS:  ܵܯ ൌ ൣ݀௣௦൧ ൬݌ ൌ 1, … , ݏܲ ൌ 1, … , ܵ ൰ 

where P is the number of all subjects and S is the number of all classrooms. 

The elements of matrix is equal to 1 if the classroom s is appropriate for the subject p 
and 0 otherwise. 

• The group of students and teacher cannot have more than one lesson in the 
same time, 

• In classroom can be held only one lesson in specific time, 
• The duration of lessons is set a priori. 

Input Data 
All data utilized by algorithm are stored in three ontologies: FOAF, iCalendar and 
University Ontology, which are described in the next subsection. In particular the 
following data are essential  for algorithm execution: 
programme represented by ordered triples (teacher, subject, group of students), 
list of teachers, list of students’ groups, list of rooms, availability time of teachers 
(matrix DW), for each subject the set of appropriate classrooms (matrix MS) and  
duration of lessons. 

Data Structures Employed by the Algorithm 
Authors propose three data structures which facilitate algorithm execution. In particu-
lar, the following structures are: 

• Courses Queue, 

The queue contains the ordered triples (teacher, subject, group of students). At the 
beginning of the queue, the lessons which are the most difficult to plan are placed. 
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The difficulty is calculated by evaluation function which is defined in the Lesson 
Choice Procedure subsection. 

• Courses Stack, 

The stack contains lessons already scheduled. The order in which lessons are placed 
on the stack is the same as the order in which lessons are planned. 

• Allotments Queue, 

The queue consists of sets –  the classroom and the interval in which the course can be 
held. Allotment queue is formed for each lesson when the lesson stays at the begin-
ning of the course queue. The order of the allotment queue is specified by evaluation 
function described in the Ordering of Course Allotments subsection and at the begin-
ning of the queue stays “the best” allotment according to evaluation function. 

Workflow of Algorithm  
The Figure 2 illustrates the main steps of algorithm. 

 

Fig. 2. Scheduling Algorithm 

At the beginning of the algorithm the courses stack is initiated and the courses 
queue is created. Successively, the first course pi is removed from the courses queue.  
If there does not exist allotment queue for course pi, the queue is built. After the 
course pi is inserted into the best allotment according to evaluation function – crite-
rions, which evaluate plan, are set on minimal values. It means that the considered 
allotment will not be considered in the next steps of algorithm. It should be noted that 
allotments in the allotments queue fulfils constraints included in matrixes DW and MS 
as well as constraints from vector T. Subsequently, the course pi is moved from the 
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courses queue to courses stack.  Then, the tables of teacher and classroom availability 
time are updated.  Next step of algorithm ensures conversion of courses queue.  In 
particular, the available time of teacher, classroom and group of students are changed 
and have impact on planning remaining courses. Then, the next iteration of algorithm 
is performed in the same way as first.  

If course pi is impossible to plan (allotment queue is empty for course pi) then al-
lotment queue is deleted and the last planned course is moved from the course stack to 
the beginning of the courses queue. In addition, the available times of appropriate 
teacher and classroom are updated. For the first course in the courses queue new al-
lotment is taken from the beginning of allotment queue. The algorithm terminates 
when all courses are scheduled. 

Poly-optimization 
The main contribution of algorithm is application of poly-optimization for automatic 
scheduling. In particular, difficulty of lesson choice for planning and determination of 
appropriate lesson allotment are based on poly-optimization. The most important ad-
vantage of poly-optimization usage in automatic scheduling is the possibility of chang-
ing evaluations functions in easy way. It ensures adaptability to similar organizations 
and makes algorithm independent from the specific requirements of organization.  

The algorithm consists of two optimization objectives: course choice procedure 
and ordering of course allotments procedure, which are described in the rest of this 
subsection. 

Lesson Choice Procedure 
The algorithm of lesson choice procedure is based on poly-optimization. Sequence of 
a lesson settings determinates the complexity of scheduling. In particular, there can be 
a case when the schedule creation is impossible. Thus, lectures which are the most 
difficult to plan (according to fixed criterions) will be first in the queue. It should be 
noted that the lesson choice procedure is called not only at the beginning of the algo-
rithm but also each time when the lecture is put in to plan. When the mentioned mod-
ification occurs the difficulty of scheduling queued lessons changes which motivates 
necessity of queue rebuilding.  

For the lesson choice procedure the following optimization objective is proposed: ሺܺ, ,ܨ  ሺܲሻሻܯ
where: 

X – set of lessons, which remains for addition to lesson plan. The elements of X are 
triples (teacher, subject, group) which determinate each lesson, ܨ: ܺ ՜  ܰଷ - evaluation function described below, where ܨሺݔሻ ൌ ሺܨଵሺݔሻ, ,ሻݔଶሺܨ  .ሺܲሻ - preference model described belowܯ  ,ሻሻݔଷሺܨ

The choice of criterions, number of them and preference model has decisive impact 
on ordering lessons in the queue. The adequate selection of elements mentioned above 
is not evident neither simple. The presented approach enables easy modification of 
criterions as well as the change of whole preference model. It makes the algorithm 
independent from processed data. 
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Authors specified three valuation functions: 

• Fଵ- the number of possible allotments for each lecture, 
• Fଶ- indicator of difficulty in lesson planning for given teacher, 
• Fଷ- indicator of difficulty in lesson planning for given group. 

Allotment is defined as classroom, triple (teacher, subject, group) and time in which 
teacher and the group are available. Indicator ܨଶ informs about the level of difficulty 
of lesson planning for a teacher. It determinates the number of fifteen minutes inter-
vals in reserve which corresponds to each lecture. The bigger number means higher 
flexibility during scheduling. When the indicator equals to negative number for  
specific teacher, the complete lesson plan is impossible to create.   

Following equation presents formula for calculation the indicator of difficulty in 
lesson planning for given teacher: ܨଶ ൌ ሺ௕యି௕మሻ௕భ   

where: ܾଵ െ number of lessons to plan for given teacher, ܾଶ െ sum of fifteen minutes intervals corresponding to lectures had by given teacher, ܾଷ െ number of fifteen minutes intervals in which teacher is available. 
 

Indicator ܨଷdescribes difficulty of lesson planning for given group of students. It 
determinates the number of fifteen minutes intervals in reserve which corresponds to 
each lecture for given group. Following formula calculates mentioned indicator: ܨଷ ൌ ሺ௖యି௖మሻ௖భ , 

where: ܿଵ െ number of lessons to plan for given group of students, ܿଶ െ sum of fifteen minutes intervals corresponding to lectures attended by given 
group, ܿଷ െ number of fifteen minutes intervals in which group is available. 

Preference model is the last part of optimization objective. The most often preference 
model is expressed in the form of domination relation ሺࣧሺ࣪ሻ ൌ ܴ) [1], which is 
defined as:  

R⊂Y×Y, such as If ሺݕ, ሻݓ א  R then ݕ is "better" than ݓ  and  ݕ ്    .ݓ
For purposes of the system authors introduce relation based on hierarchical approach 
and PARETO optimization [1]. First the lessons are compared in relation to first eval-
uation function (ܨଵ). If the result is the same for two individuals the PARETO relation 
for other evaluation functions (ܨଶ,   .ଷ) is employedܨ
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It can be formalized, as: 
 
let us assume, that: 
ݕ  ൌ ሺݕଵ, ,ଶݕ ݖ ,ଷሻݕ ൌ ሺݖଵ, ,ଶݖ ,ݕ ଷሻݖ   ;ܺ߳ݖ
then: ܴ ൌ ሼሺݕ, ܺ ߳ ሻݖ ൈ ܺ; ଵݕ ൏ ଵݖ ଵݕሺ ש ൌ ଵݖ ר ଶݕ ൑ ଶݖ ר ଷݕ ൑  .ଷሻሽݖ
Ordering of Course Allotments   
The ordering of allotments algorithm is based at poly-optimization as well. For given 
lesson there should be specified allotment which will have the best influence in rela-
tion to definite criterions. The choice of specific allotment determinates not only the 
schedule but it can also precise if lesson plan can be created. If the lessons in the first 
free period are inserted without any criterions there might appear unnecessary inter-
vals for given group of students or teacher. Each of such interval decreases availabili-
ty time of particular resources, and as consequence it increases meaningfully  
constraints for not inserted lessons.  

The following optimization objective for ordering of course allotments for course ݖ ൌ ሺݓ, ,݌ ݃ሻ is proposed: ൫ܺ, ,ܨ  ,ሺܲሻ൯ܯ
where: ܺ െ set of allotments (set of acceptable solutions), where allotment is a triple (s, h, n) 
s – index of classroom 
h – the time of lesson beginning 
n – the lesson duration time   ܨሺݔሻ ൌ ሺܨଵ ሺݔሻ, ,ሻݔଶሺܨ ,ሻݔଷሺܨ ,ሻݔସሺܨ ሻሻݔହሺܨ െ ݁valuation functions ܯሺܲሻ െ preference model  ሺrelation Rሻ.  

The following criterions are taken into account for allotment valuation: 

F1 – sum of time intervals in lesson plan of teacher w after insertion of allotment,  
F2 – sum of time intervals in lesson plan of group g after insertion of allotment, 
F3 – sum of time intervals of given allotment after four pm,  
F4 – sum of time intervals in lesson plan of classroom s in which no lesson can be 
scheduled,  
F5 – the time of lesson beginning – allotments with earlier hour of beginning are pre-
ferred. 

The following preference model for ordering of lesson allotments is proposed: 

Let us assume, that:  ܨ: ܺ ՜ ܻ, ܻ א ܴହ ݔଵ ൌ ሺݏଵ, ݄ଵ, ݊ሻ , ଶݔ ൌ ሺݏଶ, ݄ଶ, ݊ሻ െ  allotments for lessons ሺݓ, ,݌ ݃ሻ              ݕ ൌ ሺݕଵ, ,ଶݕ ,ଷݕ ,ସݕ ,ହሻݕ ݖ ൌ ൫ݖଵ, ,ଶݖ ,ଷݖ ,ݕ ହ൯ݖ,ସݖ  .ܻ߳ݖ
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Then, the relation R can be formalized: 

ܴ ൌ
ەۖۖ
۔ۖۖ
,ݕሺۓۖۖ ሻܻ߳ݖ ൈ ܻ;

ተ
ተ
ተ ሺ݊ כ ଵݕ ൅ ݉ כ ଶݕ ൏ ݊ כ ଵݖ ൅ ݉ כ ଶሻݖ ቀ݊    ש כ ଵݕ ൅ ݉ כ ଶݕ ൌ ݊ כ ଵݖ ൅ ݉ כ ଶݖ ଷݕר ൏ ଷ                                                     ቁݖ ש
൭ ݊ כ ଵݕ ൅ ݉ כ ଶݕ ൌ ݊ כ ଵݖ ൅ ݉ כ ଶݖ ଷݕר ൌ ଷݖ ସݕ                                                  ר ൏ ସ                                                      ൱ݖ ש
൮݊ כ ଵݕ ൅ ݉ כ ଶݕ ൌ ݊ כ ଵݖ ൅ ݉ כ ଶݖ ଷݕר ൌ ଷݖ ସݕ                                                  ר ൌ ସݖ ହݕ                                                 ר  ൏ ۖۖۙ  ହ                                                     ൲ݖ

ۖۘ
ۖۖۖ
ۗ

, 
where: ݊, ݉ െcoefficients, which define the importance of evaluation functions F1 and F2.  
First, the relation R takes into account results of evaluation functions F1 and F2 (consi-
dering coefficients ݊, ݉). If results are different then allotment with superior value is 
“better”. In other case the function  F3 is calculated. If for F3 results are equal the F4 is 
taken into account. Finally, if results for F4 are equal the values for F5 are compared. 

3.2   Description of Ontologies 

The most important information (according to scheduling) about academic teachers is 
available on department web site encoded in RDF ontology. In particular, the FOAF 
ontology is proposed as a repository of teachers’ data.  

The following concepts and properties defined in FOAF ontology are utilized: 

Person (data about specific person), Title, Mbox (e-mail), First_name, Second_name, 
Homepage, Group (container with all members of specific group). 

Additionally, the tag with reference to calendar is added, which stores the address 
to personal calendar. For the personal calendars iCalendar ontology is used. The most 
important concept for purposes of our system is Vevent. It contains information about 
all events in which owner of the calendar is involved.  

At department web site information about programme and study plan are also in-
cluded. Thus, for purposes of our system university ontology is created. It contains 
not only information about programme and study plan but also assignment of lectures 
encoded in triples (teacher, group, lesson). Therefore, System Planner as well as de-
partment web site take advantage of university ontology. The mentioned ontology 
contains the rest of information which are encoded in the following concepts: 

Programme, Subject, Subject Description, Specialization, Courses and Classroom.  
All above mentioned concepts are crucial for automatic scheduling. Part of infor-

mation gathered in our ontology are also included in university ontologies described 
in section 2, yet none of them is complete. The listing of the part of source code of 
university ontology is presented in listing 3. The version created in Protégé can be 
downloaded from [22]. 

Listing 3 Part of University Ontology 

<owl:Class rdf:ID="Subject"> 
    <rdfs:comment 
rdf:datatype="http://www.w3.org/2001/XMLSchema#string"> 
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    Subject to be taught</rdfs:comment> 
    <rdfs:subClassOf> 
      <owl:Restriction> 
        <owl:onProperty> 
          <owl:FunctionalProperty 
rdf:ID="hasSubjectDescription"/> 
        </owl:onProperty>    
<owl:cardinalityrdf:datatype=http://www.w3.org/2001/XML
Schema#int>1</owl:cardinality> 
      </owl:Restriction> 
    </rdfs:subClassOf> 
    … 

</owl:Class> 

The listing presents class – Subject. For concept Subject the property hasSubjectDe-
scription with restriction minCardinality equal to one is defined. 

The last data crucial for plan generation concerns students. These data from enrol-
ment system are collected.  In order to ensure automatic processing during scheduling 
information about students and groups of students are encoded in FOAF ontology, 
which contains teachers’ features and availability as well.   

Concepts which describe teachers, groups of students, programme, subjects, 
courses, classrooms are utilized during plan generation.  

4   Description of System Usage 

The execution of the system modules is performed in following steps: 

a) The Data Agent collects the data for automatic plan generation: 

o The list of academic teachers and programme from faculty web site; 
o Calendars of academic teachers; if the calendars for part of teachers 

are not available agent informs planner to contact these persons; 
o The lists of students with group division from enrolment system; 
o The list of classrooms from university system; 

b) The gathered data are converted and passed to Plan Composer; 
c) The plan is generated in automatic manner; 
d) The plan to Reports Module is passed; 
e) Reports Module generates specific schedules for each academic teacher, each 

group of students and each classroom in OWL file; 
f) The lesson plan in OWL file is placed on faculty web site, in order to make 

possible data update in students’ and teachers’ calendars. 

5   Conclusions and Future Work 

In this paper  the Semantic Web system for automatic scheduling is described. The 
main goal of the system is automatic generation of timetable. The system is based on 
the combination of university ontology proposed by authors and other ontologies 
developed in the past. So far, the skeleton of the system was implemented and first 
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algorithm tests based on exemplary data set were performed. The results are promis-
ing and in the next future we intend to perform following tasks: 

development of testing environment, implementation of interface for data entry, ex-
ecution of algorithm tests for real data, development of Data Agents and integration 
of all components into complete system. 
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Abstract. Different data are present in every branch of computer science, statis-
tics, mathematics, and such, often treated as soft techniques, as human-
computer interaction, usability evaluation and ergonomics. Using standard qual-
ity evaluation methods the received results obtained empirically or analytically, 
are not systemized and that increases the cost of output production. Website 
quality tests are usually characterized by a repeatability of operations, similar to 
the tasks defined for the offline tests with the participants. Because every per-
son, an object of valuation, is different and his or her answers, actions and be-
havior during user experience tests are hard to predict. The role of analytic is to 
select and classify properly transcribed answers of such users and input them to 
a knowledge database system. We believe that it is possible to standardize and 
translate all data given as input and received as output during such tests into one 
consistent model.  

Some of artificial computational intelligence methods may help and be ef-
fective to increase productiveness of processing the knowledge in a right way 
basing on the previously received data, by making i.e. feedback to next website 
analysis. In that case we propose to look closer at uncertainty management, 
frames and finally propose the idea of expert system enhanced by data mining 
and inferencing mechanism which will make possible to decide about website 
quality. 

In this paper we generally describe quality of website interface, chosen 
methods of website usability evaluation, the data obtained during evaluation 
process and prototypes for organizing data in frames for further use in an expert 
system. 

Keywords: computational intelligence, data, frames, knowledge, testing, usability, 
websites. 

1   Introduction 

Quality of system’s service should be understood as general set of properties and 
features of service which decide about ability of product to fulfill needs. Interface is a 
shell via which users have access to the services of i.e. banking or educational system. 
It has also its own quality which is described as value dependent of usability and 
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accessibility of interface. Usability in the forward will be understood as ease of use 
during process of acquirement of system’s service through its interface. 

Usability is also the key element of the Human-Centered-Design [9] process. Con-
text of use prejudges the characteristics of the system, and the tasks that will be  
performed during receiving system’s service have a significant influence on the archi-
tecture of the product during software production process. Figure 1 presents the life 
cycle of the system design in Human-Centered-Design approach and attention should 
be paid at the evaluation domain. The system and in particular interface are linked 
with tasks, classes of users and contexts of use. All of that results in using standards 
and experts’ opinions as a source of correct knowledge of interface design process. 
For example, such information is given at ISO 9241, ISO 9001 or ISO 13407 stan-
dards, W3C WAI (Web Accessibility Initiative) [10], or design guidelines such as the 
Sun Java Look & Feel, Gnome 2.0, Apple or MS Windows Guidelines. 

Website interface quality valuation in evaluation domain is used to verify the  
following elements of system visible to users: 

• structure of the page (column layout, type of layout - float, static, amount 
of whitespace, number of links etc.); 

• naming of sections, links and controls; 
• distribution of information; 
• logical grouping of elements (similar in a one group); 
• order of correct and expected events, in a way as state machine does. 

By providing the interface for user tests, designer have to validate assumptions, re-
quirements and needs finishing with the quality rank of interface and list of errors. 

 

�

Fig. 1. Human-Centered-Design process 
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Website evaluation should have goals to detect such problems as: ‘Why users do not 
visit "that" section of a website?’, ‘Is it easy for users to go through a registration 
process?’ or ‘Does designed website meets the needs of users?’.  

After testing process a lot of different-type data is collected and then it has to be intel-
ligently processed – by set of human experts or i.e. by expert systems with knowledge 
data base and rules of inference. 

2   Data in a Website Quality Evaluation 

2.1   Website Evaluation Methods 

Website evaluation methods could be classified into: empirical testing, user oriented 
methods, and analytical testing. Then the empirical testing could be divided into fol-
lowing methods: focus groups, surveys, interviews, user tests, measurements. The 
user oriented methods encompass: paper prototype evaluation, experimental tests, 
observations and free exploration. Finally the analytical testing comprises the follow-
ing methods: GOMS [7], cognitive walkthrough, heuristics verification [5] and expert 
analysis, simulations (referred to the automated testing with the scenarios through 
website’s sitemap) and non-intrusive automated testing (movements, clicks and action 
tracking) or gaze tracking testing. 

2.2   Data 

Before, during and after testing process different data collections are received. They 
require further processing to obtain the final report [4] and quality rank. 

After its digitalization we can group it by files: 

− text (.txt, .doc, .xls files), 
− graphics (screenshots, photos, scanned prototypes and wireframes), 
− multimedia (video or audio record) 

or by source: 

• profile of system user: 

o data about user (i.e. age, gender, country, used system etc.), 
o data about interface usage (i.e. track of mouse, points of gaze  

fixation, spent time etc.), 

• profile of interface (i.e. number of columns, position of search form, length 
of website, number of module), 

• data about quality of system (measurements, opinions, comments, surveys). 

Depending on the applied evaluation methods there is obtain the following kind of 
data: 

• observer’s notes from the evaluation with users; 
• checklist’s answers; 
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• structured data set with finite number of fields, supplemented during evalua-
tion in a database or spreadsheet by the researcher or observer, 

• pre- and post surveys’ results; 
• data collected automatically by hardware and/or software; 
• expert analysis in form of heuristics adequacy ranks or comparisons to speci-

men interface; 
• specified metric values (i.e. time of completing the task, number of operations 

done to receive service). 

One of the most important area of the interest in this paper are types of data collected 
automatically by some hardware for example Eyetrack 6000 [1] or software i.e. 
GTAnaly, GoogleAnalytics [11], ergoBrowser [12], CrazyEgg [13], Noldus The  
Observer [14], Stat24 [15] which could have the following interpretation: 

• gaze trails; 
• look zones; 
• contours; 
• heat-maps; 
• user actions; 
• click and cursor maps, which present: cursor position, time stamps, the aver-

age time of completing the task, distribution of users that completed the task 
and reconstructed track of visit; 

• parameters of the user framework (browser name, resolution, GeoIP location, 
source of entry and exit from website etc.). 

Moreover, during automated testing with the usage of clicktracking, eyetracking or 
validations (i.e. TawIt, W3C), usually the response returns big portions of informa-
tion, saved as the log files (Tab. 1), entries in separate databases, or cache in a 
browser session (client-side) or system’s cache (server-side). 

Table 1. Data received through gaze tracking and click tracking tools 

Simplo 
Tracker 

592|95|998|opera|1|1200958709735|82.143.157.23 
1122|238|1257|firefox|1|1200958981668|62.21.16.7 

Eyetrack6000 Mozilla Firefox, F, 58, 206, 604, 20.718, 20.858, 0.140, 0,  
Mozilla Firefox, F, 60, 822, 603, 21.098, 21.358, 0.260, 0,  

As above shows, the data obtained during various testing methodologies are nu-
merous and very different, they need a special approach for its organization.  

One of the possible solutions for this problem is creation of four major databases, 
combined with the central expert system, supporting the interface quality evaluation 
process [3]. These databases contain the following data: the basic specification, the 
test results, the potential tester candidates and users and tools to assist the evaluation. 
However this is not the best solution to the problem of Website evaluation and quality 
ranking. Building a database of web interfaces, associated user groups, multimedia 
models, tests and speeches associated by the relationship of many-to-many, could be 
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more effective. The perfect system should recommend the similar reports, future us-
ers’ profile for new evaluation or if possible the set of errors defined on the base of 
previous analysis of other interfaces.  

3   Framing Collected Data 

By “framing” previously mentioned data we understand the decision process, which 
will be used to create frames with finite properties represented as objects with attrib-
utes in a database and connect them with the modules of expert system used for  
automated interface quality evaluation method. The main task is to define criteria of 
framing and choosing right object properties and that is thing to be done. 

On Figure 2 there is demonstration of how such expert system could be  
constructed.  

 

Fig. 2. Expert system for quality valuation 

In “DB” part knowledge is gathered and processed, in “Data” part frames such as 
Website interface or Person profile are described and in Inference mechanism such 
parameters are analyzed and classified with f.e. functions of membership. 

3.1   First Frame Model: Target of Usability Evaluation 

To start design of computational system with the centralized database that will sup-
port the quality evaluation process of the web interface, it should be defined an object 
model of the test itself and its participants. In such tests may participate: users,  
observers, experts, moderators – persons. Hence we define a class on an abstract  
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level - Person, which may be inherited by a particular type of experiment sample. A 
Person may have the most general attributes of the survey participant (demographical 
such as personal data or age, historical such as experience of working with computer / 
Internet or websites which were most used in the last 24 months) and the type of test  
(intrusive, remote or local, in the native environment, with restrictions) or methods of 
evaluation which are used to collect data. 

3.2   The “Person” Objects 

Person object is an advanced construction and it covers a wide range of people that 
are involved in quality evaluation process. On Figure 3 there is shown a general 
model of object-relational database system to assist the quality evaluation of web 
pages. We distinguish the key features such as the type of person, specify the roles 
such as moderator, observer, tester, and an expert user, and inform about the type of 
cooperation - a remote, on-site with or without a computer. For the needs of example, 
there are listed two types - RemoteUser_t  and OfflineUser_t (offline test participant).  

 

Fig. 3. Scheme represents data types and relation between basic objects 

Every entity of Model_t will represent appropriate method of evaluation applied to 
a given Web interface and should be defined separately. It requires establishing a 
connection with other entities, including Result object and Data object, which contain 
data collected during the evaluation. 

Test of a Test_t type is a general definition of model for each test, which takes 
place at a set time, with the certain finite number of participants assigned to one or 
several models of Model_t type and associated with the Website, which object has 
been defined in the next section. 
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3.3   The “Website” Frame 

Website is a key frame in the whole model of general studies, as it is the target point of 
the testing process. The decision process of choosing the proper method of evaluation 
depends on the input characteristics of the evaluated Web service and requirements of 
external parties. Figure 4 presents the object-relational model of a Web page frame. 
InternalAttributes entity is appropriate to the architecture and characteristics of infor-
mation describing the page. ExternalAttributes entity contains information such as 
results of validation of the service in terms of accessibility, code compliance with the 
standards and visibility in search engine agents. It can be noted in a InternalAttributes 
the column named Architecture, which in tests is connected to the statistics of clicks on 
each page or interface elements or i.e. entity of the opinion survey on distribution of 
information on the page. 

eCommerce
Corporate
Portal
Forum
Social
Advertisement
Multimedia
B2B
B2C
C2C

Type_t

Navigation
Brand
Content
Additional

Architecture_t

TopMenu
LeftMenu
RightMenu
CenterMenu
BottomMenu

Navigation_t

Logo
Banner
Motto
Buttons
SaleService
Contact

Brand_t

Sport
Business
News
Fashion
Services
Kids
Adult

Content_t

Header
Footer
Chat
LiveComments
Blogline
SocializePublish

Additional_t

Website

PK Name

Type
Company

InternalAttributes

FK1 Name
Architecture
StatsTools
Technology

has / from
Google Analytics
Stat24
Clickz
Blogvertising

StatsTools_t

Stats

UU
Visitors
PR
Target

ExternallAttributes1

W3C
HTML
WAI
Section508
Stats
Links

FK1 Name

has / from has / from

 

Fig. 4. Data types in the Website model and relationship of Website object 

Concluding, there should be created another entity – OtherWebsites, which is the list 
of indexes of websites with the short distance of similarity function to the evaluated 
one. 

3.4   The “Person-Test-Website” Relationship 

On the Figure 5 there is presented the model of survey evaluation method, where data 
such as user information, user satisfaction response etc. are kept and processed. It 
illustrates relationship between test, participant and a website. 
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Fig. 5. Model of website survey evaluation method (SurveyWWW) 

4   Proposal of Application of Automated Data Collection Methods 

We propose the special tool that is called SimploActions, which is intermediate be-
tween the user and tested interface. It base on methods described forward and was 
implemented with technologies: PHP, AJAX, JavaScript and SOAP, so there is no 
need to interfere into users’ environment. During the tests, data are collected transpar-
ently for the target users of interface, in a real time on the server side, put directly into 
the database, log files or cache, so the users’ computers does not perform any addi-
tional operations. The collected data are available remotely to usability engineers. The 
SimploActions aggregates the following information:  

• time between taking by user individual action (totally idle time spent with the 
interface); 

• time stamps and registry of actions (clicks, moves on a website, transitions 
through forms, writing on the keyboard); 

• navigational data (metric conversion page, entrances and exits from the  
page) [6]. 

During tests using automatic tracking or eye tracking user action are returned as the 
large amount of data recorded in the form of log files. 

To analyze the collected data it is required to create a model of users’ behavior and 
its possible ways of data representation in avoid unnecessary and burdensome data 
processing. This model may contain the following elements, previously processed by 
data mining methods: 

• reports summarizing the statistics of visits and page impressions, the most 
clickable links and buttons, the time spent at the whole website and each  
individual subpage, 

• user’s actions imposed on the website screen-shots;  
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• video Replays; 
• heat Maps; 
• click Maps; 
• noop points Maps.  

4.1   Mouse Tracking 

Remote usability tracking with the mouse is an alternative for the eye-tracking 
method. Usually it requires usage of sophisticated devices and also sometimes some 
physical interference with the human body, which could be at least inconvenient for 
the users. One possible solution to eye-tracking is using for example ASL devices 
such as head mounted optics (HMO) or Pan/Tilt (P/T) [1,2] and Head Tracker (HT). 
These devices together with appropriate hardware such as EyeTrack 5000 or 
EyeTrack 6000 and GT Analy software are able to track several parameters concern-
ing user interaction with computer application or web interface, such as: gaze fixation 
points coordinates, pupil size and head position together with time stamps, cursor 
movements and keyboard actions. They have however two major disadvantages – 
they are quite expensive and more complicated than standard participation user tests. 

We can intercept somehow the position of the user attention by using mouse track-
ing. Mouse traces are easy to obtain, they are an alternative to focus mapping and may 
help in creating a recommended path for user. On other site, it can be stated, that such 
traces may serve as recommendation itself for item and product placement on a  
website.  

It is, however, noted that the eye-tracking is able to capture fast subconscious 
processes, and the mouse tracking software registers only points where users’ atten-
tion was given consciously what may result in incorrect data received from the 
evaluation. That’s why simple mouse tracking is not enough to show users’ behavior 
on a website. 

4.2   Click Tracking 

Click tracking is a method inherited from the action tracking that enables tracking  
of all users clicks with the pointing device (mouse, touchpad, trackball, etc.). The 
clicking may result in the following web browser operations: 

• entering a webpage; 
• switching between bookmarks or other elements of a website; 
• the movements of pointer in a single window; 
• clicking and filling-in a form; 
• clicking on a button, link or another clickable or not clickable page element; 
• selecting, copying and pasting, editing; 
• dragging and dropping. 

Click tracking is used to track users’ activity on the website. It’s also used as a tool 
for A/B split testing. The A/B testing allows comparing the two alternative versions 
of some solution to verify the functionality of two competing prototypes of the sys-
tem. Click tracking allows users to create a relationship of map-to-link on the website. 
It can reproduce the number of clicks on each link, or any other element on the page. 
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In this way unpopular content and locations are detected, what may bring very valu-
able information for interaction designers and web-architects. Click tracking could be 
very useful in e-commerce applications. It helps to solve the problem of interface 
elements placing (i.e. advertisements, product, special offers boxes etc.) and analyze 
the effectiveness of shopping cart. 

One of possible ways of presenting data given by click tracking is a click map 
(single points) and heat map (cold to hot areas). Click map is a two-dimension image, 
which consists of two layers – the screenshot of tested system, and imposed layer of 
information about the clicks. Heat map [16] is a graphic representation of points com-
piled in some areas, remote from each other by defined constant (radius). So the area 
could be formed within the radius must be found an appropriate minimum number of 
clicks. All clicks on a given area are presented as a thermal image, the place where 
the highest coefficient of clicks takes the warm color, or in the case of a small number 
of clicks – cold. 

4.3   Motion Tracking 

Motion tracking is a method for recording movements and actions performed by the 
user on the interface. This method belongs to the class of action tracking methods and 
uses the mouse tracking. Recording is carried out discreetly and is carried out in very 
short intervals (i.e. less than 150ms).  

Motion tracking can be used also for: identification of similar users, by finding those 
with close distance of behavior on the webpage, to identify the most common webpage 
behaviors and then to modify the page prototype according to these users needs. 

5   Summary 

The aim of this work was to show the potential for increasing the efficiency of conduct-
ing quality testing of website interfaces, especially usability tests through the use of  
standardized frames for object-relational database model and additional computational 
methods for data processing in usability evaluation.  

For each method of website usability testing there is required proper establishment 
of a relationship of described objects. Preliminary work shows that the number of 
objects, their types and relationships can be very large and a database, technically, 
may work in complications to the process of studies, especially when users will have 
a little or none experience with DBMS (abbr. Database Management Systems). On 
the other hand, such approach will systematize the knowledge generated in the course 
of such evaluation, and create a knowledge repository of the files described in the 
database giving additional possibilities for mining of collected data. There should be 
an intuitive expert system designed in accordance with the methodology of human-
centered design (Fig. 1), which will use such a database, and thus will facilitate the 
work of designers, testers and user experience experts. 

We also believe that using modern gaze-tracking devices such as ASL or TOBI in-
stalled on some web kiosks with click tracking utilities and integrating it via inter-
faces or API such as SOAP or REST with the central usability DB system will make 
possible to do a step forward into automation of quality evaluation process.  
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Abstract. Support for modularity allows complex ontologies to be separated into
smaller pieces (modules) that are easier to maintain and compute. Instead of con-
sidering the entire complex ontology, users may benefit more by starting from
a problem-specific set of concepts (signature of problem) from the ontology and
exploring its surrounding logical modules. Additionally, an ontology modulariza-
tion mechanism allows for the splitting up of ontologies into modules that can be
processed by isolated separate instances of the inference engine. The relational
algorithm, described in this paper, makes it possible to construct an inference
engine that can run in a highly scalable cloud computing environment, or on a
computer grid.

1 Introduction

Gaining knowledge in the world around us starts with specifying its elements (objects,
beings, instances). Objects can be ascribed some properties, analyzed in terms of re-
lationships and grouped in classes/sets with certain properties. Description logic (DL)
[6,8,9,7] facilitates modeling of such relationships because it represents the knowledge
of its domain – “world” – by defining given concepts within one domain (its terminol-
ogy) so that later, by using these concepts it can describe object properties – concept
instances – occurring in the world description. Formally DL is a well behaved fragment
of first order logic (FOL) equipped with decidable reasoning tasks. The domain of in-
terest is modeled by means of concepts (which denote classes of objects) and relation-
ships. The main components, that forms DL are: a description language, a knowledge
specification mechanism and a set of automated reasoning tasks.

The description language specifies how to construct complex concept and relational
expressions, by starting from a set of atomic symbols and by applying suitable con-
structors. The difference between description logic languages concerns the grammar
constructors that are allowed.

The knowledge specification mechanism specifies how to construct ontology, in
which properties of concepts and relationships are asserted. Ontology, described by
means of description logic is divided into three parts: TBox (Terminology Box) - de-
scribing concept terminology, ABox (Assertion Box) describing assumptions about
named instances and RBox (Relationship Box) – describing terminology of relations.

The set of automated reasoning tasks provided by the DL implement algorithms
of automatic knowledge discovery which were proved to be computable (they always
complete the task). One of the possible inferences is concept classification, that is, a

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 65–72.
springerlink.com © Springer-Verlag Berlin Heidelberg 2009
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hierarchical arrangement of concepts within the notion of subsumption operator. An-
other one is classification of instances to certain concepts.

As the size and complexity of ontologies continues to grow in the current fractured
manner, methods of breaking them down into smaller pieces become more and more im-
portant. Support for modularity allows complex ontologies to be separated into smaller
pieces (modules) that are easier to maintain and compute. Instead of considering the
entire complex ontology, users may benefit more by starting from a problem-specific
set of concepts (signature of problem) from the ontology and exploring its surrounding
logical modules. Additionally, an ontology modularization mechanism allows one to
split up ontologies into modules that can be processed by isolated separate instances of
the inference engine.

In this paper I first introduce the syntactic modularity algorithm introduced by
Bernardo Cuenca Grau et al.[1], then I introduce a version of the algorithm developed
by myself, that can be applied to a relational database. A relational algorithm makes it
possible to construct a inference engine that can run in a highly scalable cloud comput-
ing environment, or on a computer grid.

2 Related Work

In opposition to the idea of knowledge sharing that initiated the utilization of ontolo-
gies, maintenance and usage of ontologies is completely centralized. Large ontologies
are engineered by teams using tools (i.e. Protege [11]) with no support for modulariza-
tion apart from the import construct that copies all axioms of one ontology into another.
There are tools for ontology development and a couple of reasoners [12,13] available
but approaches to modular ontologies are still in the fledgling stages. However syntactic
locality approach was introduced in most important description logic dialects SHOIQ
[1,2] and EL+ [3] there is still a lack of system tools, for very large ontologies, which
can deal with such dialects and make use from the syntactic modularity concept. This
paper tries to bridge this gap by introducing a version of syntanctic locality based algo-
rithm which can be implemented on a relational database.

3 Preliminaries

The notion of syntactic locality [1], which can be checked in polynomial time for
SHOIQ ontologies is the core idea for a modularization algorithm.

Definition 1. (Syntactic Locality for SHOIQ).

Let S be a DL signature (signature is the disjointed union of the sets of concept names,
instance names and role names). The following grammar recursively defines two sets
of concepts C�

S , C⊥
S and set of roles R⊥

S for a signature S:

C⊥
S ::= A⊥

C |(¬C�)|(C � C⊥)|(∃R⊥.C)|(∃R.C⊥)|(� nR⊥.C)|(� nR.C⊥)
C�
S ::= (¬C⊥)|(C�

1 � C�
2 )

R⊥
S ::= A⊥

R |(R⊥)−
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where R is a role, and C is a concept, A⊥
C /∈ S is a atomic concept, A⊥

R /∈ S is a atomic
role, C⊥ ∈ C⊥

S , C�
1 , C�

2 ∈ C�
S and R⊥ ∈ R⊥

S .
An axiom is syntactically local w.r.t. S if it is of one of the following forms:

role subsumption −→ R⊥ � R (1)

transitive role −→ R⊥ ◦ R⊥ � R⊥ (2)

functional role −→ � �� 1R⊥.� (3)

concept subsumption −→ C⊥ � C (4)

concept subsumption −→ C � C� (5)

instance of concept −→ C�(a) (6)

A SHOIQ ontology O is syntactically local w.r.t. S if all its axioms are syntactically
local w.r.t. S.

A module of an ontology O is a subset O′ ⊆ O that preserves an axiom of interest
or the axioms over a signature of interest. Using Locality Condition we can define a
module as follows [1]:

Definition 2. (Modules based on Locality Condition).

Given an ontology Q and a signature S, we say that Qloc
S ⊆ Q is a locality-based

S-module in Q if Q \Qloc
S is local w.r.t S ∪ Sig(Qloc

S ).

4 The Algorithm

The modularization algorithm presented in this paper deals with ontologies stored in
a relational database and therefore can be implemented in an effective way on any
database system that is able to handle SQL queries. It can be proven that this algo-
rithm is equivalent to a modularization algorithm based on syntactic locality condition.
Instead of counting the syntactic locality condition for each DL expression, the algo-
rithm uses a Relational locality function.

Definition 3. (Relational locality function for SHOIQ)

The following grammar recursively defines two functions of value from relations of
atomic concepts G⊥ and G� with domain of SHOIQ expression and value of one-

column relation [5] of sets (eventually empty) of atomic concepts
⎡
⎢⎢⎣

s
{A1, A2, ...}
{B1, B2, ...}

...

⎤
⎥⎥⎦:

G⊥(AC) =
[

s
{AC}

]
(7)

G⊥(¬C) = G�(C) (8)

G⊥(C � D) = G⊥(C) ∪ G⊥(D) (9)

G⊥(∃R.C) = G⊥(R) ∪ G⊥(C) (10)

G⊥(� n R.C) = G⊥(R) ∪ G⊥(C) (11)

G�(¬C) = G⊥(C) (12)
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G�(C � D) = δp∪q→sπp∪q (δs→pG�(C)) �� (δs→qG�(D)) (13)

G⊥(R−) = G⊥(R) (14)

G⊥(AR) =
[

s
{AR}

]
(15)

G�(otherwise) = G⊥(otherwise) = ∅ (16)

where R is a role, and C, D are a concepts, AC is a atomic concept and AR is a atomic
role. Relational locality function L(.) is defined as:

L(R � S) = G⊥(R)
L(R ◦ R � R) = G⊥(R)

L(� �� 1R.�) = G⊥(R)
L(C � D) = G⊥(C) ∪ G�(D)

L(C(a)) = G�(C)
L(otherwise) = ∅

Example 1. For SHOIQ expression A � B � ¬C � ¬D we have:

L(A � B � ¬C � ¬D) = G⊥(A � B) ∪ G�(¬C � ¬D) =

= G⊥(A) ∪ G⊥(B) ∪ δp∪q→sπp∪q
(
δs→pG�(¬C)

)
��

(
δs→qG�(¬D)

)
=

=
[

s
{A}

]
∪

[
s

{B}
]
∪ δp∪q→sπp∪q

(
δs→p

[
s

{C}
])

��

(
δs→q

[
s

{D}
])

=

=

⎡
⎣ s

{A}
{B}

⎤
⎦ ∪ δp∪q→sπp∪q

[
p

{C}
]

��

[
q

{D}
]

=

⎡
⎣ s

{A}
{B}

⎤
⎦ ∪ δp∪q→sπp∪q

[
p q

{C} {D}
]

=

=

⎡
⎣ s

{A}
{B}

⎤
⎦ ∪ δp∪q→s

[
p ∪ q
{C, D}

]
=

⎡
⎣ s

{A}
{B}

⎤
⎦ ∪

[
s

{C, D}
]

=

⎡
⎢⎢⎣

s
{A}
{B}

{C, D}

⎤
⎥⎥⎦

Proposition 1. (Locality relation function and syntactic locality)

An axiom X is syntactically local w.r.t. S ⇐⇒ ∃s∈L(X)s ∩ S = ∅.

Proof. Directly from properties of relations:

∃s∈X∪Y s ∩ S = ∅ ⇐⇒ ∃s∈Xs ∩ S = ∅ ∨ ∃s∈Y s ∩ S = ∅
∃s∈δp∪q→sπp∪q(δs→pX)��(δs→qY )s ∩ S = ∅ ⇐⇒ ∃s∈Xs ∩ S = ∅ ∧ ∃s∈Y s ∩ S = ∅

and from definitions1,3.

Proposition 2. (Modules based on Relational locality function)

Q1 ⊆ Q is a locality-based S-module in Q if

∀X∈Q\Qloc
S
∃s∈L(X)s ∩

(
S ∪ Sig(Qloc

S )
)

= ∅

Proof. Directly from proposition 1 and definition 2.

Proposition 3. (Algorithm for syntactic modularization of SHOIQ ontologies based
on Relational locality function)
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Algorithm is based on relations C, T and E. The relationship between expression and
symbols it contains sort(C) = {e, a}, the relationship between the expression and
components of its Relational locality function sort(T) = {e, s} and the relation-
ship between components of the Relational locality function and contained symbols
sort(E) = {s, a}:

Algorithm 1. GetModuleFromSignature
Input:

Q: ontology
S : signature

Output:
Qloc

S : a locality based S-module in Q

1: S1 =
⋃

a∈S{a}
2: C =

⋃
e∈Q

⋃
a∈Sig(e){e, a}

3: T =
⋃

e∈Q
⋃

s∈L(e){e, s}
4: E =

⋃
e∈Q

⋃
s∈L(e)

⋃
a∈s{s, a}

5: Qloc
S =

⋃
e∈Q∧L(e)=∅{e}

6: I1 = δcount(e)→tπe;count(e)T

7: loop
8: S2 = S1 ∪ πa(C �� Qloc

S )
9: T1 = πe,sT �� E �� S2

10: I2 = δcount(e)→fπe;count(e)T1

11: I3 = πeσf=t(I1 �� I2)
12: I4 = I3 −Qloc

S
13: if I4 = ∅ then
14: return Q1

15: end if
16: Qloc

S := Qloc
S ∪ I4

17: end loop

The algorithm applies to any ontology Q with a notion of entailment of signature S
and locality-basedS-module Qloc

S .
The program (line 1) converts a signature into corresponding relation [5] S1(line 1).

There is a relationship (line 2) between each expression in ontologyQ and its signature.
This relationship is stored in relation C. In other words, C is the table with two columns
e and a, and each row denotes occurrence of specific atomic concept in expression e.

A relation T (line 3) ia given between expression e and locality relation L - given by a
set comprised of atomic symbols. Expressions are chosen for each row where s = L(e)
set exists into table containing two columns e and s. It is worth noting that, domain of
s is set of atomic concepts.

Relation E (line 4) establishes connection between relation sets s and contained
atomic concepts a. Output ontology module Qloc

S is initially filled (at line 5) with all
expressions that have global property (L(e) = ∅).

Relation I1 is given by aggregated projection π and renaming δ operators applied to
relation T. Corresponding pseudo-SQL syntax can be written as:
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I1 := s e l e c t d i s t i n c t e , count ( e ) as t from T group by e

The main loop of the algorithm starts (line 8) with computation of S ∪ Sig(Qloc
S )

placed in S2 using the natural join between Qloc
S and C and then projection on a column

and then summing it with signature (computed in line 1). Corresponding SQL:

S2 := S1 union (
s e l e c t d i s t i n c t a

from C
j o i n QlocS on C . e=QlocS . e

)

Next step (line 9) is inner join of T and E tables with S2.

T1 := s e l e c t d i s t i n c t e , s
from T
j o i n E on T . s=E . s
j o i n S2 on E . a=S2 . a

Then second time but on T1

I2 := s e l e c t d i s t i n c t e , count ( e ) as t from T1 group by e

Finally (line 11) I1 is joined with I2and only rows are selected that have
∀e∈I3 |L(e)| =

∣∣s ∈ L(e) : s ∩
(
S ∪ Sig(Qloc

S )
)∣∣ what is possible iff ∀e∈I3∀s∈L(e)s ∩(

S ∪ Sig(Qloc
S )

)
�= ∅ so assuming closed world assumption we obtain

∀e∈Q/I3∃s∈L(e)s ∩
(
S ∪ Sig(Qloc

S )
)

= ∅.

I 3 := s e l e c t d i s t i n c t e
from I1
j o i n I2 on I1 . e= I2 . e
where I1 . t = I2 . f

I4 := s e l e c t e from I3 where e not in QlocS

Iff I3 = Qloc
S algorithm stops satisfying ∀e∈Q/Qloc

S
∃s∈L(e)s ∩

(
S ∪ Sig(Qloc

S )
)

= ∅ so

Qloc
S is locality-based S-module according to the definition.
The locality-based S-module Qloc

S grows in each loop or the algorithm stops (in
pessimistic scenario until Qloc

S = Q).

5 Discussion

However, the algorithm is easy to understand and implement, although special situations
do arise where it might be desirable to implement a modified version of the algorithm
rather than work with a standard version.

The simple modification of the algorithm resulting in the modification of the L(.)
function can be achieved by extending it with cases:
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L(C(a)) = G⊥(a) ∪ G�(C)
L(R(a, b)) = δp∪q→sπp∪q (δs→pG⊥(a)) �� (δs→qG⊥(b))

G⊥(AI) =
[

s
{AI}

]

(where AI is instance name). It is sufficient to ensure better granularity of modulariza-
tion especially for ontologies with a large number of instances. This modification corre-
sponds to extension of syntactic locality criterion (definition 1) by cases for instance of
concept−→ C(a⊥) and relation between instances −→ R(a⊥, b⊥) where a⊥, b⊥ /∈ S
are instance names. Unfortunately such extension results in wrong modularization due
to the fact that instance of concept has a global property:

Proposition 4. (Assertions Cannot be Local) [2]

For every assertion C(a) there exists a syntactically local TBox T such that T ∪ {a} is
inconsistent.

In other words: instances cannot be threaded as subconcepts because they imply
implicit facts that can have global property [2].

6 Conclusion and Future Work

The algorithm described in this article has been implemented, by author of this article,
as a part of Ontorion Knowledge Server [10]. Ontorion Knowledge Server is a project
that tries to bridge the gap in modern ontology tools, by introducing a implementation of
syntanctic locality based algorithm which described in this paper. This implementation
uses a relational database. It enables inspecting, browsing, codifying and modifying on-
tologies and therefore supports the ontology development and maintenance tasks. The
current implementation promises to build a scalable knowledge inference technology
for the Semantic Web based on cloud computing or a computer grid.
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Abstract. In this paper we discuss application of relational data model and at-
tributive logic as an alternative for knowledge modelling tools which are based on
descriptive logic. Our experiences indicate that the most effective solution, capa-
ble of direct cooperation with majority of industrial information systems, which
simultaneously provides decidability, is a combination of relational model with
inference system, which utilizes attributive logic. Such solution, named Inference
with Queries (IwQ) is realized in accordance with principles of Variable Set At-
tributive Logic (VSAL). The use of IwQ method for formulation of knowledge
requires creation of data metamodel as well as increase in flexibility of inference
engine by introduction of so called variable formula mechanism. Such framework
is very useful, in the sense that: (i) direct access to information sources stored in
relational databases is possible, (ii) well-known and reliable SQL language can
be utilized, (iii) introduction of explicit knowledge structure and inference engine
control is possible.

Keywords: ontologies, relational databases, rule-based systems, attributive logic.

1 Introduction

It is widely believed that relational databases have several disadvantages. Thus, they
are not suitable for formulation of ontologies which are required if information system
is designed not only for data storage, but for knowledge representation as well. In our
opinion above-mentioned statement is untrue. We claim that it is worthy to consider
usefulness of concept based on set theory and attributive logic for formulating universal
description of reality. There is no evidence to substantiate the claim that description
logic (OWL) or object data model (not grounded on any logic) can perfectly describe
information systems, whereas relational database model cannot.

Codd’s concept, which found application in relational databases, was designed to
collate and represent data. Its rigorous assumptions and connection with mathematical
principles resulted in high data integrity. However, they limited possibility of storing
such knowledge, which reaches beyond the set of known facts. Query, regardless of
its formulation, cannot find answer to questions if there are no appropriate examples.
There is no possibility to obtain such replies as: ’I don’t know’ or ’There is no ex-
ample, but relationship you queried for is not possible’. Moreover, there is no direct

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 73–84.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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querying which would allow to detect new assertions on the basis of known examples
and/or their negations. Formulation of complex queries requires a priori knowledge on
structure of relations, which limits possibility of using open tools for data (knowledge)
exploration. Therefore it is necessary to store intensional data (knowledge) model by
means of programming languages, which are external to database management sys-
tem. Object-oriented databases and querying languages consistent with this concept
were supposed to be solution for this inconvenience. Simultaneously standards of rela-
tional databases were evolving - reducing primary limitations and introducing features
characteristic for object-oriented solutions (e.g. declaration of types and introduction
of multidimensional structures as elements of relations). Unfortunately, presently there
are no fully useful implementations of object-oriented concept. Extended standards of
querying languages for relational databases are not applied in commercial management
systems and do not resolve every mentioned drawback.

Designers of new concepts of knowledge management are focused on creating com-
pletely new tools for knowledge storage. These tools are grounded on description logic
and create new possibilities for flexible modification of reality description. Difference
between these solutions and databases (either relational or object-oriented) is not in
addressing of atomic objects (in RDF by URI, in relational databases by key, and in
object-oriented databases by identifier) but in the manner of saving relations (roles) be-
tween objects. As a consequence of an open approach for representation of relations,
which is offered by solutions based on description logic, we gain new possibilities of
data mining. Still no satisfactorily efficient tools have been created so far, and they can-
not be a competition to database management systems in commercial applications. In
our opinion, there is possibility to overcome deficiencies of relational databases and
preserve integrity with their primary concept. Our solution is based on application of
data metamodel, stored in form of relational database, as specific type of ontology.
We consider usage of relational data model and attributive logic as an alternative for
knowledge modelling tools based on description logic.

2 Problem Formulation

In recent years search for new features offered by computer technology became com-
mon trend. Main spur to this search is undoubtedly popularization of access to knowl-
edge stored in digital form, accessible mainly by the Internet. Also, expectations from
corporate information systems have rapidly grown. It should be connected with the con-
cept of knowledge management. Users of information systems expect them not only to
collect and present data, but manage knowledge as well. In fact we want our computer,
having it connected to the Internet, to solve problems which previously required our
intellectual effort. As result of these expectations two concepts were developed: Web
Semantics and Business Rules Management. Seemingly irrelevant concepts can be ex-
pressed by single expectation: not only pure data but also knowledge must be available
to any user of the system. At this point we should answer a question: what is knowl-
edge and whether can it be ’freed’ from human by transferring it into artificial system
such as information system. The Internet is source of knowledge for typical computer
user, and the only tool to access web resources are browsers. Yet, in spite of continuous



Relational Database as an Ontology Framework 75

development efforts, web browsers do not satisfy expectations of users. Without knowl-
edge and experience, user cannot obtain desired information. Questions asked in natural
language result in most cases with acquisition of many excess answers, often inconsis-
tent with user’s intentions. User may take advantage of built-in features, but in case of
information (knowledge) which was not included, he must either ask IT specialist for
help or construct more complex queries (e.g. in SQL language), with an assuming that
he has appropriate skills and is authorized for such action. Hence, a question is posed:
is possible to build information system which would allow users to communicate with
the machine in language resembling natural one? In other words, can modern infor-
mation systems pass the Turing test? Unfortunately not, and there are no signs that in
the nearest future any artificial system could pass such test. Obviously, it does not mean
that development works related to introduction of ’intelligence’ mechanisms in web and
corporate solutions are groundless. However, we should be aware of the fact that inde-
pendently on established concept of knowledge modelling, there are boundaries which
should not be pushed. In our opinion, introduction of ontology concept as a new qual-
ity in realization of information systems is a mistake. Tools based on descriptive logic
have some advantages with regard to traditional solutions, but are not a breakthrough
and should be treated as an alternative, not as the only correct method of knowledge
systems modelling.

Independently on concept of knowledge modelling, efficient ’intelligent’ system
must consist of the following three subsystems:

• static data container,
• information search mechanism,
• mechanism of inference and inference control.

In case of the first subsystem, we can consider storage of data in form of relational
database (no wide scope of application of object-oriented databases has been found) or
in form of XML-related languages. In relational databases the best known tool which al-
lows realization of the second subsystem is SQL, whereas in case of XML or languages
such as RDF, RDFS or OWL-D1 the case is more complex. The simplest solutions like
XQL, Xpath, Xlink and XQuery provide searching resources over the Web, yet they
have many restrictions. Hybrid systems have thus been proposed, which are constituted
of two or more subsystems, each of which deals with a distinct portion of the knowl-
edge base and uses specific representation formalisms and reasoning procedures. The
improvement in the deductive power of hybrid systems is in terms of both the inferences
the system is able to make, and the efficiency of the reasoning process, since any subsys-
tem can take advantage of the inferential power of the other subsystems, whereas the
use of specialized reasoning procedures. Example of such solution could be r-hybrid
KB [1] which has a structural component (ontology) and a rule component. Among
other similar solutions, some may be listed: the first formal proposal for the integra-
tion of Description Logics and rules - AL-log [2] or Conceptual Logic Programming
(CLP) [3], an extension of answer set programming (i.e., Datalog) towards infinite do-
mains. All these solutions are classified between querying sub-system and inference
subsystem. That gave a rise to their advantage in contrary to solutions founded on
relational databases and SQL.
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In the case when SQL is used as querying mechanism, creation of separate infer-
ence subsystem is necessary. It results from declarativity of querying languages, i.e.
their orientation towards direct formulation of search target rather than means lead-
ing to the result. In classical programming languages programmer formulates target by
introducing sequence of computer commands, whose execution is supposed to return
the result. Querying languages differ from such idea - processing target is formulated
directly by the query, and computer commands are chosen automatically by querying
processor. Concept of querying languages assumed (by definition) lack of algorithmic
universality. Since such universality is required in database-grounded applications, an
assumption was made that querying languages will become ’sub-languages’ of soft-
ware design environment. Hence, such environment would be developed by means
of standard programming language. It entails integration of querying language with
programming language in such a manner, that [4]:

• queries could be used inside applications,
• queries could be parameterized (dynamically, in any manner) by values of variables

of programming language,
• query results could be processed by applications.

It turned out that differences in concepts of various languages cause significant technical
difficulties in realization of such connection. However, they were not cause for negative
attitude of many specialists and programmers towards the project. The main disadvan-
tage was substantial degradation of software development environment. This degrada-
tion manifested itself in a variety of ways, which were eventually called ’impedance
mismatch’. The term defines a set of adverse features accompanying formal connection
between querying language (in particular SQL) and universal programming language
such as C, C++, Pascal or Java. In attempt to remove this inconvenience, a concept
of uniform theory known as stack-based approach was developed. This approach is
based on assumption that querying languages are types of programming languages.
Hence, we should employ notions and concepts which are known and effectively
applied in these standard languages. Stack-based approach enables development of uni-
versal theory which is independent on specific data model. It can be applied in rela-
tional, object-oriented and object-relational databases as well as in XML repositories.
Works conducted in this field resulted in development of SBQL (Stack-Based Query
Language) standard [4].

Regrettably no significant, practical applications have been found yet for solutions
grounded on Datalog language and SBQL standard. At the same time, vast majority of
information systems used in economy, including Web solutions, are continually built
with usage of relational databases. It induces some researchers to search for meth-
ods which could unify ontology (within the scope of description logic), with relational
model [5], [6], [7]. It does not seem to be prospective solution.

Our experiences indicate that the most effective solution, capable of direct cooper-
ation with majority of industrial information systems, which simultaneously provides
decidability, is a combination of relational model with inference system which utilizes
attributive logic. Such solution, named Inference with Queries (IwQ) [8] was devel-
oped for its application in Business Rules Management Systems. It may also constitute a
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basis for formulation of ontology grounded on relational database. Tool which is result
of our research is a processor of rules created according to IF...THEN...ELSE formula,
in which preconditions are attribute values and conclusions operate on attributes. Pur-
pose of this paper is to present capabilities of this method and show changes which
should be made in order to obtain universal solution, which would allow to solve com-
plex decisive problems.

3 Proposed Solution

Above-mentioned IwQ tool has been developed as knowledge model and inference en-
gine for formulation of Business Rules Management Systems. Knowledge storage is
realized in accordance with principles of Variable Set Attributive Logic (VSAL) [9]. Ba-
sic statement in attributive calculus is generally of the form: 〈attribute〉 (〈object〉) =
〈value〉 or Ai(o) = v and it has the meaning that attribute A for object o takes value v.
For example, Debt(client) = ”high” means that the debt of a specific client is high.
In case of VSAL, atomic formula definition is expanded: If o ∈ O is a certain object,
Ai ∈ A is an attribute and X ∈ V is a certain variable, then any expression of the form:

Ai(o) = X (1)

and

Ai(o) ∈ X (2)

is an atomic formula of VSAL where

• O - a set of object name symbols,
• A - a set of attribute names,
• V - a set of variables.

Attribute Ai is a function of the form:

Ai : O → 2Di (3)

where D is a set of attribute values names (the domains).
Constant values belonging to domain D denote values of specific attributes for given

objects. Variables are used to denote the same elements in case the precise name of an
element is currently unknown, unimportant, or a class of elements is to be represented.

Our language allows the use of other than equality relational symbols, i.e. =, >,
<, etc.

The generic form of a rule in our inference engine can be presented as follows:

rule(i) : F1 ∧ F2 ∧ ... ∧ Fn

→
G1 ∧ G2 ∧ ...Gg

P1 ∧ P2 ∧ ...Pp
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next(i)
else

H1 ∧ H2 ∧ ...Hh

Q1 ∧ Q2 ∧ ...Qq

else(j)

where

1. Fi, Gi, Hi are in the form of basic statements:

Ai(o) = v (4)

or

Ai(o) = X (5)

in case of preconditions, satisfaction of the formula is verified and in case of
conclusions the satisfaction is stated

2. Pi, Qi are in form

X = v (6)

which means that value v is assigned to a certain variable X
3. next(j), else(k) are the specifications of control; the next(i) part specifies which

rule should be examined immediately after successful execution of rule i and
else(j) part specifies which rule should be tried in case of failure.

Variables are of great importance in attributive logic. They may serve two main pur-
poses. Firstly, they are undefined, not known a priori, yet identifiable values. Secondly,
variables allow to transfer values of attributes, even if these values were initially un-
known. It follows from the fact that variable name is valid within the whole theory
boundaries.

It is widely known that this attributive logic is omnipresent in various applications
in them in relational databases. In relational databases formulae of attributive logic are
used to define selection criteria for information retrieval and for the so-called θ − join
operation for joining tables. An assumption was made on the basis of above statement,
that in rule-based decisive system attributes as well as variables will be stored in form
of relations.

Unfortunately, there is no notion of object in relational databases (similarly as in de-
cision tables) which constitutes a problem, especially in case when we want to decide
on conditions truthfulness on the base of conclusions logical value. In this case, if we
confirm satisfaction of rule’s conclusion, we may assume that all premises of such
rule are satisfied. If inference process had to answer what type of object such formu-
lation concerns, without knowledge of the key we would not be able to determine it. It
may be presented on such example:

we search for the most favourable material supplier for production of particular prod-
uct, which may be understood as follows: find object s in set of suppliers S, which
attribute current level(s) = ”high” we apply the rule
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rule(i) : offered price(s) = ”low” ∧ offered quality(s) = ”high”
→

current level(s) = ”high”
next(i)

We know that neither quality, nor price always identify supplier. Therefore it may hap-
pen, that in relation or join of relations there might be more than one tuple satisfying
given condition. A question arises: what type of an action should inference system take?
In our solution we have made an assumption, that inference engine will examine every
hypothesis which arises in such case. That behaviour is possible owing to introduction
of control specifications into the rules. In a case when several objects are identified by
single formula we are dealing with collection (some sort of a SQL cursor), hence it
was also necessary to introduce index which points to the consecutive elements of this
cursor.

Our experience shows that such formulated model, as well as application which was
developed on its basis, fits perfectly for solving elementary decision problems, charac-
teristic of Expert Systems or Business Rules Engines. By introduction of control spec-
ifications our solution has some features of programming language in logics, thereby
it may find its application in agent-based simulation. In every application which has
been tested until now, entire knowledge required for problem solving was stored in set
of rules, relations which describe objects, attributes and variables. This model is a kind
of ontology, yet limited to very narrow range of applications. Structure of the model is
evidently connected with the purpose for which it was developed. Whereas when we
talk about knowledge representation by means of ontology, we usually think of formal
description of notions. Such description can be used in many, not a priori defined pur-
poses. Obviously it is possible to store all current knowledge on given domain in form
of interconnected relations, but formulation of some rules would be required in order
to allow data mining. This is however not possible without knowing the purposes for
which the knowledge is used. In our opinion, solution for this problem is on one hand
development of data metamodel and on the other increase in flexibility of inference
engine by introducing mechanism of so called variable formulas.

Concept of data metamodel comes down to partial transfer of intensional database
structure to its extensional part. In primary version of IwQ method, knowledge was
stored in set of relations which described attributes. These attributes were grouped in
accordance with general principles so as to simplify formulation of the rules. It should
be noted, that there is a possibility to store all values of attributes in one relation. Simul-
taneously, sets of attribute names and their relationships can be stored in two connected
relations. Scheme of such ontology model is depicted on Fig. 1. Ontology, owing to its
specific structure, may be presented in form of directed graph, where vertices represent
formulas of attributive logic, and edges depict relations between formulas.

Essence of the structure might be analyzed on the following example which shows
knowledge required for early-warning system for predicting bankruptcy [10]. Exem-
plary rules used for inferencing on bankruptcy warning can be written in the following
form:



80 A. Macioł

Fig. 1. Entity-Relationship Diagram of ontology model

Rule: 1
if capital structure is bad and profitability is medium and debt is high then bankruptcy
probability is high

Rule: 2
if the share of profit in incomes is between 9% and 12% and profitability of the assets
is between 10% and 13% then profitability is medium
Rule: 3
if the share of own capital in assets is less then 10% and the share of short-term capital
is grater then 50% then capital structure is bad
Rule: 4
if debt in years is grater then 12 then the debt is high

These rules will be recorded in the following tuples:

Attributes
IdAttribute AttributeName

1 capital structure
2 profitability
3 debt
4 bankruptcy probability
5 share of profit in incomes
6 profitability of the assets
7 share of own capital in assets
8 share of short-term capital
9 debt in years

Formulae
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IdFormula IdAttribute RelationalSymbol Constant
1 1 = bad
2 2 = medium
3 3 = high
4 4 = high
5 5 >= 9%
6 5 <= 12%
7 6 >= 10%
8 6 <= 13%
9 7 < 10%
10 8 > 50%
11 9 > 12%

FormulaeTree
IdPrecondition IdConclusion

1 4
2 4
3 4
5 2
6 2
7 2
8 2
9 1

10 1
11 3

Presented above relationships can be shown in form of graph (Fig. 2).
It should be noted that these formulas can be also used for completely different pur-

poses. It is possible owing to the fact, that association between formulas is characterized
by many-to-many relationship. Thus, the same formula may become a premise for mul-
tiple conclusions.

As mentioned before, redevelopment of inference engine was necessary in order to
allow exploration of such ontology. Variable formula was used for formulation of rules.
This formula takes value of basic statement, which is determined on the basis of relation
representing ontology. Therefore an additional operation is included in the conclusion
block, which assigns value to variable formula. Simultaneously an additional element
is introduced into inference engine - stack of not verified formulae.

Inference procedure might be depicted on the scheme (Fig. 3).
It should be stressed here, that knowledge on satisfaction of basic statement can be

either introduced by user or obtained from external database. Then, values of attributes
and variables (if only they are present in formula) are determined by means of SQL
query. Formulation and execution of such queries is made in accordance with principles
of IwQ method.

Presently, a backward reasoning mechanism is being developed. Nonetheless, usage
of forward reasoning is possible, if mechanisms similar to those above-mentioned are
implemented.
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Fig. 2. Graph of knowledge (o is an object

Fig. 3. Inference procedure scheme

4 Conclusions

In recent years, research in the field of knowledge management systems is focused on
resolving inconveniences which are related to representation of knowledge by a single
language. The trend is to search for tools which provide integrity of data and rules.
Main stream of these research activities is connected with application of description
logics for that purpose. Difficulties of this approach arise from the fact, that the great
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majority of information kept in information systems of organizations is stored in form of
databases (usually relational). Thus, there is a necessity to transform such knowledge.
It becomes an additional load for computer systems and may lead to data loss and/or its
misrepresentation.

In this paper we have proposed formulation of relational data metamodel, which
could become a rival solution to ontologies developed on the basis of description log-
ics. We have additionally presented inference engine which is an expansion of IwQ
method. Such mechanism facilitates flexible exploration of knowledge which is stored
in relational database.

Among other advantages our solution provides:

• direct access to information sources stored in relational databases,
• utilization of well-known and reliable SQL solutions,
• transactional access to the ontology provided ”for free” by most relational database,
• possibility to introduce explicit knowledge structure and inference engine control

which significantly facilitates inference process.

Such features were achieved owing to application of mechanisms grounded on principles
of attributive logic.

The aim of our further research is to develop tools which will allow to realize con-
cept of Business Rules Management Systems. Our previous experiences indicate, that
concepts elaborated within the research of that field can be effectively applied in other
solutions related to knowledge management as well as formulation and utilization of
ontologies.
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Abstract. In the paper, we present the main elements of the KBS-AE
(Knowledge-Based System - Acts of Explanation) oriented toward the knowl-
edge generation about enterprise condition. This knowledge is represented by the
relation R : 〈STRATEGY 〉 → 〈ENTERPRISE CONDITION〉. The
strategy is expressed in terms of the competence system. The concept apparatus
is expressed by enterprise ontology worked out by the author on the basis of Ro-
man Ingarden’s theory of individual object. Procedures of information extraction
and creation of acts of explanation are presented by means of the UML diagrams.
Acts of explanation generate the knowledge about an enterprise concerning in-
terpretation of competence potential assessment and competence gap assessment
and also result trajectories.

1 Introduction

The basic task of a system with the knowledge base is to gather data, information and
relationship resources defined on these resources in order to generate the new knowl-
edge according to appropriate action. Such a transformation from information resources
to the newly created knowledge is realized according to the 4C framework [1]:

– Comparison: how does information about this situation compare to other situations
we have known?

– Consequences: what implications does the information have for decisions and ac-
tions?

– Connections: how does this bit of knowledge relate to others?
– Conversation: what do other people think about this information?

The knowledge about enterprise condition is the knowledge required to make a strate-
gic decision concerning investments, transactions, contracts. Searching for the relation
(R) between strategy elements and enterprise state parameters is essence of knowledge
discovering about enterprise condition:

R : 〈STRATEGY 〉 → 〈ENTERPRISE CONDITION〉 .

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 85–94.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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The Altman’s model is the oldest model of knowledge discovering about an enterprise
[2]. This model determines a relationship between the financial strategy of an enterprise
and two distinguished states: the bankruptcy state and the good condition state. Until
now, there are created such models with the use of statistical methods, data mining
methods, artificial intelligence techniques based on fuzzy set theory, rough set theory,
neural networks, multicriteria decision making methods [3,4]. The financial strategy is
determined by the set of financial indexes calculated on the basis of the year reports: a
profit and loss account and a balance. The conception of intellectual capital introduced
by L. Edvinsson and M.S. Malone [5] is the another approach to determining the re-
lation R. N. Bontis presented in [6] a model of the relation R describing an influence
of the strategy oriented to intellectual capital on enterprise results. N. Bontis created
a set of indexes expressing characteristic of employee capital, client capital, structural
capital. The following items are numbered among enterprise results:

– P1 - Industry leadership.
– P2 - Future outlook.
– P3 - Profit.
– P4 - Profit growth.
– P5 - Sales growth.
– P6 - After-tax return on assets.
– P7 - After-tax return on sales.
– P8 - Success rate in new product launch.
– P9 - Overall business performance.

K. Kim, T. Knotts, S. Jones presented in [7] an influence of comprehensive assess-
ment of the enterprise strategy taking into consideration assessment of a firm in the
range of marketing management, strategic management, operating management, finan-
cial management, and assessment of market activity on a length of the enterprise life
(over 8 years). The relation R can be identified by means of the SEM (Structural Equa-
tion Model) method. S. Sohn, H. Kim, T. Moon presented in [8] the enterprise strategy
by means of a set of indexes including knowledge and experience of manager, oper-
ation ability of manager, level of technology, marketability of technology, technology
profitability. Enterprise condition is defined by means of indexes: growth ratio of total
assets, growth ratio of stockholder‘s equity, growth ratio of sales, net income to total
assets, net income to stockholder‘s equity, net income to sales, total assets turnover,
stockholder‘s equity turnover, debt ratio.

Currently, the widest considered conception of creating the knowledge about an en-
terprise is conception worked out by R. Kaplan and D. Norton - Balanced Scorecard
(BSC) [9]. The BSC method defines the enterprise image from four perspectives: learn-
ing and growth perspective, internal business process perspective, customer perspec-
tive, and financial perspective. A key characteristic of the BSC method is a hierarchical
system of indexes determining strategic tasks included in four mentioned perspectives.
This system forms a fouradic cause-effect relationship. This means that projects and
ventures determined in the remaining perspectives have an influence on financial per-
formances. The whole system can be expressed by a value chain scheme. H. Huang
presented construction of a system based on a knowledge base with a use of the BSC
method [10].



The Knowledge Generation about an Enterprise in the KBS-AE 87

Mentioned above approaches to creating systems based on a knowledge base ori-
ented to analysis of enterprise condition show the way from one-sided financial analy-
sis to strategic analysis including the main categories of strategic planning along with
intellectual capital analysis. There is difficulty with determining the relation R in the
case of more complex representation of information about an enterprise. Therefore, the
CBR (Case-Based Reasoning) methodology [11] is proposed for creating the KBS sys-
tems. H. Li and J. Sun presented in [12] an application of the CBR methodology for
creating enterprise condition assessment systems. Enterprise condition assessment re-
quires construction of appropriate concept apparatus, thanks to which one can present
expert assessments as well as introduce proper data concerning financial performances
in individual accounting years. Expert assessments should concern both assessment of
enterprise potential and assessment of risk of an enterprise activity. Introduction of
such concept apparatus requires working out appropriate enterprise ontology. In differ-
ent application areas, the KBS systems based on ontologies are created, for example,
the system presented by W.L. Chang in [13].

In this paper, the author presents selected elements of the original KBS system based
on ontology constructed by the author. A general ontology system is presented in Sec-
tion 2. In Section 3, a subsystem of information extraction about assessment of enter-
prise competence is described. In Section 4, characteristics of the so-called explanation
acts are shown. These acts make up reasoning procedures in a system according to the
CBR methodology.

2 Enterprise Ontology

A process of modeling the knowledge about enterprise condition requires construction
of such ontology, which will allow the KBS system to carry out automatic reasoning
concerning condition of an enterprise. The author considers this process at three levels
of conceptualization:

– Level I: Formal ontology.
– Level II: Domain ontology.
– Level III: Operating models.

The highest level of abstraction in modeling an enterprise requires accepting concept
apparatus from the range of object theory. One of the most complex object theories
was presented by Polish philosopher Roman Ingarden [14]. He defined three types of
objects: individual object, intentional object and object determined in time. Ontologies
worked out until now concentrate on depiction of an enterprise as a set of three types
of objects: processes, events, and objects lasting in time. The author adopts from R.
Ingarden concept apparatus defining an individual object. The structure of concepts of
definition of an individual object according to R. Ingarden’s object theory is presented
in Figure 1.

The author presents his own conception of enterprise ontology based on definition
of R. Ingarden’s individual object. Figure 2 shows the structure of concepts in this
ontology. Exact definitions of individual concepts are presented by the author in [15].

Domain ontology makes up such concept system, which is adequate to the language
of a given domain. So far, the following ontologies are most popular: the EO ontology
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Fig. 1. A concept system of definition of object according to R. Ingarden’s theory of object [14]

Fig. 2. A concept structure of enterprise ontology modeled on R. Ingarden’s formal ontology

worked out by M. Uschold, M. King, S. Morale, Y. Zorgios [16], the TOVE ontology
[17], the REA ontology [18] and the enterprise ontology worked out by J. Dietz. In [19],
J. Dietz presented classification of approaches distinguishing:

– Domain approach.
– System approach.
– Planning approach.
– Transactional approach.
– Identification approach.
– Diagnostic approach.

Ontologies worked out until now include a concept system concerning processes and
events occurring in an enterprise. However, other concept apparatus oriented to assess-
ment of a state is required for determining enterprise condition. Therefore, in author’s
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conception, an enterprise is represented by a competence system appropriately defined.
Exact definitions of concepts are presented by the author in [15]. The key concept in
the presented ontology is a subject of properties. The subject of properties is defined in
order to determine enterprise condition on the basis of comparative analysis with en-
terprise vision presented in the strategy or with a leader of the market. In author’s con-
ception, the subject of properties is the enterprise competence system. This system is
defined from two points of view: competence potential and competence gap. According
to R. Ingarden, both positive and negative states should be distinguished in the object.
A process of gathering information about enterprise condition according to assessment
of competence system is presented in Section 3.

3 Subsystem of Information Extraction about Enterprise
Condition

The intelligent system with a knowledge base (KBS-AE) designed by the author con-
sists of three fundamental parts:

1. Subsystem for supporting assessment of enterprise competence - AC (Assessment
of Competences).

Fig. 3. A diagram of packages of use cases in UML
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Fig. 4. A diagram of classes in the ”Competence assessment” package

2. Subsystem for analyzing financial performances - AP (Analysis of Enterprise Per-
formances).

3. Subsystem for reasoning by analogy according to the CBR (Case-Based Reasoning)
methodology.

Figure 3 presents a diagram of packages of use cases in the UML language. The KBS-
AE (Knowledge Based System - Acts of Explanation) is oriented to a process of ex-
planation of enterprise condition. A task of the system is gathering information from
experts in order to generate automatically the knowledge about enterprise condition.
Acts of explanation are included in individual phases of the CBR cycle, i.e., phases:
RETRIEVE, REUSE, REVISE, RETAIN. In [20], the author presented a procedure for
indexation of cases in the RETAIN phase.

According to enterprise ontology presented in Section 2, information concerning
assessment of the enterprise competence system is proposed by an expert on the basis
of comparative analysis of elementary competences determined in the individual ranges
of competence potential and competence gap. Such information is obtained by expert
by comparison individual indexes calculated on the basis of data from the enterprise
base and indexes showed in the strategy.

A convenient method for determining final assessment is the AHP method [21]. The
author presented in [22] a criteria system for assessment of enterprise competence in
each range of competence potential and competence gap. Taxonomies of competence
potential and competence gap are presented in [23].
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Figure 4 shows a diagram of classes in the ”Competence assessment” package.
The UML language is frequently and frequently used to present ontology in the KBS
systems [24,25].

4 The Knowledge Generation in the KBS-AE System

In the KBS-AE system designed by the author, the knowledge about enterprise con-
dition can be obtained thanks to procedures of assessment aggregation and clustering/
classification. This knowledge answers the following questions:

– To which class or cluster does an enterprise belong in the competence potential -
competence gap system.

– What characteristic does a given class or cluster have?

Fig. 5. A communication diagram in UML illustrating a process of creating a case base for the
CBR system



92 J. Andreasik

– What does a similarity degree to the class or cluster representative like?
– What does the pattern of results of a given enterprise like?
– What does the predicted pattern of results of a given enterprise like?
– How the competence strategy of an enterprise should be changed in order to change

the pattern of results?

A communication diagram in UML illustrating a process of creating a case base for the
CBR system is presented in Figure 5. Each case in the base is appropriately classified.
An index of the case is the determinant of a class or cluster which is equivalent to
determining position of a given enterprise in the competence potential - competence
gap space. Construction of suitable computational procedures enables us to answer the
above questions. These procedures are named acts of explanation. Acts of explanation
make up a fundamental property of the CBR systems [26]. In [27], the author presented
an algorithm for an explanation act of an enterprise position.

5 Conclusions

In this paper, selected fragments of the designed KBS-AE system have been presented.
The task of this system is explanation of enterprise condition. The knowledge about
an enterprise is generated by the system on the basis of cases inserted into the case
base. Each case makes up a set of assessments of competence potential of an enterprise
and the so-called trajectories of results. On the basis of the CBR methodology, a set of
procedures (the so-called acts of explanation) has been worked out. These procedures
enable us to answer key questions concerning explanation of enterprise condition in the
concrete case.

Figure 6 shows the structure of the KBS-AE system. Especially, the following phases
are distinguished: gathering data by the multi-agent system, gathering information from
experts for generation of the knowledge in explanation acts.

Within the confines of the EQUAL Project No. F0086 [28], the author worked out
repository of cases in research of 220 enterprises of the SME sector from south-east
Poland.

Fig. 6. A diagram of the KBS-AE system for generating the knowledge about an enterprise
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Abstract. The paper addresses the problem of geo-referenced documents man-
agement and discovery, concerning the use of metadata and ontology. It shows,
that the metadata profile developed for the INSPIRE does not meet the require-
ments set out for the documents retrieving in the documentation centers as well as
the majority of the public administration offices. It highlights the need of building
the tools for indirect and hidden references and metadata attributes exploration of
the geodetic documents like field sketches and others. It indicates the possibil-
ity of using ontology, which extending the metadata profile would allow to link
different types of documents that correlate indirectly in the space and time.

Keywords: GIS, SDI, ontology.

1 Introduction

The increasing attention for the deployment of web sites providing access to a geo-
graphic content is observable since late 1990s. The efforts undertaken evolved from the
implementation of closed, proprietary based solution into building open infrastructures
conforming SOA paradigm. These activities speeded-up with the publication of open
standards, like ISO and OGC standards. Recently these movements have gained a legal
strength. They have been given a legal framework in form of the INSPIRE (INfrastruc-
ture for SPatial InfoRmation in Europe) directive of the European Parliament and of
the Council, published in the official Journal on the 25th April 2007 and entered into
force on the 15th May 2007. The main objective of INSPIRE is data interoperability
and data sharing. The directive defines needs, and the member countries are obliged to
adapt the national law and the administrative procedures to meet them. The technical
documentation setting out basic requirements for data and services assuring the confor-
mity and usefulness of the spatial data infrastructures becomes available in the form of
Implementation Rules (IRs).

The importance of geospatial information increases in a daily life, and becomes cru-
cial for the business and administrative processes. The ability to provide geospatial
content within corporate information systems, accessing it remotely and in an auto-
matic manner, becomes the base of day-to-day utility operations. This is especially true

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 95–106.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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in the public administration, which is responsible for the registration, maintenance and
distribution of legal documents containing spatial references. There are different public
authorities and governmental agencies that manage number of different types of such
documents. The geodetic and cartographic documentation centers (surveying documen-
tation centers) are responsible for topographic and cadastral information in Poland. The
organizational structure of the centers has three levels: central, regional and local. The
centers are the nodes of NSDI aimed at performing the duties resulting from the Law
on geodesy and cartography. There are several tasks assigned to them, including real-
ization of state policy in the field of geodesy and cartography, registration of legal and
actual status of properties, managing geodetic and cartographic resources (records of
land and buildings, evidence of public utilities, address points, spatial plans, cadastral
sketches and surveying results, topographic descriptions, maps, photogrammetrical ma-
terials, etc.). All these tasks incorporate producing and processing geodetic documents.
The extensive search within these documents is very important, especially for the proper
execution of geodetic work by authorized surveying companies.

Usually the geodetic work carries on at the local level in three stages: registration
and preparation for the work, surveying in the field, reporting and archiving of results
compilation. The first stage includes preparation of technical specification and analysis
of the existing documents, especially those from the work already performed (surveying
networks, topographic surveys, etc.), related to the spatio-temporal extent and the sub-
ject of the current work. The realization and outcomes of the next two stages strongly
depend on the results of the first stage. The lack of valid information might cause rep-
etition of the work done once, or, in worse case, might lead to falsified, incorrect and
erroneous results. Therefore, the local documentation center should provide on the re-
quest all related information without omitting any valuable documents.

To fulfill this expectation the documentation center must keep the documents well
organized. In most cases, they use analog documentation storages and supporting IT
systems for the digitized resources management. Nowadays the IT systems offer Inter-
net access for the humans (web pages) and computers (services interfaces), and make
a technological bridge with other nodes of NSDI. However, not all internal functions
of these systems are open for the remote access. More over, the search algorithms and
methods implemented do not assure full and exhaustive document discovery. Usually
the systems offer possibility of defining spatial location of the documents content, al-
low their text based search and indexing, provide the tools for the document circulation
management. But the use of standardized metadata for the documents description (ac-
cording to the INSPIRE or ISO 19115 rules) is almost not evident.

The paper addresses the problem of document management and discovery in the
geodetic and cartographic documentation centers – the nodes of NSDI. It concerns the
use of metadata and ontology, and highlights the need of building the tools for indirect
and hidden references and metadata attributes exploration of the geodetic documents
like field sketches and others. The paper is organized as follows. It starts with a brief
review of related works. Then it gives some insights into SDI and the role of metadata
and catalogue services. Next, it describes functions of geodetic and cartographic doc-
umentation centers associated with to the geodetic work execution. It underlines the
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issue of the documentation management and discovery by using spatio-temporal extent
information. The paper ends up with concluding remarks.

2 Related Works

Many authors discussed the role and the use of ontologies in the SDI. Depending on
context, intention of use, and level of abstraction, the ontologies serve for different pur-
poses in different ways. They serve as a tool for logical description and conceptual
model creation, a base for construction of taxonomy and thesauri, a background of an
intelligent discovery and search, a part of semantic web services and multi-agent sys-
tems. Beside subjective, particular propositions there are also standardizing initiatives
undertaken in these fields related to the geospatial domain, as ISO/TC 211’s proposi-
tion of a new project 19150 - Ontology. The aim of this project is to collect and compile
information, and investigate how ontology and Semantic Web approaches can benefit
ISO/TC 211 objectives, i.e. geographic information interoperability.

The authors of [1] focused on the role of ontologies in the construction of models of
spatial data. They addressed practical issues of implementation with some notes on the
use of different XML based modeling languages (BPML, GML, CityGML, LandGML)
and software editors. The role of ontologies in the context of the geospatial domain was
also discussed in [2]. The authors referred to the five dominant universes for geospatial
applications. They proposed two distinctive ontologies: application-level and computer-
level ontology, constituting a system for interpreting and solving geospatial queries to-
gether with an ontological mediator. Similar subject was discussed in [3]. The authors
focused on contextualization of geospatial database semantics for user-system inter-
action and presented philosophical and knowledge engineering based approaches for
ontology development.

The authors of [4] proposed to incorporate geospatial semantics for three major types
of geospatial relations: topological relations, cardinal direction, and proximity relations.
More over, they referred to different approaches to the development of a representative
ontology of time and to different languages (OpenCyc, Context Broker Architecture,
Region Connection Calculus, RDF Geo vocabulary). The possibility of using OWL and
GML languages was mentioned in [5]. The authors proposed some spatial relationship
to solve their particular problem.

The authors of [6] discussed the role of geoportals in the NSDI, remaking that portals
rely only on metadata and do not support formal semantics. A problem of knowledge
discovery in the geoportals was a subject of [7]. The authors demonstrated how to ex-
ploit the RDF language in order to describe the geoportal’s information with ontology-
based metadata. The problems related to the geospatial semantic web were discussed in
[8,9]. Various projects connected with geospatial information retrieval were presented
in [10].

The authors of [11] proposed the architecture of a centralized ontology service that
could be integrated within the OGC Web Service Architecture. The service enables
uniform management of lexical ontologies and gives ontology-based support to SDI
components. The authors remarked that the ontologies may be used to profile the meta-
data needs of a specific geospatial resource and its relationships with metadata of other
related geospatial resources, or to provide interoperability across metadata schemas.
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The proposition of asymmetric and context aware similarity measurement theory for
information retrieval and organization within SDIs was provided in [12]. The architec-
ture of a system for geographic information retrieval was presented in [13]. The system
makes use of an index structure, that combines an inverted index, a spatial index, and
an ontology-based structure.

Several works treat on solving the problem of geospatial web services discover-
ing supported with ontologies. The author of [14] showed the method for geospatial
service discovery based on mapping between ontological description of requirements
and service capabilities. In [15] relevant semantic properties of services and processes
are stored in semantic repositories. The algorithm proposed allows value based service
selection.

The cadastral information exchange using Web services was concerned in [16]. The
prototype presented there exemplified the concept for the idea of query translation based
on semantic relations between different information models. The problems of manage-
ment of geographical changes in the context of a corporate cadastre application was
discussed in [17]. The model proposed based on lineage metadata.

3 Spatial Data Infrastructure

The construction of spatial data infrastructure (SDI) started in the United States in the
beginning of the 90-years. The primary aim of this activity was to provide an easy access
to the data sets collected in different institutions, to reduce the cost of data collection, to
increase the benefits of using and promote the reuse of existing information. The idea of
SDI spread over the world what resulted in the implementation of several national spa-
tial data infrastructures (NSDI). The dynamic growth of the SDIs, observed at regional,
continental and global level, enforced the creation of open international standards to
fulfill the requirements of their interoperability. These standards play a crucial role in
the SDI integration and building cross-country solutions.

SDI – ”Technologies, policies, and people necessary to promote sharing of
geospatial data throughout all levels of government, the private and non-profit
sectors, and the academic community.” http://www.fgdc.gov/nsdi/
nsdi.html/

European countries have begun construction of NSDI in different period. Their experi-
ence in this field led to the establishment of the INSPIRE Directive on 14 March 2007.
The directive is a legislative and imposes an obligation on government bodies respon-
sible for the acquisition, collection and sharing of information, take concrete actions
related to the development and implementation of a number of metadata standards. To
make the most of NSDI offerings the implementation of each NSDI had to incorporate
mechanisms, which allow users to discover, review, and retrieve existing geospatial in-
formation resources. The spatial-aware catalogue services are the solutions that made
this possible for both humans and software.

”Catalogue services are singled out as a special type of geo-processing service:
they provide the functionality to allow the organization, discovery and access

http://www.fgdc.gov/nsdi/
nsdi.html/
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to geo-spatial data and services, and as such, form the core of any SDI. A
catalogue consists of a collection of indexed, searchable catalogue entries each
providing a description of some resource. Entries usually take the form of a
subset of the complete metadata element set of the resource they describe.”
[18]

The catalogue services support the ability to publish, search and retrieve collections of
descriptive information (metadata) for data, services, and related information objects,
together with the references to the location of original resources for binding purposes.
The metadata can be queried and presented for evaluation and further processing by
both humans and software [19].

”Metadata is the term used to describe the summary information or characteris-
tics of a set of data. This very general definition includes an almost
limitless spectrum of possibilities ranging from human-generated textual de-
scription of a resource to machine-generated data that may be useful to soft-
ware applications. <...> In the area of geospatial information or information
with a geographic component this normally means the What, Who, Where,
Why, When and How of the data. <...>” http://gsdidocs.org/
GSDIWiki/index.php?title=Chapter_3

The research on metadata for the geospatial information resources resulted with a well-
defined standards. Thus at the end of 1990s the cartographic agencies of developed
countries made efforts to establish national profiles of metadata for data sets. The stan-
dardization committee of the International Cartographic Association developed and
published the exact description of the national metadata profile. In 1994 the first, and in
1997 the second version of the profile metadata FGDC (The Federal Geographic Data
Committee) was developed that has become standard not only in the U.S., but South
Africa and Australia. Another standard developed by the DCMI (Dublin Core Metadata
Initiative), provide a set of standard core elements specifically for discovery metadata,
i.e., for cross-domain information resource description, and includes a ’coverage’ el-
ement for defining spatial location and temporal period. The most comprehensive set
of geographic information related standards comes from ISO 19100 series. A suite of
metadata standards is rich enough for describing most of geospatial data and associated
sensors and platforms. The suite of metadata standards consists of: the main standards
ISO 19115, ISO 19115-2, ISO 19119 and ISO/TS 19130; and the quality standards ISO
19113, ISO 19114, and ISO 19138; and others.

ISO 19115 provides an extensive and generic definition of metadata for geo-spatial
data sets described in UML and defined in the data dictionary, but without encoding
rules (the principles of metadata implementation in XML were included in ISO 19139).
The definitions of ISO 19115 consist of declarations of optional and conditional meta-
data elements as well as definitions of a set of generalized code lists (over 400 metadata
elements collected in 14 packages). Several other ISO standards were used as defini-
tion providers of information model parts (as temporal and spatial extend information
defined in ISO 19107, ISO 19108, ISO 19111, ISO 19112). The metadata elements
defined might serve as collection of information about identification, extent, quality,
spatial and temporal schema, spatial reference, and distribution of digital geographic

http://gsdidocs.org/
GSDIWiki/index.php?title=Chapter_3
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data. The metadata elements for geographic information service description are defined
in ISO 19119. The role of service metadata is to provide the description allowing ser-
vices combination (orchestration).

The history of the catalogue services implementation correlates with the history of
the advances of the information technologies and is closely associated with the devel-
opment of the Internet. In the initial period, the solutions built made use of library
systems. The primary communication protocol was Z39.50 and the common metadata
profile was Dublin Core.

The catalogue service is one of the five service types being defined as the core of
the INSPIRE Network Services Architecture. The INSPIRE Network Service Architec-
ture is designed as Service-Oriented Architecture with service consuming and service
providing components communicating via an INSPIRE (enterprise) service bus. The
catalog service is referred to as Discovery Service while the other service types are
referred to as: View, Download, Transform and Invoke. The detailed taxonomy of the
services recognized by INSPIRE is much richer (the regulation 1205/2008 EC of the
European Parliament and of the Council lists 70 different services) and follows the tax-
onomy defined in ISO 19119 standard. Some of the services are individual instances and
some can be a part of service chain for both synchronous and asynchronous requests
execution through a (web) service orchestration engine.

4 Nodes of NSDI

The main components of the NSDI are SDI nodes with own entity. The SDI nodes
deliver services on the Service Bus to portals and applications. For the organizational,
legal, and competence reasons the majority of SDI nodes in Poland are the geodetic
and cartography documentation centers. The geodetic and cartographic documentation
centers maintain records of geodetic and cartographic information, (records of land and
buildings, evidence of public utilities, address points, spatial plans, cadastral sketches
and surveying results, topographic descriptions, maps, photogrammetrical materials,
etc.) and are responsible for their management. Apart from basic services for the public
administration and citizens, the centers must also provide services to the majority of
their clients: the companies performing geodetic and cartographic works.

The execution of geodetic and cartographic work should follow the rules of geode-
tic and cartographic law. Thus, each work must be submitted to and registered in the
documentation center. The center, in turn, should provide the materials and documen-
tation necessary for the work execution. The work execution finalizes with the geodetic
documents being verified and incorporated then into resources of the documentation
center.

Registration of the geodetic work includes indication of its range and spatial (and
temporal) extent. The range of the documentation prepared by the center depends on
this indication. The documentation usually consist of copies of the map, list of geodetic
points and border points, and field sketches of the earlier measurements made in the
range specified. Only complete documentation can guarantee the proper geodetic work
execution. Any missing information might cause repetition of the work done once, or, in
worse case, might lead to falsified, incorrect and erroneous results. Thus, the documents
search within documentation archives should be the most comprehensive it could be.
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5 Spatio-temporal Related Documents Retrieval

When analyzing the official documents archives one can observe that there are several
interdependencies between document contents. For example, the building permit refers
to the investment localization by indicating the number of cadastral parcels, referring to
its spatial extent indirectly. Sometimes the transitive relations of this kind are nested, as
in the case of referring to the particular property using property owner ID. The spatio-
temporal extent of such property has to be inferred then from the other documents that
use the same owner ID.

In general geographic information contains spatial references which relate the fea-
tures represented in the data to positions in the real world. Somewhat more formally,
there are three types of spatial references:

– direct reference – defined by the spatio-temporal extent in the known coordinate
reference system (CRS). The example is a map representing objects as buildings,
roads, geodetic points, parcels, etc. The location of the objects can be read directly
from the map. Another example is a list of geodetic points kept within geodetic
center resources. The list contains geodetic points numbers and X,Y coordinates.

– indirect reference – defined by the geographic identifier that can be mapped onto
location. The example is a field sketch with hand drawn information (buildings with
addresses, parcels with numbers). The coordinates cannot be measured directly, but
they can be retrieved from a land and property register, or a system of the address
information, or a gazetteer. The references of this type may vary in time causing
some troubles. They can get a new scope and alive status (when changing the street
names, or dividing or merging the parcels).

– hidden reference – defined by the associations and facts that might be analyzed in
order to deduce correct location assignment. The example is real estate informa-
tion providing owner name and address. In this case the other registries has to be
searched for the parcel’s number, and then for the location. This reference depends
on the current and past information collected in the archives. The difficulties might
arise in the case when the owner possess more then one parcel or had changed
his/her name.

From the spatio-temporal referencing point of view there are two kinds of individuals:

– reference object – an object with a well defined spatio-temporal location. Fre-
quently this is an address point, cadastral parcel, street, administrative boundary
or physiographic object registered in a gazetteer.

– intermediary object – an object without direct spatio-temporal location, but staying
in a relationship with a reference object. In general, the relationship can be transi-
tive, leading to the reference object trough the sequence of intermediary objects. An
intermediary object example is a person with a given ID, who possesses a property
(of known location). The person and the property relates to each other by posses
and is possessed relation.

To get comprehensive information from the geodetic and cartographic documentation
center several documents require processing. To automate this task and offer an ac-
cess to the geodetic documents through the web services, it is necessary to digitize
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the archives. This process must incorporate also the generation of computer readable
description for all documents collected. This is the place for the use of metadata and
ontology.

For several reasons the documents should be described by ISO 19115 compliant
metadata, with the spatial and temporal extents semantics, model, and encoding defined
in the accompanying standards. The INSPIRE Implementing Rules for metadata stated
that at least one temporal reference chosen from one of these four categories: temporal
extent, data of publication, date of last revision or the date of creation is required. ISO
19115 requires that at least one of the following is provided: date of publication, the
date of last revision or the date of creation.

For the spatio-temporal information retrieval ISO 19115 standard defines metadata
elements as in the figure 1 (the ISO UML models are available at http://
www.isotc211.org/hmmg/HTML/root.html). The extent is a data type class
that is an aggregation of vertical extent, geographic extent (which can be a bound-
ing polygon, or bounding box, or geographic description for indirect referencing) and
spatial temporal extent. This model meets the requirements for the direct and indirect
spatio-temporal referencing (the spatial scheme includes enumeration with items that
match operators’ names of Allen’s interval algebra, see figure 2). While the direct ref-
erencing supported by the model is exhaustive, the indirect referencing is weak. The
model uses geographic identifier that refers to the physical phenomena rather then de-
scribes associations among different geodetic documents. It plays a role of a key in
gazetteers (see figure 3).

In the ISO 19115 there are number of other metadata elements defined, like
MD ContentInformation and MD Identification, that would be used to model the in-
direct associations. However, these metadata elements suit general geographic domain
and therefore they do not meet the requirements for the indirect referencing for the
geodetic documents retrieval. Therefore, the catalogue services based on standard meta-
data set only are not capable to solve this problem. There is a need to create a dedi-
cated profile for this purpose - the profile incorporating ontological concepts from the
cadastral domain.

Fig. 1. UML model of extent information classes (according to ISO 19115)

http://
www.isotc211.org/hmmg/HTML/root.html
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Fig. 2. UML model of temporal classes (according to ISO 19108)

Fig. 3. UML model of classes for spatial referencing using geographic identifiers (according to
IS0 19112)

One way to start with ontology design would be analysis of published acts and reg-
ulations. Journal of Laws of the Republic of Poland, 1999, No 49, item 49 divides
resource materials of the local documentation center into two parts: those obtained as a
result of geodetic and cartographic work (with 10 groups defined) and other materials
(with 9 groups defined). The resource materials are collected in the assortment groups
(there are 25 assortment group defined), sorted according to the basic units of territorial
division of the country, taking into account their assignment to the functional groups.
Functional group reflects the characteristics, the purpose, and the way of use of resource
materials. There are 3 functional groups defined: basic resource (materials serving as
the basis for subsequent studies collected in the resource) usable resource (materials
for the direct use, available publicly), intermediate resource (auxiliary materials that
are not qualified as a base nor usable resource). All resource materials are recorded in
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Fig. 4. Simplified UML model of the documentation center

the listing documents as: cadastral books, maps and sketches, card-indexes, registers
and lists. For that purpose, each material has a registration number assigned. A separate
registry is used to keep track of the materials given out. Hence, the materials collected
in the resource and made available on a media have identifiers well defined.

The technical documents issued by the Head Office of Geodesy and Cartography
provide more details on the law interpretation and give practical instruction. According
to O3-O4 Technical Instruction, 2001, the local documentation center maintains: diary
of orders, registration book of geodetic work (KERG), registration book of cartographic
work (KERK), and resource registry (see figure 4).

There are systems, which allow searching within documentation center repositories
trough the web services - geoportals. The clients can discover and view some of the doc-
uments under assumed security policy. The search is done by identifiers (corresponding
to the data recorded in the mentioned registries), text (corresponding to documents de-
scription), and location (corresponding to the location of the objects the documents
describe). Searching by location is supported usually with the aid of map, on which
user can select the area of interest (like in the case of searching for topographic de-
scription of geodetic points). However, not all of the documents are available on-line.
It is not only because of policy applied, but also because of missing methodology for
spatio-temporal relevant documents discovery.

6 Concluding Remarks

The problem of the spatio-temporal based documents retrieval is not limited to the
geodetic and cartographic domain. It has much wider impact on several offices of public
administration that collect or use this kind of information. Analysis of several studies
shows that 80% of information maintained by the offices includes references to the loca-
tion or position in space. The spatial references usually are indirect or hidden, and take
a form of address, parcel numbers, the border or the holder of the property. Consider-
ing the practical issues of spatio-temporal referencing the question arises: What is the
advantage of the use of catalogues services and metadata schemes over indexing data
locally? The answer seams to be simple. Thanks to the standardization, the catalogue
services assure interoperability and provide clues to solve distributed query problems
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(one query may retrieve data from various documentation centers). This is particularly
important for areas located in the border districts. Using ontology is most suitable for
indirect or hidden reference discovering. Ontology describes the relationships between
objects. These relationships may be comprehensive, numerous and redundant. Taking
the advantage of that, the ontology can help to solve the problem of inconsistency in
the set of object identifiers being analyzed, caused by the changes of the objects they
point to (removal, renaming, reassigning, merging or dividing). It can help in checking
whether two objects with different identifiers are different really or they are identical.
The paper defines the research area and its context, practical implementation of which
is strongly expected.
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Abstract. In this paper, we introduce our proposed framework for visualization 
of the blog’s content using ontology method to let blogger know the existing 
relationship between the blogs. The proposed framework is to explain the 
details on how the important information from the blog such as category, friend 
and content will be extracted, how the ontology will be implemented in this 
system and how visualization framework will be done. From this proposed 
visualization, we highly expect to provide an interactive tool for information 
retrieval where blogger can have multiple ways to catch the information from 
the favorite blogs.  

Keywords: Visualization, Blog, Ontology, Mapping. 

1   Introduction 

Nowadays, Blog becomes a popular virtual diary among internet bloggers. Blog or 
“Web Log” had started to grow around 90’s and until now there are thousands million 
of blogs exist in the World Wide Web. According to a survey report [1], in the US, 
about 12 million people maintain blogs, and about 57 million Internet bloggers read 
blog. In this research, we focused on one blogger which has relationships with some 
friends or favorite friends. Normally, blogger will open the blog more than one time 
per day to check whether blogger’s favorite friends have updated or posted any new 
entries. Besides, blogger also might want to know whether blogger’s post entry has a 
respond or not. From our experience, blogger’s friends usually come from blogger’s 
life background, for example, John’s favorite friends are Anna and Bee and both of 
them are John’s ex-schoolmate. This environment shows that one of the reasons why 
John joins the blog is because he is interested to know his friend’s story and social life 
activities. It is quite interesting if there is a system that can help John to easily 
organize and get the information from his friends besides getting to improve the 
relationship between him and his friends. This situation motivates us to come out with 
an effective and interactive visualization for blogger. 

There are two contributions in this paper: first, a proposed framework for blog 
visualization and second, the personal ontology that will be implemented in 
visualization blog. Detail contributions are listed as below: 
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- We propose visualization framework for bloggers to improve the usability of 
information retrieval in blog. By providing an interactive graphic and animation 
in visualization, blogger can easily get the important and needed information in 
his blog and his favorite blog. In our research, we specify that, only a new entry 
and non-read entry will be displayed in each visualization node so that blogger 
can easily find out the needed information especially the newest entry. In 
another hand, this concept will help blogger to save their time in reviewing 
some new entries for each blogs without going through blog by blog. 

- Second contribution is the implementation of ontology in the visualization. As 
a blogger, it is important to classify the content to each category to make all 
entries flexible and systematic. We propose our own personal ontology based 
on blogger and blog behavior which it refers to the categories defined by 
blogger. Using the main personal ontology, another blogger can make his 
personal ontology by referring to the main personal ontology. From main 
personal ontology, we can identify relationship that occurs between each 
personnel’s ontology. Once the relationship is known, blogger can figure out 
what relationship exists between each entry. Identifying the relationship is 
important and beneficial for blogger especially if they use the blog for sharing 
knowledge and experiences. This motivation is very useful for us in order to 
improve the information retrieval in blog. 
 

The subsequent sections are organized as follow: The next section contains a brief 
review of related works. In Section 3, we describe about overview of visualization 
framework and ontology. A proposed system is presented in Section 4. Finally, 
conclusions are presented and future work is discussed in Section 5. 

2   Related Works 

2.1   An Overview of Blog 

Blog is well known as a virtual diary for bloggers. There are nearly 16 million active 
blogs on the Internet with more launched every day. Although much of what’s 
discussed in the blogosphere is of little consequence, increasingly, blogs are emerging 
as powerful organizing mechanisms, giving momentum to ideas that shape public 
opinion and influence behavior. Blog becomes a popular place where everyone can 
share their own experience, knowledge and anything about life. For example, 
Malaysian bloggers have recently used blogs as a medium to publish their own 
opinion towards political environment in Malaysia.  

Blogspot.com, Wordpress.com, LiveJournal and Multiply are some of the biggest 
blog communities today. Novel bloggers can easily use the blog to publish the entry 
using the simple basic interface. Some blogs have a complete tool for blogger 
usability. For example, Blogspot was designed to be a very simple blog for blogger. It 
contains a blogger profile, blog archive, blogger favorite link, and entry at the right 
side. Bloggers can edit their templates either using the basic templates prepared by 
Blogspot or free downloading from template websites.  
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In this blog, blogger can define labels for each entry. For example in Figure 1, on 
the left side, blogger defines his own categories using his own word. He also makes 
an archive collection where the archive can be viewed through monthly category. 
Blogger also can upload video, music and picture to the post entry. For novel and 
expert bloggers, they can use some html codes to edit their entry for example 
<b></b>, <italic></italic> or embed some video using code <embed></embed>. This 
is quite interesting for bloggers where they are totally free to use and edit their own 
personal blog. 

 

 

Fig. 1. Example of blog 

Nowadays, blogs are just not limited to personal diary, they are already spread in 
business environment where many bloggers use blogs as a free platform to sell the 
goods. For example, “Kedai Gunting” or “Barber Shop1” is using Blogspot to sell the 
hiljabs and shawls while “One Stop Babyz n Mom2” sells some products for pregnant 
mother and baby. There are also blogs for preview some movies and music where 
blogger can catch the information of the newest movies and music. 

However, to visit each favorite blog will take a lot of time and although 
blogosphere is used, it is still difficult to find the interesting topic. Some bloggers 
might be interested in certain topic and some may prefer to read the entries from their 
friend’s blog only. Although blogger has introduced Blog List where blogger can 
schedule post publishing on blogger, there is still a problem where blogger only can 
read the latest news from blogger’s friends. So, how to allow blogger to read either 
latest entry or non-read entry without spending too much time on searching for it? 
This question can be easily answered by our proposed visualization that will be 
explained in the next section. 
                                                           
1 http://guntingstore.blogspot.com/ 
2 http://onestopbabyznmom.blogspot.com/ 
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2.2   Visualization for Social Network and Blog 

Visualization has become an interactive tool to display many things such as data, 
network and blogger profile. Nowadays, there are a few visualization network 
applications such as TouchGraph’s Facebook Browser and Vizster. The 
TouchGraph’s Facebook Browser lets bloggers visualize their friends and photo. 
While the Vizster is built as a visualization system that end-bloggers of social 
networking services could use to facilitate discovery and increase awareness of their 
online community [2]. Both of these tools are used to display networking between 
blogger and his friends in one big community such as Facebook and Friendster. In 
blog case, there are some visualization tools developed by researchers. For example, 
Takama and his colleagues [3] attempted to develop a visualization map that 
contributed to interactive blog search. The visualization map was facilitated by 
linking keywords of blogs. While Karger and Quan [4] presented a visualization 
system that displayed messages from multiple blogs together as a reply graph where a 
diagram described relationships between a message and all comments related to the 
message and the result showed that bloggers were able to understand how the relevant 
issues are constructed and related. However, in previous researches, fewer researchers 
focus on blogger’s behavior where blogger can visualize his or her blog based on 
favorite blog and favorite friends. Besides using the interactive visualization, we can 
help blogger to identify the relationship that occurs between blogger contents and 
blogger favorite contents. 

2.3   Ontology in Visualization 

Classifying the different categories with similar contents is one of the major problems 
for this proposed system. Normally, bloggers will categorize each entry with their 
own tag such as “Life”, “Movie”, “Sport”, “Friend” and “Work Life”. It probably 
happens that different bloggers have different tags but similar contents. For example 
two blogs below (Figure 2) had posted “Happy New Year” entry and each of them is 
categorized with different labels where the first blog labeled as New Year and second 
blog labeled as Aktiviti (activity).  

There are many similar contents labeled by different categories and these existing 
contents should be classified together. In our case study, the blogger friend’s content 
is classified into same label with blogger so that he can view the content by using his 
category. To classify the contents in same blogger’s category, ontology method needs 
to be implemented. Several existing ontology have been proposed and among all 
ontology-related research issues, comparing ontology [5, 6, 7] and ontology mapping 
[8, 9] are probably the most studied one. Various techniques have been proposed for 
the latter problem. For example, Quick Ontology Mapping is proposed to trade off 
between effectiveness and efficiency of the mapping generation algorithms [9]. 
Schmidtke et al. [10] and Kalfoglou et al. [8] discussed the state of art in ontology 
mapping and ontology integration and Pei-Ling Hsu et al [11] proposed a framework 
to automatically map blogger-defined categories in blog. Although many techniques 
have been proposed, none of them addressed the issue of classifying the similar 
contents with different labels between blogs. Most of the previous systems used to 
compare the similarity and relationship between nodes by labels or blogger-defined  
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Fig. 2. Example for different label but same entry 

category. While in our research, we focus on how to map the contents in blogger 
defined category via implementing the ontology. 

3   Visualization of Information Map Techniques 

The goal for our proposed system is to build a visualization system that can enhance 
the information retrieval between blogger and friends’ blog. We want blogger to 
easily access the newest updated entry and non-read entry from the visualization 
system. In other words, blogger can save a lot of time to read the newest and non-read 
entry from all blogger favorite blogs. Blogger also can figure out the interested topic 
using category defined by them.  

Our visualization tool is made for blogger where they can use this visualization as 
a main tool to surf the blogs. Enhance to visualization tools, we add some functions 
for blogger to view the blog’s content whether by category or member, view friend’s 
profile through the same window, and view the entry using pop-up box. Blogger also 
can choose to view the picture, video and music based on category or member.  

From Figure 3, Blogger has one or many categories and category has one or many 
entries. Bloggers defined the category based on their interest, such as “Life”, 
“Music”, “Games” and “Programming”. There is also case when blogger define one 
entry to many categories. Example, as shown in Figure 3 blogger labeled Entry 5 with 
Category 1 and Category 3.  

To help improving the matching content between blog, ontology is implemented to 
classify the category. The categories act as the main node in visualization to help 
blogger identify the relation of each entry in using one category. Besides, ontology is  
 

 

Fig. 3. Blog structure 
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Fig. 4. Personal Ontology structure 

used to match the appropriate category where case of one entry has many categories 
occurred. In this problem, we developed a Main Personal Ontology as a main 
reference for making a blogger’s personal ontology. Using Main Personal Ontology, 
we can find the similarity between each entry by mapping the related concept and 
attribute in personal ontology. Overall structure for building Personal Ontology that 
will be implement in the system is shown in Figure 4. 

Some blog platforms such as Blogspot have gadgets where bloggers can simply 
adds the gadgets to their blogs. One of the gadgets is the “Blog List3” where it is used 
to show off what we read with a blogroll for favorite blogs. Blog List shows the 
newest entry based on favorite blogs (followers of blogger’s blog). Figure 5 shows the 
example of Blog List where only the newest entry is appears in this blog.  

Figure 5 shows an example of application reader used to display the newest entry 
by blogger’s favorite friends. However, in our research, we focus on unread entry by 
blogger where any unread entry will be display in visualization and blogger still can 
read the newest entry as long as the entries did not read by blogger. 

 

Fig. 5. Application used for read new entry by blogger defines friends 
                                                           
3 http://help.blogger.com/bin/answer.py?hl=en&answer=97628 
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4   Framework 

4.1   Overview of Visualization Framework 

This section explains how the proposed system is working. For information, we used 
Malaysian Bloggers and some of the words in this paper are Malay Word and the 
meaning of each word can refer to the reference at the last section. We will start by 
blogger registration. Blogger registers the blog using the propose system. Once the 
registration is complete, system will analyze all contents in blogger’s blog. 

The overall system architecture is as Figure 6 below. Generally, it has eight 
processes starting from extracting the categories from blog and finally making 
visualization for blogger.  

 

Fig. 6. Visualization Blog architecture design 

Step 1: 
After registration, system will extract the data from blogger’s categories and these 
categories will be displayed as a node as a visualization map (Figure 7). 

 

 

Fig. 7. Categories (Chapters) and Visualization 
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System will proceed to build blogger personal ontology. This personal ontology as 
shown in Figure 8 is used as main reference ontology to match friend’s category with 
blogger category. 

 

 

Fig. 8. Building a main Personal Ontology 

Step 2: 
Extract category from blogger’s friend. 
In this step, system will scan blogger’s friend. Normally, blogger already defined his 
friends at the right or left side of blog, see Figure 9. 

 

Fig. 9. List of friend 

Here, system will filter blogger’s friends and the process will continue by 
analyzing the friend’s category. For each blogger, system will build personal 
ontology, meaning each blogger has his own personal ontology. This ontology is built 
in the same way as blogger personal ontology where we use category to define a class 
and concept. 

 
Step 3: 
Next, system will find the newest entry and non-read entry from blogger’s friend. 
Once system found this group of entries, it will map based on the category that 
already classified in the first step. To map the entry to the exact category, matched  
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category needs to implement. As we know, the categories between blogger and friend 
are probably not same and to solve this problem, we will use matching method. There 
are three cases to match the category. Below are the cases that we identified in our 
research:  
 
i.  Belong to same category but use different name declaration. 

 

 

Fig. 10. Different label but belongs to same category 

It means that favorite friend uses different name to label the category but actually 
the category is same as the blogger category. From Figure 10 blogger Azmi has 
“kisah che mie” category while blogger Azi has “my story” and “my life as a medic 
student” categories. These categories have the same meaning, example ‘stories about 
their life’. For example, Azmi sent entry under category “kisah che mie” and Azi sent 
entry under category “my life as a medic student”. In this case, we know that both 
categories are telling about their life so we assume that these entries should be in the 
same class. We use Azmi’s personal ontology as a Refer Ontology as we explained in 
previous section; each entry from friends will be mapped to Azmi’s category. 
 
ii.  One entry has many categories 

 

 

Fig. 11. Example of one entry with more than one category 

Figure 11 represents the case of one entry is labeled to more than one category. 
This case happens when blogger label the entry using many categories while in our 
propose system, the aim is to map one entry for one category only so that the blogger 
can consistently know that the entry is about the category it belongs to. 
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iii.  Same labels but different categories. 
 
 

Fig. 12. Two entries with same title and same category but have different meaning 

Figure 12 shows the case where some word has more than one meaning and it is 
under unpredictable case. In this example, Azi posted one entry title AIA and 
categorized under AIA but in this case, Azi referred AIA as a Research field. While 
Azmi post the entry title AIA and also categorized under AIA but his entry is referred 
to Football field. To solve this problem, we will extract the content to find the match 
word and similar word based on meaning. For example, Azi explained about Research 
field, so naturally, she would use some words related to the research area such as 
“paper”, “conference”, “professor” and “thesis”. On another side, Azmi is telling 
about Football game, so he would probably use words such as “game”, “Ronaldo” for 
player, “Brazil” for country and “1-0” for football result. So, with these terms or 
words, we can match the correct category for each entry using the match ontology. 

This is an important step in finding and matching the entry to the bloger’s 
category. As the previous explanation, some entries have some problems and these 
problems should be solve before the matching category process done. In order to 
evaluate the enhancement of information retrieval between blogger and friend’s blog, 
the same method to measure the semantic similarity in previous paper [11] will be 
implement in this system.   
 
Step 4: Making visualization 
This is the last step where system will make visualization for blog. The framework for 
visualization is shown in Figure 13. 

 

 

Fig. 13. Framework of visualization blog 
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4.2   Technical Specification 

In making a visualization of blog, The Prefuse Visualization toolkit is used. Prefuse is 
a set of software tools for creating rich interactive data visualizations (prefuse.org). 
Prefuse is chosen as the visualization toolkit because it is successfully written using 
Java programming language, Java 2D graphics library and also it is easily integrated 
into Java Swing applications or web applets. Prefuse also can support a rich set of 
features for data modeling, visualization, and interaction.  

To improve the visualization, we implement Fisheye View. It is developed based 
on the distortion approach. Tory and Moller 12] claimed that Fish-eye lenses magnify 
the center of the field of view, with a continuous fall-off in magnification toward the 
edges and the degree-of-interest value determine the level of detail to be displayed for 
each item and are assigned through blogger interaction.  

5   Conclusion and Future Work 

In this paper, we proposed a framework for visualization blog using ontology. With 
main goal to provide an interactive graphic for bloggers we hope that this system can 
help bloggers to get the information by interactive way using better interface 
interaction. In our visualization, blogger can reduce time to find the favorite content 
in blogs because our visualization is appeared the contents based on the blogger’s 
define category. Besides, based on blogger behavior that only interested to know the 
latest entry content from favorite blog, we implement the concept where only the 
latest and non-read entry will appear in the visualization.  

Another advantage for whether for novel or expert bloggers is identifies the 
relationship existing between entries, bloggers and friends. Implementation of 
ontology concept can help this system works more successfully in defining and 
detecting the relationship in blog architecture.  

In our future research we will define our new approach in ontology where we can 
use this approach to map the same data in same node like we have explained in 
section 4. Besides with this system can help blogger in organizing time context 
management where blogger can save their time using one interactive interface to gain 
the information from their favorite blogs. In other hand this system can provide the 
overall context view of the data information from favorite blogs.    

Some features such as communication and interactive tools will be added in this 
system so that blogger can directly post, add, and edit some media using this tool. Our 
next plan also will focus on e-business blog where we know many people use blog to 
conduct their online business.  
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Abstract. Finding an efficient solution to a problem of medical data integration 
is an important challenge for computer science and technology. Medical data 
integration is necessary both to retrieve missing data of an individual patient 
(horizontal integration) and to merge similar data from varied medical 
repositories (vertical integration) in order to increase data reliability. In the 
paper, we propose to solve the problem of medical data integration by means of 
an algebraic approach. In this approach also heterogeneous data can be 
considered. If only we know data taxonomies, can interpret data schemas and 
design schema mappings, then semantic and syntax differences are not an 
obstacle to integration. 

Keywords: knowledge bases, domain ontology and taxonomy, schema 
mapping, data integration, algebraic approach.  

1   Introduction 

The problem of data integration constitutes one of the most important challenges for 
contemporary computer science and technology. If we have an access to a number of 
databases that keep data from the same domain, it emerges a possibility of combining 
these data, in order to: verify their correctness, retrieve missing components, or 
increase their reliability. 

The verification of data correctness consists mainly in detecting potential 
contradictions between data coming from various sources. Retrieving missing 
components is the most frequent job of data integration. Assuming that each data can be 
expressed by means of elementary components whose values are fully known, partially 
known, or unknown, we can say that data retrieval leads to some change in the status of 
these components (at least – one of them): from unknown − to fully or partially known 
ones, and from partially known − to partially (to a greater extent than previously) or 
fully known ones. This kind of data integration we often call as “horizontal”, due to the 
increase of data quantity, particularly − in the horizontal direction. The process of 
increasing data reliability consists in merging the same (or similar) data acquired from 
different sources. The greater the number of sources, the higher the reliability of data. 
                                                           
* The research has been partially supported by the Polish Ministry of Science and Higher 

Education under grant N516 369536. 
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Due to the increase of data quality, this new kind of integration is called as “vertical”. 
The two mentioned kinds of data integration can be performed also for heterogeneous 
data, written in different formats. If only mappings between pairs of these formats are 
known, the semantic and syntax differences are not an obstacle to integration.   

In the last decade data integration techniques received a great deal of attention and 
were reported in many papers. Most of them are focused on integrating data 
horizontally. The proposed solutions are based on relational data model and SQL 
query language [1,2,3], XML data model and XPath language [4,5], or description 
logics with OWL language [6]. The specificity of medical data, in particular − 
aggregate data specifying results of clinical experiments, leads us to think of  yet 
another data model, i.e. feature structures [7,8]. They are suitable for representing 
aggregate data that consist of components taking elementary or compound values 
(also − set values). Adopting the open world assumption, they admit ignorance  
of particular components’ values. Feature structures can be compared one with the 
other − by means of subsumption, and can be processed − by means of unification.  

Irrespective of its form, a feature structure can be viewed as a list of key-value 
pairs, where each key is identified by its unique location in the structure. Such a 
viewpoint is close to a multisort algebra model, with disjoint sorts corresponding to 
the keys mentioned above. Since values in the pairs can be seen as set values (it is 
very justified with reference to aggregate data), then it would be proper to use some 
union and intersection operations for their processing. Being similar to classical set 
theory operations, they should be however based on data semantics and consider data 
‘counts’. In order to express full data semantics one has to use a domain ontology 
[9,10], but for the purpose of data integration − a domain taxonomy provides 
sufficient expressiveness. A special set’s attribute will be needed for counting data 
occurrences.      

In the paper we point at some algebra (lattice) as a tool that is strong enough to 
precisely define the rules of heterogeneous medical data integration.  

2   Two Cases of Medical Data Integration 

Medicine is one the domains where data integration is a task of great importance. In 
order to demonstrate the necessity of using the two mentioned kinds of data 
integration in medicine [11], let us consider the two following hypothetical cases. 

First, let us assume that an elderly, 72-year man comes to the eye doctor’s office. 
He complains of a serious visual field disorder. After having him examined, the 
doctor diagnoses glaucoma in its advanced stages [12]. In such a situation, the doctor 
suggests to the patient that he should undergo an aggressive pharmacotherapy. 
However, it is excluded in a case of cardiac insufficiency. Unfortunately, the patient 
cannot say if he suffers from this disease. He remembers nothing but the fact that he 
was hospitalized in a cardiology ward some years before. Having heard it from the 
patient, the eye specialist makes an attempt to find out missing data in the hospital 
repository. If he succeed, he will order their integration with the data stored in his 
own patients’ files (under the constraint that the both data are consistent at their 
components of name, surname and PESEL, meaning a unique personal number in 
General Electronic Register of Polish Citizens.) 
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Next, let us consider another situation, taking place in an emergency room of state 
children’s hospital. A doctor, being on hospital duty, admits a 8-year-old boy with  
moderate asthma exacerbation [13]. If he had no doubts, he would order a routine 
treatment, consisting in administering intravenous glucocorticosteriods (GCS) to such 
the patient. However, he knows from the medical interview that the boy suffers not 
only from moderate bronchial asthma but also from diabetes. The doctor remembers a 
case of 12-year-old asthmatic girl, with bronchial asthma accompanied by diabetes, 
who was admitted to hospital with a sudden asthma exacerbation. Immediately after 
taking intravenous GCS she went into coma. The doctor did not verify the hypothesis 
of the relation between the diseases and the response to the administered drug. That is 
why, he is looking for similar medical cases in all known repositories. This time, the 
constraint of data consistency concerns not Personal_data components (at most - 
patients’ Age_range, limited to 1- to 18-year-olds) but the diseases diagnosed in a 
patient (Moderate_asthma_exacerb and Diabetes). In response to his request the 
doctor obtains two medical case descriptions. They raise no doubts about using GCS 
in such a case. Having awareness of low statistical value of the two descriptions, the 
doctor weakens constraints imposed on medical data records and searches for the 
pediatric patients with Asthma_exacerb (more general than Moderate_ 
asthma_exacerb) and Diabetes. Now, he succeeds in obtaining an extensive response, 
comprising 21 different medical cases (including the two previous cases), with 8 
raising doubts among them. These 8 records includes Coma or Diabetic_coma as an 
element of their Side_effect components.   

3   Foundations of Heterogeneous Data Integration 

All discoveries in biology, genetics and fundamental medical sciences can improve as 
well diagnostic as therapeutic methods and influence the efficiency of medical care. 
However, a great advancement in medicine is also due to medical information exchange. 

It is very desirable that medical knowledge is broad and fast to access. The two 
demands can be satisfied with the aid of efficient procedures of medical data 
integration. The integrated data represent knowledge that was acquired from many 
different sources and encapsulated in a small, useful form. They can be obtained “on 
demand”, as temporary data, or systematically, as permanent data, ready for multiple 
use. The integrated data can be applied for designing the knowledge base of an expert 
system that helps doctors make diagnostic and therapeutic decisions [14].  

Checking the possibility of data integration and also performing the whole process 
of integration must be based on data syntax and semantics. In order to define data 
semantics, designers conceptualize the domain knowledge in a form of domain 
ontologies or taxonomies. The ontologies can substantially differ one from the other, 
as well in sets of concepts and categories as in relationships between concepts and 
categories, hence it is yet necessary to define precise mappings between them (or, 
possibly, between each such ontology and some reference ontology, recognised as a 
pattern). Further on, for simplicity, we will consider one general set of concepts, 
common for all the domain ontologies. On the other hand, we will admit differences 
between categories and relationships proposed in various ontologies. 
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3.1   Medical Data Sources and Formats of Data Representation 

From among all medical data sources, we are interested in those only that store data in 
some electronic, structuralized form. Speaking “structuralized”, we mean a tuple form, 
that is characteristic of relational databases, or a hierarchical form, expressed by means 
of XML records [15]. As a matter of fact, if using an appropriate set of attributes, each 
of them being an equivalent of some path in XML data record, it is possible to 
determine one-to-one correspondence between XML records and tuples. In the current 
section, to make evident differences in the structures (schemas) of heterogeneous data, 
we will use XML data records. Beginning from the section 3.2, we will use the form of 
tuples that are not only readable but also convenient to store, process and access. 

Let us assume that the eye specialist (chap. 2) keeps his electronic patients’ files in a 
form of data records adapted to specific ophthalmology needs. Figure 1 shows a 
fragment of an XML record with data describing the elderly man with glaucoma. The 
hospital cardiology ward, that the doctor approaches for missing data of the man, stores 
patients’ files in a form of other data records, different in schema from the previous 
ones. The one interesting for the eye specialist is illustrated in the Figure 2.  

 

 

Fig. 1. Individual data - a record from eye 
patients’ file 

Fig. 2. Individual data - a record from 
cardiology ward file 

 
As well schemas as contents of our records are simplified, but sufficient to illustrate 

all the problems met with when integrating heterogeneous data. Firstly, the records are 
linked to different ontologies (we could them call as ‘eye ontology’ and ‘heart 
ontology’, respectively). The both ontologies use different ontological categories (e.g. 
an eye category represented by the path Patient -> Diseases -> Und_treat -> 
Eye_diseases is absent in the heart ontology). Secondly, categories represented by 
similar paths Patient -> Diseases -> Und_treat -> Others and Patient -> Diseases -> 
Others -> Und_treat in the two records have two different ontological meanings.  

In order to integrate the target cardiology record with the source eye record it is 
necessary to know a schema mapping specifying which way data structured under the 
target schema should be transformed into the source schema. Namely, the schema 
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mapping assigns a target ontological category to each source ontological category in 
such a way that the target category is given directly (from the set of elementary target 
categories), or as a result of some operation (performed on elementary target 
categories), or as an empty category (meaning that the source category has not its 
counterpart in the target ontology).  

Next, constraints imposed on the integration process ought to be examined. To this 
end, for each source category that is recognized as a key one, the consistency of two 
sets of individuals (ontological concepts, numbers, strings, etc.) is being tested: the 
first one, assigned to the category in the source record, and the second one, assigned 
to its counterpart in the target record. 

Let us assume the schema mapping between schemas of our records to be a 
function taking for the source category Patient -> Diseases -> Und_treat -> Others - 
a target value union(Patient -> Diseases -> Card_diseases -> Und_treat, Patient -> 
Diseases -> Others -> Und_treat), of obvious semantics. It is allowed to integrate the 
both records because of their consistency at key categories of Patient -> 

Personal_data -> Name, Patient -> Personal_data  -> Surname, and Patient -> 
Personal_data -> Docs -> PESEL. That is why, the integration will be performed and 
its result at the examined category Patient -> Diseases -> Und_treat -> Others will 
be as follows: {Gall_blad_stones, Hypert, Crohn_ Dis}.   

Similar data integration process will be performed in case of the 8-year-old boy 
admitted with moderate asthma exacerbation. However, this time it will comprise all 
available patients’ files. The most valuable among the files will be registers of clinical 
trials (CTRs) [16]. CTRs contain aggregate results of experiments, carried out on groups 
of participants,  for verifying various medical hypotheses. Integration of data from a few 
such registers satisfying consistency relations can be sufficient for obtaining a reliable 
answer. Each CTR is stored in a form of XML record comprising guidelines (personal 
and clinical features of participants, treatment rules) and results (values of clinically 
essential outcomes) of some experiment. Obviously, the schema of such aggregate 
record is somewhat different from the schema of that individual one. 

                                               

     

µ
 

Fig. 3. Aggregate record – the evidence of an experiment with New_GCS 
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In the Figure 3 we can see a fragment of an exemplary aggregate record obtained 
for a group of children, with asthma exacerbation and coexisting diabetes, that were 
administered a modern GCS, called New_GCS. Among the outcomes tested were the 
length of Hosp_stay and Side_effect of the experiment. Concepts assigned to the both 
categories (Period7, Period7plus, Coma, and High_temp, respectively) have been 
enriched by numerical attributes, counting the concepts occurrences. Thanks to these 
attributes (being equivalents of aggregating ‘count’ operators from query languages), 
it is possible to use one compact aggregate record instead of many individual ones. 
Let us notice that our aggregate record contains data that can be immediately used by 
the doctor on hospital duty. From among 29 children that were administered 
New_GCS, as many as four children showed a side-effect of Coma. Thus, by an 
access to one aggregate record, the doctor acquired just as rich knowledge as can be 
obtained by means of integration of many individual records. However, if he is not 
sure enough about its quality [16], he can order integration of this record with further 
ones from various repositories. 

3.2   A Course and Results of Data Integration Process 

For clarity, let us restrict our considerations to aggregate records only. Furthermore, 
from now on, let us present the records in the syntax form of tuples (instead of 
previous XML ones). 

Let us return to the case of our 8-year-old boy with moderate asthma exacerbation. 
In response to the question about a record with components of: Main_dis≥ 
Asthma_exacerb, Coex_dis≥Diabetes, Age_category=Children, and Results_side_effect 
=’*’(a claim for the record to contain Results_side_effect component), the doctor can 
obtain a tuple of the form illustrated in the Figure 4.  

(Main_dis={Asthma_exacerb}; Coex_dis={Diabetes}; Age_category={Children}; 
Main_drug_name={New_GCS};Main_drug_daily_dose=<160;320>;Compl_drug={Beta2_agonist}; 
Participants_age=<7; 18>(29); Partcipants_race={White};  
Results_hosp_stay={Period7(20), Period7plus(9)}; 
Results_side_effect={Coma(4), High_temp(3)}) 

Fig. 4. A result of quick searching of medical repositories   

The results made him think so the doctor orders a full search of available 
repositories. It is possible that in case of administering another drug instead of 
New_GCS, coma will not occur at all. In order to check his hypothesis, the doctor 
asks for integration of all the records fulfilling the previous constraints and also two 
new ones, of the form: Main_drug_name = ’const’ (a claim for the records to have 
all the same concepts assigned to Main_drug_name components), and Coma(?) in 
Results_side_effect (a claim for the records to contain Coma(?) in Results_side_effect 
components; if data relating to the side-effect of coma is lacking, then a default value 
of 0 for its ‘count’ attribute is applied: Coma(0)). Two answers obtained are 
illustrated in the Figure 5. 

Now, the doctor has a broad view of side-effects of administering GCS to children 
with asthma exacerbation and coexisting coma. Although New_GCS has a great 
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influence on the duration of the treatment period (decrease in the number of long 
hospitalizations), yet it gives relatively often (on average – in 17 from the global 
number of 102 cases) complications in the form of serious coma. All forms of itch 
(that is a frequent side-effect of taking Old_GCS) can be easily controlled. 

(Main_dis={Asthma_exacerb}; Coex_dis={Diabetes}; Age_categ={Chidren}; 
Main_drug_name={New_GCS};Main_drug_daily_dose=<160;320>;Compl_drug={Beta2_agonist};  
 Partcipants_age=<4; 18>(102); Participants_race={White, Black}; 
 Results_hosp_stay={Period7(72), Period7plus(30)};   
 Results_side_effect={Coma(17), High_temp(15)})  

 
(Main_dis={Asthma_exacerb}; Coex_dis={Diabetes}; Age_categ={Chidren}; 
 Main_drug_name={Old_GCS};Main_drug_daily_dose=<160;240>; 
 Partcipants_age=<3; 16>(73);  
 Results_side_effect={Itch(31), Coma(0)}) 

Fig. 5. A result of full searching of medical repositories 

How does the process of obtaining the above integrated records get on? From all the 
records examined, those and only those are chosen for integration that satisfy the 
constraints defined in the question. The constraints refer to record’s components and their 
number and contents are arbitrarily set by the user. The doctor on hospital duty searched 
for the data applying to children (the age range from 1 to 18 years): Age_category 
=Children, suffering from asthma exacerbation: Main_dis≥Asthma_exacerb, with 
coexisting diabetes: Coex_dis≥Diabetes, who underwent treatment with any but the 
same drug: Main_drug_name=’const’, and were under observation regarding side-
effects of the treatment applied: Results_side_effect=’*’. In such the case, if only coma 
occurred, it would be stated for sure. So, in order to count the number of coma cases, it 
is sufficient to formulate an extra constraint of the form: Coma(?) in Results_side_effect.  

In the above question, it was very important to use the constraint Main_dis≥ 
Asthma_exacerb, instead of the following one: Main_dis= Moderate_Asthma_exacerb. 
Thanks to the “greater-or-equal” sign it is guaranteed that all patients with asthma 
exacerbation will be taken into account (as well with a mild one, as a moderate or severe 
one). As a consequence, the integrated records are of great statistical importance (they 
relate to 102 and 73 children, respectively).  

From the other side, their expressive power is lower in comparison to that of the 
individual record obtained while quick searching. The both ranges <4; 18> and <3; 18> 
of Partcipants_age are more general than the previous one <7; 18>, comprising only 
school-age children. Next, the information about Participants_race is now lacking or 
less precise (White or Black) in comparison to the previous, individual record 
(White). Also, the lack of Compl_drug component in the second integrated record 
proves that the reported 73 children underwent treatment with different 
complementary drugs (combinations of drugs), contrary to the first group of 29 
children who underwent identical treatment, with the same complementary drug 
-Beta2_agonist.   
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As we shall see, in the process of integration, data components are treated 
diversely. Some of them, being of primary importance, must fulfil the constraints 
imposed. The others, being of secondary importance, can take any values. While 
integrating, total values of secondary components are being calculated by means of 

union or intersection operations, applied to corresponding partial values, depending 
on whether they represent disjunction (Participants_age, Results_side_effect) or 
conjunction (Coex_dis) of individuals. 

4   Algebra of Medical Concepts and Categories 

Knowledge interpretation, processing and exchange should be based on its conceptual 
model. That is why, for the last two decades, a number of health organizations have 
done research on designing medical ontologies. 

The widely known UMLS (Unified Medical Language System) [17] is an effect of a 
long-term project initialized in US National Library of Medicine, in 1986. In next years, 
many further medical ontologies have been designed. We mean here as well general 
(e.g. SNOMED CT - Systematized Nomenclature of Medicine – Clinical Terms [18], 
built in 2002) as specialized ontologies (e.g. Disease Ontology [19] - a dictionary of 
diseases, designed in 2005 in a form of acyclic graph).  

Lately, a great importance has been attached to the Gene Ontology [20], 
conceptualising genetic knowledge that is closely related to medicine. Although its  
dictionary includes a great number of concepts (about 25 thousands), yet only 5 types 
of semantic relations are used to reflect dependencies between each other. These are, 
among others: is_a – a simple subtype relation, where ”A is_a B” means that 
concepts’ category A is a subclass of concepts’ category B, and part_of – a part-to-
whole relation, where ”A part_of B” means that if only category A is defined, then it 
must be a part of category B. From the other side, B does not necessarily contain A. 
The both mentioned relations are transitive. 

4.1   Algebraic Data Specification Based on Medical Taxonomy 

As we have seen, medical data differ one from each other in syntax form. However, 
major differences exist between ontologies that are the basis for defining data 
semantics. On the other hand, if only we had limited our considerations to data 
taxonomies, the last differences would have blurred. In most taxonomies, the 
following three types of semantic relations (and only these) are being considered: is_a 
and part_of, as they are defined in the Gene Ontology, and not_greater, a relation 
between two elements of the same category. Obviously, these are the most important 
relations for comparing, processing and merging data records. So, let us make a 
simplified assumption that the domain knowledge is modelled by means of 
taxonomies. Having accepted the simplification, we can get a useful, formal tool for 
designing the whole data integration process. We mean here an algebra-lattice, with 
its classical union and intersection operations. Further on, in the successive steps, we 
will present the algebra and also the way of its use in integration of heterogeneous 
medical data.  
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Let us first define the syntax of homogeneous medical data. It can be done by 
means of a multisort algebra, with elementary sorts representing concrete concepts 
(such as Name, PESEL from fig.1, or Participants_age from fig.3), compound sorts 
representing abstract concepts (such as Personal_data from fig.1 or 
Results_side_effect from fig. 3), and a special sort, representing two-element set of 
values {⊤, ⊥} (denoting “the most general” and “the most particular”, respectively).   

The algebra has the following form: 
 

 

A = ({Si}i∈I, {si_is_a_sj}i,j∈I, {si_is_part_sj}i,j∈I, {si_is_not_greater_si}i∈I,           (1) 
                   {si_union_sj}i,j∈I, {si_intersection_sj}i,j∈I}) , 
  

where I stands for a set of sort indices, Si - a sort with index i, si_is_a_sj -a relation of 
the type is_a, defined for the product of the domains Si by Sj, si_is_part_sj - a relation 
of the type part_of, defined for the product of the domains Si by Sj, 
si_is_not_greater_si - a partial order relation, defined for the product of the domain Si 
by itself, si_union_sj -a union function, defined from the product of the domains Si by 
Sj to a codomain Sk ∪ {⊥}, si_intersection_sj -an intersection function, defined from 
the product of the domains Si by Sj to a codomain Sk ∪ {⊤}. 

If semantics of full programming language can be defined by means of a mapping 
between similar algebras (algebras of the same signature) [21], all the more semantics 
of homogeneous data can be defined in such a way. How to build an algebra defining 
data semantics? It should have a number of semantic sorts, one for each syntax sort 
mentioned above. The following rules of correspondence between sorts must be fulfilled:    
− elementary sorts match simple valuations of the form: [zi <- DSi], where DSi is a 

semantic domain for the elementary sort Si; it can be a subset of integers, a set of 
strings, a set of keywords, etc.    

− compound sorts match multiple valuations of the form [z1 <- DS1, ..., zn <- DSn], 
− elements of the special sort {⊤, ⊥} match logical values, respectively true and false.     

The semantic counterparts of the relations si_is_a_sj, si_is_part_sj and 
si_is_not_greater_si are subsumption relations, respectively: r1≤ij, r2≤ij and r3≤i, 
stating the possibility to match arguments being valuations or logical values. In 
turn, the semantic counterparts of the functions si_union_sj and si_intersection_sj  

are the functions ∪ij and ∩ij respectively, of classical semantics.           

4.2   From the Multisort Algebra to a Lattice 

Let us keep the assumption about one set of medical concepts, common for all the 
domain ontologies (taxonomies). The hierarchical structure of medical data changes 
with each change in the subjective taxonomy. As a result, although the set of 
elementary sorts remains unchanged, yet the set of compound sorts usually undergoes 
a substantial change. However, in the light of the above considerations, the change 
does not spread to semantic domains. Since semantic counterparts of compound sorts 
are multiple valuations, being actually sets of simple valuations, then the way of 
organizing elementary sorts within a compound one is − from the semantic point of 
view − of no importance. Following this reasoning, we come to the conclusion that 
the algebra A can be a base for defining semantics of all medical data, regardless of 
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format of their representation. However, before we use the algebra for this purpose, 
we will convert it into a more convenient form.   

Let us focus our attention on dependences between elementary and compound sorts 
within the algebra A. Assume that the set of elementary sorts has a form of 
{Sei}ei∈EI, where EI ⊂ I stands for a set of elementary sorts’ indices, satisfying the 
condition (2): 

∀(Sei, Sej∈{Sei}) (ei ≠ ej => Sei ∩ Sej = ∅) . (2) 

Then, each sort Si can be defined as a product (3): 

Si = Se(i1)  × Se(i2) ×  . . .  × Se(in) , (3) 

where e(i1), e(i2), …, e(in) are indices from the set EI, different one from each other. 
Considering that positions of elementary sorts within a compound sort have no 

meaning, we can represent each sort by means of the same product (4):  

SORT = SAe1 × SAe2 × . . .  × SAes , (4) 

where s stands for the number of all elementary sorts Se1, Se2, …, Ses, e1, e2, …, es 
make an ordered sequence of indices: e1 < e2 < … < es, and SAei (1≤i≤s) = Sei ∪ 
{⊤}. The most general value ⊤ occurring in the position ei means that the elementary 
sort Sei has no influence on the form of the considered sort Si.       

Now, in a similar way, the relations si_is_a_sj, si_is_part_sj and si_is_not_greater_si 
can be reduced to the only relation is_subsumed: SORT × SORT → {⊤, ⊥}, such that: 

 ∀(sorti = (saie1, saie2, ..., saies), sortj = (saje1, saje2, ..., sajes) ∈ SORT)              

      sorti is_subsumed sortj = 
⎪
⎩

⎪
⎨

⎧
  

 
(5) 

At  last, we can reduce all the union and intersection functions si_union_sj and 
si_intersection_sj to the generalized forms of union and intersection, respectively, that 
are defined as follows (6):  

∀(sorti = (saie1, saie2, ..., saies), sortj = (saje1, saje2, ..., sajes)) ∈ SORT)                                   (6) 
      
          sorti union sortj = sup(sorti, sortj) =  
                                     (supSe1(saie1, saje1), supSe2(saie2, saje2), …, supSes(saies, sajes)) 
          sorti intersection sortj = inf(sorti, sortj) =  
                                     (infSe1(saie1, saje1), infSe2(saie2, saje2), …, infSes(saies, sajes)) ,  

 

where supSek and infSek, k = 1, ..., s are the functions of supremum and infimum, 
defined on the elementary sort Sek, in accordance with the partial order relation 
sk_is_not_greater_sk.   

As a result, after having done the above transformations, we obtain a generalized 
algebra g-A (7), that is actually a product of similar algebras Ak, k = 1, ..., s, of the 
form Ak = (Sek, sek_not_greater_sek, sek_union_sek, sek_intersection_sek): 

⊤,  if ∀(1 ≤ k ≤ s)((saiek =⊤ ) ∨ (sajek =⊥) ∨ 
             ∨ (saiek  sej_is_not_greater_sej  sajek)) 
⊥, in opp.case . 
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   g-A = (SORT, is_subsumed, union, intersection) = ∏(1≤k≤s) Ak . (7) 

As a matter of fact, the relation is_subsumed is given indirectly by means of the 
functions union and intersection. This way, it is redundant in the above signature g-A. 
After having it removed, we obtain an algebra of destination l-A, that is a lattice: 

   l-A = (SORT, union, intersection) .   (8) 

4.3   Examples of Using the Algebra to Do Data Retrieving and Integration 

Finally, let us illustrate our considerations with a few examples of using the algebra l-A 
for medical data integration. To this end, let us refer to the case of our ophthalmological 
patient and his heterogeneous data given in the figures 1 and 2. As it was considered in 
3.1, we will use Web Service technology to perform integration of ophthalmological 
data (schema in the fig. 1) with cardiological data (schema in the fig.2). The goal of 
integration is to learn of the diseases of ‘Jan Kowalski’, PESEL: 42061705464.  

It is necessary that we know a schema mapping map1-2: SORT1 → terms(SORT2) ∪ 
{ε}, where SORT1 is a set of all concepts’ categories from the schema 1, terms(SORT2) 
- a set of all terms built from concepts’ categories from the schema 2, by means of 
operators union(∪) and intersection (∩), and ε is an empty value, meaning that a 
category from the schema 1 has no equivalent in the schema 2. For elementary 
categories shown in the fig.1, the mapping map1-2 is as follows: 

(1) map1-2(Personal_data_Name1) = Personal_data_Name2 
(2) map1-2(Personal_data_Surname1) = Personal_data_Surname2 
(3) map1-2(Personal_data_PESEL1) = Personal_data_PESEL2 
(4) map1-2(Personal_data_Address_Street1) = ε  
(5) map1-2(Personal_data_Address_No1) = ε  
(6) map1-2(Personal_data_Address_City1) = ε  
(7) map1-2(Personal_data_Address_Postal_code1) = ε  
(8) map1-2(Diseases_Past_Eye_diseases1) = ε 
(9) map1-2(Diseases_Past_Others1) = ε 
(10) map1-2(Diseases_Und_treat_Eye_diseases1) = ε 
(11) map1-2(Diseases_Und_treat_Others1) = 

            Diseases_Card_diseases_Und_treat2 ∪ Diseases_Others_Und_treat2 

Fig. 6. Schema mapping between the schemas from figures 1 and 2   

In turn, it must be examined whether constraints imposed on the process of 
integration are satisfied. We require that: 

Personal_data_Name1(=) ∧ Personal_data_Surname1(=)∧ Personal_data_PESEL1(=) ,     (9) 

ordering the components Name, Surname and PESEL to be identical in source and 
target data being integrated. Next, for each elementary category of the source 
schema, we should appoint an operator of integration: 

  (3): ∩ ;      (1), (2), (4), (5), (6), (7), (8), (9), (10), (11): ∪ .   (10) 
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A query about cardiac insufficiency in ‘Jan Kowalski’, PESEL: 42061705464 will 
be as follows: 

{Card_insuff} ≤ Diseases1+ (?) , (11) 

where Diseases1+ stands for a conjunction of individuals being the result of integration 
in the compound category Diseases. An answer obtained will be ‘yes’, because 
Diseases1+ has a form {Le_squint_oper, Myoc_infarc, Glaucoma, Gall_blad_stones, 
Hypert, Crohn_dis} and the following relation holds: Card_insuff ≤ Myoc_infarc.  

 We can also formulate a more general query about connections between 
occurrences of Glaucoma and other diseases. Constraints imposed on the process of 
integration will be now as follows: 

Diseases{Glaucoma}1 (≤) , (12) 

ordering each integrated category Diseases to contain the concept subsuming  
Glaucoma. Operators for all the elementary categories should be assigned in the 
following way:   

  (1), (2), (3), (4), (5), (6), (7): ∩ ;      (8), (9), (10), (11): ∪  .   (13) 

After having done integration, an answer can be found in Diseases1+ (?).  

5   Conclusions and Future Research 

The proposed method of medical data integration shall apply both in case of 
individual data, coming from individual patients’ files, and in case of aggregate data, 
coming from CTRs. Based on applying the algebraic union and intersection 
operations to the categories from medical taxonomies, the method proves to be useful 
as well in discovering the knowledge that answers specific questions as in formulating 
general medical hypotheses. By means of the method, also heterogeneous data can be 
integrated. If only we have a medical Semantic Web (we know data, data schemas 
and all schema mappings), then semantic and syntax differences are not an obstacle to 
integration. 

The hypotheses obtained can be transformed to the form of production rules, used 
for designing knowledge bases of medical RBSs. To this end, it is not only necessary 
to formulate rules’ premises and conclusions but also estimate the level of their 
uncertainty. That is why, in future research, we will focus our attention on calculating 
the levels by means of known statistical methods.    

The method should go through a thorough testing phase. At present, data of 
patients from the Clinic of Gynecology and Obstetrics of Poznan University of 
Medical Sciences are being gathered and preprocessed. We hope that the method will 
turn out to be effective and the data obtained will be a good base for defining medical 
production rules in the specialty of Obstetrics. 

Obviously, the proposed method of data integration can be applied in all the 
domains where aggregate data are being stored and analyzed.  
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Abstract. The structure Internet-based social network of Nasza-klasa.pl – 
a huge (7.5 million users) social community portal was analyzed with respect 
to popular social network structural properties. We have found out that the net-
work structure is typical for affiliation network and proposed its hypergraph 
representation. The temporal changes of the network structure were also  
analyzed. 

1   Introduction 

Usually social networks are viewed as graphs with nodes representing people and 
edges representing their relations. These edges are almost always one- or two-way 
connections of interest in other person, appreciation of his work, common interests 
of others work or more or less defined friendship. Sometimes also so-called weak 
links are marked, representing more distant forms of relation. In this paper we work 
on a social network consisting entirely of weak links. 

Nasza-klasa.pl [13] is a Polish community portal resembling Facebook [14] and al-
lowing grouping of people into school classes (schools – elementary schools, col-
leges, universities etc. – as groups of common interests are possible as well) and  
connecting them by a link of ‘friendship’ that must be confirmed by both sides. 
At this time nasza-klasa.pl contains more than 15 million user profiles and more than 
half of those are profiles of real people (due to large numbers of fake profiles those 
are now marked). This means that the database on nasza-klasa.pl servers is the second 
largest database of personal data in Poland (first being social insurance). At this point 
it is virtually impossible to crawl full user data (which means friend connections), 
as the social network grows faster than any outside tool can view and save it. Thus we 
have tried a different approach to acquiring and understanding data from this site. 
In this paper we concentrated on weak links, which may be downloaded faster. 

The data we gathered were lists of all users from a particular classes in a particular 
schools (where fictional groups where downloaded this represents groups of interest). 
We downloaded about 0,5-1% of the created schools. This is a small part of the overall 
network structure, which is hardly possible to crawl due to its size and dynamics. From 
the point of view of local network topology it constitutes a complete sample allowing 
to analyze the structures typical for this network. As stated above, collecting data from 
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the entire portal was impossible due to the scale and dynamics of the system. The basic 
way to create social network from this data is to connect each user in the same class 
with a weak link – a bidirectional edge in the graph. This approach is justified because 
the users have to openly declare themselves as members of classes. Connections be-
tween those user clusters (classes) may then be done by tracking users, who belong to 
two classes (i.e. in primary school and in high school). Usually teachers also join dif-
ferent classes thus establishing connections a school. An average high school with over 
2500 profiles and over 100.000 links is presented below (full graph on Fig.1, con-
nected center on Fig.2. Note, that most visible nodes on Fig.1 and 2 are in fact groups 
of nodes which form a fully connected clique and thus are drawn together). 

 

Fig. 1. Random single school as represented by the NetworkX Python package 

 

Fig. 2. A zoom on the connected part of the single school represented in Fig.1 
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Note that small schools in low internet availability areas or newly created school 
groups may have less than 100 users and large universities up to 50.000 of users. The 
entire social structure stored in nasza-klasa.pl portal differs from classic Internet-
based social sites – there is an implicit structure (schools and classes) which influ-
ences the actual connection patterns rendering traditional analysis methods misleading 
and inadequate, as we will show in the following sections. 

The structure of the portal may be also viewed in a different manner. If graph 
nodes were to represent school classes and edges – users that belong to both of them, 
the result network would be eligible to standard research. Moreover, in this approach 
we face also an implicit temporal dimension, obviously membership in an elementary 
school class and a college class does not happen in the same time. In this case the 
analysis allows discovering personal “education paths” of the users which may be 
of use (for example) for universities which want to know where their students come 
from. 

As this network is highly unreadable both visually and imposes difficulties for 
standard measures like centrality indices, we propose to use hypergraphs to work on it 
and other, similar networks. 

This paper is organized as follows: section 2 presents a standard analysis for nasza-
klasa.pl weak link network, section 3 presents a different approach to network repre-
sentation with people being represented by edges instead of nodes, as an affiliation 
network and as a hypergraph, and finally section 4 concludes the paper with final 
remarks. 

2   Standard Network Analysis of Nasza-klasa.pl 

The standard analysis of nasza-klasa.pl social network was performed in two time 
points, June 2008 and September 2008. About 0,5-1% of the weak link network data 
was downloaded. But in this section we will focus on a single school – one of over 
200.000 schools registered on this site – in order to present the structural properties 
of social networks emerging on nasza-klasa.pl. 

The single school (the other, randomly selected for analysis, returned similar results) 
had almost 2.700 registered participants in June 2008 and over 2.800 in September 2008 
(a big part of those new users consisted on pupils just after the summer recruitment to the 
school, but there were also some people who finished it decades ago). With over 100.000 
edges between nodes, about 90% of the nodes belonged to Largest Connected Compo-
nent (LCC) of the social network graph. Table 1 presents the dynamics of the network 
growth within three holiday months. We may see significant growth in the number of 
nodes and edges, which is also the common feature of all the schools on nasza-klasa.pl. 
Along with the 7.5 millions of personal accounts this rate of changes implies the above-
mentioned difficulties with crawling the entire site. 

Those graphs were then used to calculate some standard properties of the networks 
and evaluate them in light of social network analysis. 

An important number for each social network is its centrality. While one should 
have no doubt that the analyzed network was a social one, the value of centrality for 
it points in entirely different direction. Three approaches to calculate centrality were 
used: Brandes betweenness centrality, Newman betweenness centrality and classical 
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Table 1. The size of single school graph from nasza-klasa.pl 

 Nodes Edges Edges 
per node 

June 2008 2695 107621 39,9 
September 2008 2815 116348 41,3 
    
Change (%) 4,5% 8,1% 3,5% 
Change (abs) 120 8727 1,4 

betweenness centrality. The first one is defined as the fraction of number of shortest 
paths that pass through each node [3]. The second one is defined  as load centrality for 
nodes - the fraction of number of shortest paths that go through each node counted 
according to the algorithm in [4]. The classical centrality was calculated using the 
algorithm presented in [5] and is simply the fraction of number of shortest paths that 
pass through each node. Each algorithm used returned the same results up to 10th 
decimal place. The average node betweenness results were 0,00067 for June data and 
0,00057 for September. This and the following results were compared with the values 
typical for social networks [1] and the results obtained for spontaneously formed 
e-mail based social network of the employees of Wroclaw University of Technology 
(from here on denoted as “WUT network”) described in [2]. The e-mail based WUT 
social network contains 3514 nodes and 141670 edges (so the complexity is similar) 
but there are no groups and classes of users, and the links are formed just by mutual 
communication between the individuals. This network will serve us as an example 
to show that the social structure of nasza-klasa.pl differs significantly from typical 
networks emerging from Internet communication.  

The average node betweenness for the WUT network is 0,00063 which is almost 
exactly the same as for nasza-klasa.pl. However, the distribution of the individual node 
betweenness centralities is very different. The existence of densely connected cliques 
(in fact: fully connected subgraphs) in nasza-klasa.pl network implies that the nodes 
belonging to large cliques have betweenness centrality close to zero, while a few (0.5% 
of all) bridging nodes, adjacent to links between cliques, have abnormally high central-
ity. Despite similar average values the highest measured betweenness centrality was 
0,0534 for the WUT network and 0,414 for nasza-klasa.pl network. 

Additionally, closeness centrality and degree centrality for the networks were calcu-
lated. The first of those is defined as one divided by average distance to all nodes. The 
latter is the fraction of nodes connected to. Closeness centrality equaled 0,39 for June and 
0,41 for September and degree centrality was 0,00887 and 0,00889 respectively. Graph 
density, defined as in (1) below was as low as 0,00887 and 0,00889 as well.  
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Where: 

size(G) – denotes the number of nodes in graph G 
order(G) – is the highest degree of a node in graph G 
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Apart from centrality measures which address network connectivity in global sense, 
two important structural measures of local graph connectivity were computed: cluster-
ing coefficients CC1 and CC2. The clustering coefficients were defined in the  
standard way, according to eq. 2 and 3:  
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where:  

deg(n) – denotes degree of node n,  
|E(G1(n))| – is the number of edges among nodes in 1–neighbourhood of node n,  
|E(G2(n))| – is the number of edges among nodes in 1 and 2–neighbourhood of 

node v.  

We also assume that for a node n such that deg(n) ≤1 all clustering coefficients are 0. 
The intuitional meaning of the CC1 and CC2 is that they represent how many edges 
exist within 1- (or 2- respectively) edge radius from the node n compared to the num-
ber of possible edges. CC1 or CC2 equalling 1 mean that the nodes in 1 (or 2) edge 
distance from n form a full graph. 

The results obtained for nasza-klasa.pl graph are given in Table 2.  

Table 2. The average clustering coefficients for nasza-klasa.pl 

 CC1 CC2 
June 2008 0.9492 0.2152 
September 2008 0.9514 0.1846 

In comparison the average values of CC1 and CC2 for the WUT network were 
CC1 = 0,19567 and CC2 =0,01217.  We may see that the local structure of nasza-
klasa.pl tends to look like the set of connected cliques, which feature is preserved 
even within 2-edge radius from given node (with CC2 greater by the order 
of magnitude when compared to the WUT network).  

We see that the overall network connectivity (expressed by the betweenness  
centrality) is similar to spontaneously emerging social communication networks (ex-
cluding a few nodes for which we measured extremely high centrality). The other 
measures, however, especially these which take into account the local connection 
patterns return not-typical values. Clustering close to 1 suggests dense network 
and the existence of cliques which are in fact full graphs.  

This suggests that the techniques which build on local network structures may fail 
or return exotic results.  

We confirmed this conclusion by the preliminary analysis of nasza-klasa.pl net-
work with a FANMOD tool [11], dedicated for measuring the distribution of small (3-
7 nodes in size) subgraphs (network motifs) by network sampling method. In most 
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networks this allows the creation so-called motif significance profiles which reflect 
the typical local connectivity patterns, already measure for various types of social 
networks [2][10]. However, in the case of nasza-klasa.pl network only full subgraphs 
(motifs) were represented (with abnormally high frequencies) in the significance 
profile and the results were not interpretable.  

Summing up, the local topology of connections within nasza-klasa.pl also differs 
significantly from classic internet-based social networks. The structure of connections 
in our network is distorted by introducing classes and schools which interfere with 
normal (free-way) patterns of creating relationships in social networks. 

We concluded that this type of network should be analyzed as an affiliation  
network, despite its free mode of creation of relations which resembles many other 
Internet-based social networks. 

3   Nasza-klasa.pl as an Affiliation Network 

Affiliation networks are often defined as collections of subsets of entities [1]. There 
is an inherent duality in this definition because each group (or: event) is defined 
as a set of actors (users, agents) and each actor defines also a set of groups he belongs 
to. Previously described graph of nasza-klasa.pl was a social network created 
by standard means by connecting nodes-people by edges-relations of acquaintance. 
In this section we describe another approach that may be also analyzed by means 
of standard graph theory. 

We will analyze our network as an affiliation network. A node will now be under-
stood as a whole school class - the group of people that earlier constituted a complete 
subgraph. Correspondingly, an edge between such nodes will be a relation of ac-
quaintance between any single member of one group (node) and any single member 
of the second group (node). The edge is in fact a single person or a set of persons who 
are members of both school classes. 

This interpretation strays highly from the classical view of social networks that 
arose from social sciences, but in this situation it is more precise in showing the actual 
social connections. Whole school classes, being a group of mutually acquainted  
people, may be treated as single entities (peer groups). 

This approach implies the use of the hypergraph representation of our network. 
A hypergraph is a graph in which an edge can connect more than two nodes. In other 
words – an edge is a subset of nodes [6][7]. Hypergraphs have been found useful for 
analyzing social structures where we experience complex scenarios and relations 
involving more than two actors. In these cases we must extend a standard definition of 
social relation which bases on interaction between a pair of actors. Affiliation net-
works are good example of the structures in which the hypergraphs were applied 
[8][9]. 

The data set used in the following analysis was identical to these used in section 2. 
Thus, a single school with almost 2.700 registered participants in June 2008 and over 
2.800 in September 2008 was used. Fig. 3 presents the entire network hypergraph, 
while Fig.4 – its central connected part. The nodes were organized into 262 school 
classes (hypernodes) in June and 260 in September (few fake classes were found 
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Fig. 3. The school presented in Fig.1 interpreted in the alternate approach 

 

Fig. 4. A zoom on the connected part of the single school presented in Fig.3 

and deleted from the school and a few new were created in their stead), of which 227 
and 226, respectively, were connected within the network structure. Between those 
classes (now understood as hypernodes) there were over 12.000 connections and 
number of those grew by 12% within three months (note that number of edges in the 
network presented in section 2 grew by only 8% in the same time). The number 
of edges per node, while being higher to start with, grew over three times faster in the 
same time. For full data on this figures refer to table 3. 
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Table 3. Affiliation network created with social network data 

 Hypernodes Edges Edges 
per node 

June 2008 262 12232 46,7 
September 2008 260 13703 52,7 
    
Change (%) -0,8% 12% 12,9% 
Change (abs) -2 1471 6 

When we assume that the classes (now being hypernodes in a hypergraph – affilia-
tion network) are connected by the hyperedges (sets of users belonging to both con-
nected hypernodes) the structure of the network changes and so does the dynamics of 
growth (Table 4). 

Table 4. Affiliation network created with social network data 

 Hypernodes Hyperedges Edges 
per node 

June 2008 262 2231 8,51 
September 2008 260 2750 10,57 
    
Change (%) -0,8% 23% 24,2% 
Change (abs) -2 519 2,06 

Notice that the growth rate, measured in the number of nodes and edges doubles 
when we switch to the hypergraph representation, showing that despite relatively 
stable number of nodes, the associations between them emerge more intensively then 
new user-to-user relations. This suggests that the hypergraph approach is better 
for analyzing the dynamics of this network.  

As previously, the graphs were used to calculate some standard properties of the 
networks and evaluate them in light of social network analysis. 

The analysis of three distinct betweenness centrality measures led, as in section 2, 
to unsatisfactory results. All three were equal to 0,00475 for the June 2008 dataset 
and 0,00394 for the September 2008 dataset. Again, these values decreased with time 
and growing number of edges, which is even more surprising in this network as the 
number of nodes did not increase. 

Additionally, closeness centrality and degree centrality for the networks were cal-
culated. The first one equaled 0,28 for June and 0,33 for September and degree cen-
trality was 0,067 and 0,086 respectively. Graph density, defined as in (1) was as low 
as 0,07796 and 0,09931 as well.  

The values of the average clustering coefficients CC1 and CC2 (as defined 
in section 2) for the graphs was not as high as in the standard network and equaled 
0,59 and 0,63, respectively. During considered three months we experienced the 
growth of CC1, reflecting the growing number of connections within one-edge radius 
from given node. From the other hand, the CC2 for September 2008 is smaller which  
 



 Analysis of Social Network’s Structural Properties in Huge Community Portal 143 

Table 5. The average clustering coefficients for the affiliation network of nasza-klasa.pl 

 CC1 CC2 
June 2008 0.5964 0.2144 
September 2008 0.6323 0.1732 

is normal in the case of growing networks (maintaining the same edge density in the 
2-edge radius requires more much edges then the same for CC1).  

The values of local clustering coefficients are this time much more typical and 
similar to other social networks investigated (compare with the results for WUT net-
work in section 2). 

Following this track of thought, a larger experiment was conducted, using the 
whole September data set, with schools (clusters of users) represented as nodes and 
users registered in two schools standing for an edge joining these nodes. 

In this representation, the graph consisted of 1021 nodes (distinct schools) with 
edges derived from 2238915 users registered to multiple schools. The Largest Con-
nected Component (LCC) of the created network consisted of 880 nodes. Partial rep-
resentation of the created network is presented in Fig.5. This representation may be 
used for informal sociological interpretation, for example it can be seen that students 
from multiple high schools attend later to the single university, creating tree-like pat-
terns (e.q. node 8 in the bottom of Fig.5). This kind of information may be useful for 
university administration, allowing to measure the preferences of college graduates. 
However, in this paper, only structural properties of this network will be discussed. 

The centrality measures – Brandes betweenness centrality, Newman betweenness 
centrality and classical betweenness centrality (as described in section 2) – yielded 
 

 

Fig. 5. Partial representation of the schools network in NetworkX Python package 
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identical results of 0,00163 for this data set (0,00189 when considering just the LCC). 
The degree centrality was calculated as 0,0366 (0,0315 in LCC) and the closeness 
centrality as 0,347 (0,299 in LCC). With 49 distinct cliques identified in the graph, 
the average clustering was 0,57, the average degree of a node 32,16 and the density 
just 0,0366.  

Table 6. Affiliation network created with social network data 

 Hypernodes Edges Edges 
per node 

    
Single school 260 13703 52,7 
Whole data set 1021 2238915 2192,9 
    
    

A single school picked for measurements in the September data set consisted 
of 260 student classes, each of about 30 people, who additionally know some people 
from outside the class (e.q. teachers, guest or temporary students), equaling 
at an average of 52,7 edges connected to each node. 

On the other hand, in the whole data set consisting of 1021 schools, the number 
of edges per node leads to a conclusion of an average of between 1000 and 2000 stu-
dents in each school (depending on a single or double connection, that is the student 
being registered in two or three different schools). With users age between 5 and 80 
this leads to about 15-30 people per tier. 

Table 7. Affiliation network created with social network data – other parameters 

Parameters school school net ratio 
    
Betweenness 0,00057294 0,00163 2,8 
Degree centrality 0,00889109 0,0315 3,5 
Closeness centrality 0,39023798 0,299 0,76 
Graph clique number  71 49 0,7 
Average clustering  0,9499808 0,5691896 0,6 
Number connected components 38 36 0,9 
Degree 23 32 1,4 
Density 0,008869 0,03659375 4,1 
    

Comparing the network by the parameters, one may note the same general order 
of the values. The closeness centrality is about the same, but the number o cliques 
is about one third lower in the larger network (this is understandable as multiple 
schools are a much more distributed network – additionally this is confirmed 
by almost twice lower average clustering). On the other hand the betweenness values 
and the degree centrality are three times larger in the whole data set with degree 
(number of nodes connected to) being just 50% larger. With a large number of edges 
per node, the high density of the whole school network is also understandably higher. 
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All these results suggest that in the case of implicit structures (like schools and 
classes) underlying social network basic structural analysis with measures dedicated 
to the discovery of the role of single node may be misleading. 

4   Conclusions 

Nasza-klasa.pl is a huge social community portal, which growth rate for the last 12 
months was 5-10% per month (regarding both the number of network nodes and con-
nections). These dynamics paired with the estimated number of 7.5 million users 
makes the analysis of the entire portal social network structure very difficult and 
complex task. 

However, even mining of its partial structure (which may be understood as random 
network sampling) reveals some of its properties which may be important for the 
future analysis of this and other community portals of this kind. 

The most important conclusions coming from our experiments are: 

• The structure of the portal, which is a mix of free-association social network and 
an affiliation network, results in dense structure of local connections between 
pairs of users. The reason is that (along with the possibility of establishing free 
relations) the users are organized in classes which naturally support clique  
formation. 

• This feature implies the limited usability of structural social network measures 
which are based on local node connectivity. 

• The affiliation network model, based on hypergraph approach, better reflects 
the structure and dynamics of the network.  

For future experiments we plan to apply existing hypergraph partitioning methods and 
modify them in order to use under condition that only a partial knowledge of the  
network structure is available.  

The other promising area of future research is the educational history of single us-
ers which may be mined from the portal community structure. Users belong to classes 
which are associated with elementary schools, colleges, universities and so on. This 
gives the possibility of mining of the temporal data describing the history of single 
user and – along with the size of the portal – allows conducting the statistical research 
on educational preferences and their changes (the age of the users varies from 5 up to 
80 years). 
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Abstract. Let G = (V, E) be a graph and V ′ ⊆ V . We call V ′ a (d, b)-ruling
set if for all vi, vj ∈ V ′ the distance dist(vi, vj) ≥ d and V ′ is b-dominating
set (i.e. each vertex of G can be reached form some vertex from V ′ by a path of
length at most b).

Here we consider the problem of finding (d, b)-ruling set in a Unit Disc Graph.
Unit Disc Graphs (UDG) are the most natural class of graphs to model wireless ad
hoc networks (for example cell phones networks, wireless sensor networks etc.).
The set of vertices of UDG is a set of points on the plane and two vertices, say
v and w, are connected by an edge if and only if they are at the distance at most
one in Euclidean norm (‖v, w‖ ≤ 1). We also assume that every vertex knows
its position on the plane and, for such setting, present a deterministic algorithm
which finds (d+1, 3d)-ruling set in UDG, and works in O(poly(d)) time (where
d is a parameter).

As a result we are able improve time complexity (from O(log |V (G)|) to
O(poly(d))) of several known algorithms for UDG, such as algorithm deter-
mining k-dominating set, maximum matching , minimum connected dominating
set, minimum spanning tree and regular clustering.

1 Introduction

In the field of distributed algorithms on graphs it is important to divide any arbitrary
graph into ”large” connected subgraphs (clusters) with ”small” diameter. Such a divi-
sion enables to solve problems locally and then apply those local results to get a global
solution. In such approach we usually first define a set L of, say l, vertices of G, called
”leaders” and next define ”clusters” (subgraphs of G) K = {K1, K2, . . . , Kl}, such
that a vertex v ∈ V (G) belongs to i-th cluster (v ∈ Ki) if and only if i-th ”leader” is
the nearest to v considering vertices from the set L. Given a problem and a clustering of
a graph G determined by a set of ”leaders”, using simple distributed BFS procedure,
we compute a local solution of the problem in each cluster and next use them to work
toward a global solution. Ruling sets serve as a tool to obtain a clustering with desired
properties.

� This work was supported by grant N206 017 32/2452 for years 2007-2010.
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The first approach to the problem was presented in the paper of Awerbuch, Goldberg,
Luby and Plotkin [1], where a distributed algorithm for finding (d, d log |V (G)|)-ruling
set in any graph G, with d as an input, is given. Their algorithm works for every graph G
in O(d log |V (G)|) synchronous rounds (for further results in this direction for general
graphs see [2] and [3])

In this work we concentrate on a very important class of graphs, namely on Unit Disc
Graph (UDG). Unit Disc Graphs (UDG) are the most natural class of graphs to model
wireless ad hoc networks (for example cell phones networks, wireless sensor networks
etc.). Recall, that the set of vertices of UDG is a set of points on the plane and two ver-
tices of UDG, v and w, are connected by an edge in UDG if and only if they are at the
distance at most one in Euclidean norm (‖v, w‖ ≤ 1). Here we also assume that every
node is equipped with the Global Positioning System (GPS), or knows its position on
the plane by other sources. If in addition we assume that each node has different coordi-
nates, then we can define unique ID determined by its coordinates (x, y) on the plane.
Moreover, to simplify arguments let us assume that local clocks of vertices of UDG
can be synchronized i.e., assume that we perform computations in rounds (synchronous
model). However, it should be mentioned that all our results hold for asynchronous
model as well. Precisely we will use model LOCAL defined in [4], in which each ver-
tex knows its position. We will call the discussed model LOCAL+COORD model of
computations.

In this paper we give a deterministic algorithm which finds (d + 1, 3d)-ruling set in
UDG, and works in O(poly(d)) time, where d is a chosen parameter. This algorithm
has many nice applications, lading to a substantial improvement of time complexity of
algorithms dealing with basic properties of Unit Disc Graphs, such as dominating sets
and maximum matchings (for details, see 5). Moreover our construction of (d + 1, 3d)-
ruling sets is instrumental in solving an interesting problem of regular clustering, i.e.,
finding a partition of a graph into bounded connected components (see [5]).

The key idea behind the construction of the ruling set algorithm, stems from a new
approach to the analysis of local properties of Unit Disc Graphs, called here ”three
lattices method”. We should also mention that this method, can be applied in many
other cases concerning properties of UDG. For example, it enables us (see [6]) to get
(1 + O(1/d)) approximation of Minimal Spanning Tree (where weight of an edge is
equal to the distance of its vertices) in O(poly(d)) time, a substantial improvement over
previously known algorithms.

Our paper is organized as follows. In Section 2 we present main idea of our algo-
rithm - the ”three lattice method”. In Section 3 we prove few simple lemmas, which
will be useful in the analysis of algorithms. In Section 4 we introduce algorithms
RULINGSETINSQUARE and DELETINGLOCALCOLLISIONS, which formalize ideas of
”finding local solutions” and ”deleting collisions”. In this section we also show cor-
rectness of our main algorithm RULINGSET (Theorem 1 stated in Section 2). In Sub-
section 5.1 we show a simple application of our result for finding a O(d) approxima-
tion of the optimal d-dominating set in O(poly(d)) time. In Subsection 5.2 we show
that our construction of (d + 1, 3d)-ruling set improve the time complexity of the al-
gorithms for maximal matching and minimum connected dominating set presented in
work [7].
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2 Main Result

In this section we present a deterministic distributed algorithm which finds (d + 1, 3d)-
ruling set in UDG (where every vertex knows its position on the plane), and works in
O(poly(d)) synchronous rounds. Recall that a ruling set is defined as follows:

Definition 1. Let d and b be some natural numbers. A (d, b)-ruling set in G is a subset
U of V (G) with two properties:

(a) For any two distinct vertices u, u′ from U , dist(u, u′) ≥ d (where dist(u, u′) is the
length of the shortest path between vertices u and u′).

(b) For any vertex v ∈ V \ U there is a vertex u ∈ U such that the dist(v, u) ≤ b .

The main idea of our algorithm is to use three square lattices to compute locally optimal
solutions inside the appropriate squares formed by those lattices. We call this approach
the ”three lattice method”.

In this approach we divide the plane into three separate lattices which define three
classes of squares. In the first step we compute optimal solutions inside squares of the
first class. In the second step we correct those solutions inside squares of the second
class and, next we perform corrections inside squares of the third class.

Consider a lattice L
(0,0)
a (with origin in (0, 0) and which consists of parallel horizon-

tal and vertical lines at distance a) and two other lattices L
(a/3,a/3)
a and L

(2a/3,2a/3)
a

(obtained from L
(0,0)
a by moving it by vectors equal respectively (a/3, a/3) and

(2a/3, 2a/3) (see Figure 1). The interiors of squares determined by lattice L
(ν1,ν2)
a

are denoted by S(ν1,ν2)
a .

The algorithm RULINGSETINSQUARE computes the optimal solutions in the first
class of squares. It finds (d + 1, d)-ruling set in every S ∈ S(0,0)

a in time O(d3). To
”delete collisions” (to remove all vertices which are at distance less or equal d) we use
DELETINGLOCALCOLLISIONS. This algorithm also works in time O(d3).

We will show that after moving the lattice for the first time and using DELETINGLO-
CALCOLLISIONS we get (d + 1, 2d)-ruling set in each of the squares S ∈ S(a/3,a/3)

a ,
as well as that after having moving the lattice for the second time and using DELET-
INGLOCALCOLLISIONS we obtain (d + 1, 3d)-ruling set in a whole graph.

Let S be an arbitrary square of side a. By G[S] we denote a subgraph of G induced
by vertices {v ∈ V (G) : v ∈ S}, and assume that d > 0. Our main algorithm works in
the following way:

RULINGSET

Input: A Unit Disc Graph G, constant d and a
Output: (d + 1, 3d)-ruling set of the graph G.

(1) In parallel, find a (d + 1, d)-ruling set in all connected components of G[S], for

every S ∈ S(0,0)
a using RULINGSETINSQUARE. Denote a union of output sets

as R

(2) Apply algorithm DELETINGLOCALCOLLISIONS to connected components of a
graph R[S], for every S ∈ S(a/3,a/3)

a . Denote a union of output sets as R′.
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Fig. 1. Idea of three lattices method

(3) Apply algorithm DELETINGLOCALCOLLISIONS to all connected components of
R′[S], for every S ∈ S(2a/3,2a/3)

a . Denote a union of output sets as R′′.
(4) Return R′′.

The main task of our paper is to prove the following result.

Theorem 1. Let G be a Unit Disc Graph and let a = 3d + 3. Algorithm RULINGSET

finds (d + 1, 3d)-ruling sets of G in O(d3) synchronous rounds in LOCAL+COORD
model of computations.

3 Useful Lemmas

We shall prove first a sequence of simple but useful observations.

Lemma 1. For any three points q0 ∈ L
(0,0)
a , q1 ∈ L

(a/3,a/3)
a and q2 ∈ L

(2a/3,2a/3)
a we

have ‖q0, q1‖ + ‖q0, q2‖ ≥ a/3.

Proof. Let
∥∥∥q0, L

(ν1,ν2)
a

∥∥∥ = min
q′∈L

(ν1,ν2)
a

‖q0, q
′‖. We prove our lemma for an ar-

bitrary point q0 = (x, y) lying on the segment with ends in (0, 0) and (0, a). In this
case:

∥∥∥q0, L
(a/3,a/3)
a

∥∥∥ =

⎧⎪⎨
⎪⎩

a/3 − y if y ∈ [0, a/3]
y − a/3 if y ∈ [a/3, 2a/3]
a/3 if y ∈ [2a/3, a]

∥∥∥q0, L
(2a/3,2a/3)
a

∥∥∥ =

⎧⎪⎨
⎪⎩

a/3 if y ∈ [0, a/3]
2a/3 − y if y ∈ [a/3, 2a/3]
y − 2a/3 if y ∈ [2a/3, a] .
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Therefore

∥∥∥q0, L
a/3,a/3)
a

∥∥∥ +
∥∥∥q0, L

(2a/3,2a/3)
a

∥∥∥ =

⎧⎪⎨
⎪⎩

2a/3 − y if y ∈ [0, a/3]
a/3 if y ∈ [a/3, 2a/3]
y − a/3 if y ∈ [2a/3, a] .

Thus in the considered segment this sum is always at least a/3. For other cases the
proof is analogous.

Next lemma derives a bound on a size of a Maximal Independent Set of G[S], denoted
by MIS(G[S]) and its diameter, denoted by diam(G[S]).

Lemma 2. If S is a square of side a, then MIS(G[S]) ≤ 4(a+1)2

π . Moreover if G[S] is

connected then diam(G[S]) ≤ 8(a+1)2

π .

Proof. Denote by Cr(v) a circle of radius r with the center in a vertex v. If we take two
vertices gi, gj ∈ MIS(G[S]) then ‖gi, gj‖ > 1, so any two different circles C0.5(gi) and
C0.5(gj) are disjoint. Obviously every C0.5(gi) lie in a square of side a + 1. But such

square can contain at most (a+1)2

π/4 disjoint circles of radius 0.5 therefore MIS(G[S])

is at most 4(a+1)2

π . Let v, w ∈ G[S] be two vertices such that the shortest path pv,w

between v and w has length equal to the diameter of G[S]. It is obvious that if we
choose every second vertex on that path, it will form an independent set. Therefore

diam(G) ≤ 2|MIS(G[S])| ≤ 8(a+1)2

π

Let Nk(u) denote a subgraph of G induced by vertices at distance at most k from vertex
u and let Ñri ≡ N�(d−1)/2�(ri).

Lemma 3. Let G be connected graph d ≥ 2 and R be a (d + 1, b)-ruling set in
G. If ri �= rj then there is no edge between Ñri and Ñrj , for any distinct vertices
ri, rj ∈ R. Moreover if |R| > 1 then for every ri ∈ R diam(Ñri) ≥ �(d − 1)/2� and
MIS(Ñri) ≥

⌊
1
2 �(d − 1)/2�

⌋
+ 1.

Proof. Suppose that there is an edge between Ñri and Ñrj , then there exists a path
of length less than 2 �(d − 1)/2� + 1 ≤ d between ri and rj . This is a contradiction
to the assumption that R is a (d + 1, b)-ruling set. Since G is connected and |R| >
1 there must be a path between ri and rj . Suppose that pri,rj is the shortest path
between ri and rj . Obviously first �(d − 1)/2� edges on pri,rj belong to Ñri . Therefore
diam(Ñri) ≥ �(d − 1)/2�. Similarly, if a Unit Disc Graph G has a diameter k then
|MIS(G)| ≥ �k/2�+ 1, so MIS(Ñri) ≥

⌊
1
2 �(d − 1)/2�

⌋
+ 1

4 Proof of Main Theorem

First we introduce algorithm for finding (d + 1, d)-ruling set in G[S].

RULINGSETINSQUARE

Input: Connected Unit Disc Graph G, square S of side a and a constant d.
Output: (d + 1, d)-ruling set of graph G[S].



152 K. Krzywdziński

(1) Let M := ∅ be an output set and Z := ∅ denote the set of vertices which are
d-dominated by some s ∈ M .

(2) Repeat t =
⌈

16(a+1)2

πd

⌉
times:

(a) Choose a vertex w from V (G[S]) \ (M ∪ Z) with the smallest ID and M :=
M ∪ w.

(b) Add to set Z all vertices u ∈ V (G[S]) such that dist(w, u) ≤ d .
(3) Return M

Lemma 4. The algorithm RULINGSETINSQUARE finds a (d + 1, d)-ruling set in
O(a4/d) synchronous rounds.

Proof. It is easy to observe that elements of set M have to be of distance at least d + 1,
so the first condition of definition of a ruling set is trivially satisfied.

Let us show that the maximum size of (d + 1, d)-ruling set in G[S] is bounded by

t =
⌈

16(a+1)2

πd

⌉
. Let R be a (d + 1, d)-ruling set. Let Ñri denotes vertices at distance

at most �(d − 1)/2� from ri ∈ R in graph G[S]. We know from Lemma 3 that there is
no edge between Ñri and Ñrj where ri, rj ∈ R, ri �= rj . Therefore MIS(Ñri) and
MIS(Ñrj) are disjoint sets and there are no edges from MIS(Ñri) to MIS(Ñrj ).
From Lemma 3 it also follows that MIS(Ñri) ≥

⌊
1
2 �(d − 1)/2�

⌋
+ 1. On the other

hand Lemma 2 shows that MIS(G[S]) ≤ 4(a+1)2

π , so

|R| ≤ 4(a + 1)2

π

(⌊
1
2
�(d − 1)/2�

⌋
+ 1

)−1

≤ 16(a + 1)2

πd

To prove the second postulate from Definition 1, suppose that, after algorithm RUL-
INGSETINSQUARE ends, there exists a vertex u which is not d-dominated. Obviously
u /∈ Z because Z is the set of vertices d-dominated by vertices from M . So we can en-
large a (d + 1, d)-ruling set adding u to M . But it contradicts the choice of t as greater
or equal then maximum size of (d + 1, d)-ruling set of the graph G[S].

Finally observe that parts (a) and (b) of step (2) of the algorithm RUL-
INGSETINSQUARE can be implemented via simple distributed BSF procedure which
takes O(diam(G[S])) synchronous rounds. By Lemma 2, diam(G[S]) = O(a2),
therefore the algorithm needs O(a4/d) rounds to get a solution.

As we mentioned before, in the second and third step of the algorithm RULINGSET,
we ”delete collisions” (remove from R all the vertices which are at distance less or
equal d). We will achieve this goal applying the following procedure.

DELETINGLOCALCOLLISIONS

Input:Connected graph G, R ⊆ V (G) and constant parameter d.
Output: Subset M ⊆ R

(1) Let M := ∅ and Z := R denote vertices which may be added to M .
(2) While Z �= ∅ do:

(a) Choose vertex w in Z \M with the smallest ID and M := M∪w, Z := Z \w.
(b) Remove from Z all vertices u ∈ Z such that dist(w, u) ≤ d.

(3) Return M .
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Lemma 5. If R is (0, b)-ruling set (b-dominating set) then output set M of algorithm
DELETINGLOCALCOLLISIONS is (d+1, d+b)-ruling set. Moreover algorithm DELET-
INGLOCALCOLLISIONS finds output set M in at most (O(|V (R)|a2)) synchronous
rounds.

Proof. First we prove that for all vertices v, w ∈ M we have dist(v, w) > d. Suppose
that there exist v, w ∈ M such that dist(v, w) ≤ d. Without loss of generality we may
assume that v was added to the set M before the vertex w. Nevertheless at the step (b) of
the algorithm DELETINGLOCALCOLLISIONS all vertices u ∈ G such that dist(u, v) ≤
d are removed from Z and since dist(v, w) ≤ d then w /∈ M , a contradiction. Now we
check that if r ∈ R and dist(r, M) = mins∈Mdist(r, s) then ∀r∈Rdist(r, M) ≤ d.
Obviously, for every r ∈ R there exists s ∈ M such that dist(r, s) ≤ d (if such s does
not exist then DELETINGLOCALCOLLISIONS algorithm would add vertex r to M in
part (a) od step (2) of the algorithm).

Complexity follows from observation that an algorithm goes through part (a) of step
(2), it removes one vertex from Z . Therefore we have to do at most |R| iterations. In
each of those iterations, we use BFS to find the vertex of the smallest ID in a subgraph
of G (Lemma 2 says that it takes O(a2) synchronous rounds). Moreover each time we
perform part (b) of step (2), the BFS procedure for finding all vertices u ∈ Z such that
dist(w, u) ≤ d takes obviously less time than the diameter of G[S].

Recall that in the algorithm RULINGSET, first we find a (d + 1, d)-ruling set locally

in squares S(0,0)
a . Next we move the lattice twice by the vectors equal (a/3, a/3) and

(2a/3, 2a/3) respectively as shown in Figure 1. After each translation of the lattice we
delete all collisions in squares using DELETINGLOCALCOLLISIONS.

We will show that after the first translation of the lattice, we obtain a (d + 1, 2d)-
ruling set in each of the squares and after moving it for the second time we obtain
(d + 1, 3d)-ruling set in the whole graph.

Now we are redy to prove our main result.

Proof (Proof of Theorem 1)
To show that R′′ is indeed a (d + 1, 3d)-ruling set we start with checking if R′′ satisfies
the first condition of Definition 1. Suppose that there are two points r1, r2 ∈ R′′ such
that dist(r1, r2) ≤ d. Then there exists a path pr1,r2 of length at most d between r1 and

r2. This path has to cross all three lattices L
(0,0)
a L

(a/3,a/3)
a and L

(2a/3,2a/3)
a . If pr1,r2

does not cross the lattice L
(0,0)
a then the path pr1,r2 lies entirely in one of the squares

of S(0,0)
a . It means that in step (1) of the algorithm RULINGSET by Lemma 4 we add at

most one point r1 or r2 to output set R, a contradiction. Similarly, if the path pr1,r2 does

not cross the lattice L
(a/3,a/3)
a then the path pr1,r2 lies entirely in one of the squares of

S(a/3,a/3)
a . Then from the Lemma 5 step (2) of the algorithm RULINGSET certainly

add to output set R′ at most one of the points r1 or r2, again a contradiction. From the
Lemma 5 it follows, in analogues way, that pr1,r2 has to cross lattice L

(2a/3,2a/3)
a too.

Without loss of generality, assume that the pr1,r2 first crosses L
(a/3,a/3)
a at point

q1 then it crosses L
(0,0)
a at the point q0 and finally pr1,r2 crosses L

(2a/3,2a/3)
a at the

point q2. By Lemma 1 we know that ‖q1, q0‖ + ‖q2, q0‖ ≥ a/3. However ‖v, w‖ ≤
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dist(v, w), so ‖q1, q0‖+‖q2, q0‖ ≤ dist(r1, r2) which imply that a/3 ≤ dist(r1, r2) <
d + 1, a contradiction with the assumption that a = 3d + 3.

The second condition of the definition of the (d + 1, 3d)-ruling set simply fol-
lows from Lemmas 4 and 5. Denote by dist(v, R) = minr∈Rdist(v, r). First observe
that after step (1) of the algorithm RULINGSET ∀v∈Gdist(v, R) ≤ d. If there exists
v ∈ V (G), such that dist(v, R) > d then the algorithm RULINGSETINSQUARE al-
ways add v to the output (d, d)-ruling set in S(0,0)

a . The second step of the algorithm
RULINGSET gives us ∀v∈Gdist(v, R′) ≤ 2d. Suppose that there exists v ∈ G, such
that dist(v, R′) > 2d. We know that ∃r∈Rdist(v, r) ≤ d. On the other hand Lemma 5
implies that ∃r′∈R′dist(r, r′) ≤ d so dist(v, r′) ≤ dist(v, r) + dist(r, r′) ≤ 2d. This
is a contradiction with dist(v, R′) > 2d. Similar reasoning leads us to the conclusion
that after the third step ∀v∈Gdist(v, R′′) ≤ 3d.

Now we prove time complexity. From Lemma 4 step (1) of the algorithm RUL-

INGSET takes O
(
a4/d

)
synchronous rounds.We also know that in each S ∈ S(0,0)

a

the output set M of the algorithm RULINGSETINSQUARE is of size O(a2/d). Each
S ∈ S(a/3,a/3)

a contains output sets from four sets S ∈ S(0,0)
a thus by Lemma 5 it

follows that steps (2) and (3) of the algorithm RULINGSET take 4 |R|
(
O(a2) + |d|

)
=

O
(
a2/d

)
(O(a2)) synchronous rounds. Since a = 3d + 3, therefore RULINGSET has

time complexity O
(
d3

)
.

5 Applications

5.1 Approximation of k-Dominating Set

In paper [8] Fernandess and Malkhi present a distributed algorithm which approxi-
mates k-dominating set of a Unit Disc Graph G with approximation factor O(k) in
time O(V (G)) in LOCAL+COORD model of computations. In this section, applying
our approach to the construction of ruling sets, we substantially improve their result in
terms of time complexity.

Theorem 2. Le G be Unit Disc Graph. There exists deterministic algorithm which ap-
proximates every k-dominating set of G with O(k) factor in O(poly(k)) time.

Proof. First we prove that if d ≥ 1 then (d + 1, 3d)-ruling set is O(d) approximation
of the smallest 3d-dominating set.
Obviously, (d + 1, 3d)-ruling set is 3d-dominating set. Let H be the optimal 3d-
dominating set and h ∈ H be a dominating vertex. Denote by R the output (d + 1, 3d)-
ruling set from the algorithm RULINGSET.

Let Nk(h) = {v ∈ V (G) : dist(v, h) ≤ k}. We will show that |N3d(h) ∪ R| =
O(d), which implies that |R| = O(d) |H |.
Denote by Cr(v) the circle with the center at a vertex v and the radius r. Observe that,
for every distinct g1, g2 ∈ MIS(N3d(h)), circles C0.5(gi) and C0.5(gj) are disjoint and
lie inside the circle of a center in hi and with radius 3d + 1. Thus

|MIS(N3d(h)| ≤ π(3d + 1)2

π/4
= 4(3d + 1)2.
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Let r ∈ R and define Ñri = N�(d−1)/2�(ri). If we take distinct ri, rj ∈ N3d(h) ∪ R

then, by Lemma 3, sets Ñri and Ñrj are disjoint and there is no edge between them and
MIS(Ñri) ≥

⌊
1
2 �(d − 1)/2�

⌋
+ 1. Hence,

|N3d(h) ∪ R| ≤ |MIS(N3d(h))|
minri∈R

∣∣∣MIS(Ñri)
∣∣∣ ≤ 4(3d + 1)2⌊

1
2 �(d − 1)/2�

⌋
+ 1

= O(d).

Similarly, we can prove that (d + 1, 3d)-ruling set is O(d) approximation of the
3d + 1 and 3d + 2-dominating sets. The only case left is the O(d) approximation of
the d-dominating set for d equal to 1 or 2. The problem of finding 1-dominating set in
constant time has already been solved and in [9], where a distributed algorithm find-
ing O(1) approximation of the optimal dominating set in LOCAL+COORD model is
presented. Moreover, using similar arguments to those from the first part of the proof,
we can show that in UDG the O(1) approximation of the 1-dominating set is also O(1)
approximation of the 2-dominating set. So, we can approximate every k-dominating set
with O(k) factor in O(poly(k)) time, and the theorem follows.

5.2 Approximation of Maximum Matching and Minimum Connected
Dominating Set

In [7] A. Czygrinow and M. Hańćkowiak present approximation schemes for the max-
imum matching problem and the minimum connected dominating set problem in Unit
Disk Graphs. The algorithms are deterministic and run in a O(poly(log(V (G)))) num-
ber of synchronous rounds in LOCAL model of computation. An approximation error
of their algorithms is O( 1

logcV (G) ), where c is a positive integer. However, in a slightly
more restrictive model LOCAL+COORD of computations, we are able to significantly
improve the time complexity of the above–mentioned algorithms.

Theorem 3. Let c be a positive integer. There exist a distributed algorithms, which find
a maximum matching and a minimum connected dominating set in Unit Disc Graph
with approximation error O( 1

logcV (G)). This algorithm works in poly(c) synchronous
rounds.

Proof. Only two procedures in algorithms from [7] take more than a constant number
of synchronous rounds.

The first one, deals with a construction of some auxiliary graph, which in turn is
based on the algorithm, presented in [10], which finds a maximal independent set and
works in O(log ∆(G)log∗(V (G))) rounds. However, adding the assumption that each
vertex knows its position on the plane, one can apply, instead of MIS algorithm from
[10], the algorithm given in [9], which works in a constant time.

Second procedure in [7], takes O(poly(log(V (G)))) time, and deals with the con-
struction of a clustering, resulting from an application of the Ruling Set algorithm.
They use the well known algorithm of Awerbuch, Goldberg, Luby and Plotkin from
[1], which finds (d, d log |V (G)|)-ruling set in any graph G, in O(d log |V (G)|) syn-
chronous rounds , with a constant d given as an input. In our case, when a vertex knows
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its position on the plane, we can perform clustering using the algorithm RULINGSET,
which finds (d + 1, 3d)-ruling sets of G in a constant time.

Those two major modifications transform algorithms from [7] into a new procedure
which works in poly(c) in LOCAL+COORD model of computations.
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Abstract. Recently, social networking service(SNS) is migrating to the stage of 
acquiring new business models from the stage of simple toy of interest. Various 
Internet portals and service carriers are trying to build SNS as a major service 
infrastructure which reflects their own strength. In this paper, we will focus on 
the activity of a Korean mobile carriers in order to consider the mobile carrier 
specific SNS. To build an SNS, two main procedures should be devised: how to 
build a relationship among members; how to provide an efficient way of 
communication to attract people to participate and share. Usually, social 
relations are built by the user’s explicit intention. In this paper, however, we 
propose the derivation of the relationship based on the information owned by 
mobile carriers, such as the address book or call record, or else. In addition, we 
will show that IMS based group, messenger service can be utilized to enrich the 
communication among the social network members.  

Keywords: SNS, IMS, Mobile Carrier Specific Service. 

1   Introduction 

The number of people using online SNS is increasing rapidly. According to 
comScore, US-based market research firm, globally 600 million people have visited 
SNS sites. Major SNS such as Facebook, Friendster, Hi5, MySpace and orkut 
recorded increase of 8.8 million visitors. Also, use of the services was also found to 
be very frequent- around 96% of teenage user have visited SNS site at least once a 
week. Following table shows the growth of visitors and page views of major SNS[1]. 

Despite the growth of SNS as a major internet service, it has not yet found a 
significant profit models. However, with firm confidence in the potential of SNS, 
News Corporation bought MySpace at $ 580 Million. Other IT industry leaders such 
as IBM and CISCO announced plans to launch SNS. SNS is drawing attention as a 
effective method of advertisement and especially as a innovative marketing method in 
consumer-lead market[2][3]. 

In the past, consumption has been made through the communication between 
produce and consumer. But now, consumption is made through the consumer’s word 
of mouth and feedback of the products, because people value the frank and candid 
comments of their friends rather than those of the professionals. Therefore,  
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Table 1. Information of Representative International SNS [1] 

Unique Visitor ( Thousand ) Page View ( Millions ) 
  
  May-06 May-07 YoY Growth May-06 May-07 

YoY 
Growth  
Seq. 

MYSPACE.COM 61,635 109,535 78% 28,807 50,593 76% 

FACEBOOK.COM 14,096 47,208 235% 6,562 29,882 355% 

HI5.COM 20,864 28,492 37% 4,776 7,192 51% 

FRIENDSTER.COM 14,175 24,684 74% 2,186 8,990 311% 

BEBO.COM 6,135 17,246 181% 

 

2,176 11,202 415% 

opportunities to strengthen the real-life relationship and sharing of information or 
contents among friends may provide innovative business opportunities.  

As these roles of SNS came into attention, the fact the real-life social relationship 
is as important as the relationship in the cyberspace. Information such as phone 
numbers and call records of mobile phone carriers may said to represent real social 
network. Mobile communication service provider’s valuable assets are expediting the 
provider’s entry into the market.  

In the following aspects, mobile provider’s entry into SNS is expected to be quiet 
massive. 

• Possession of address, phone number and other social relations data which in turn 
could be utilized to draw potential social relationships. 

• Facilitated mobilization of SNS. More than 5 million people are already using 
mobile Facebook within one year of initial service[3]. 

• Easily maintain social networks by using instant message, SMS, voice/video call 
and conference without PC. Especially, Mobile carrier’s IMS based 
communication services such as the Presence can be integrated with web-based 
SNS to provide strong advantage against portal businesses.  

This paper would like to study on the construction of social networks using strengths 
of mobile service providers, including development of social network index, build up 
and management of communities using relevant data and IMS based communication 
methods and system. Chapter 2 will explain the entire system structure of proposed 
social network service. Chapter 3 will explain the type of source data required to draw 
social network index and methods to collect the data. On Chapter 4, formation method 
of social network index from source data will be discussed. Finally, Chapter 5 will 
describe the build up of the communities using social network index, relevant 
mapping procedures with IMS and effective IMS-based communication between 
community members.  
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2   Social Network Service System 

This chapter will describe Social Network Service System for mobile service 
providers. Proposed system is named SRIE(Social Relation Based Interactive 
Environment) and composed of three part as seen in Fig. 1.  

RCDC(Relation and Context Data Collector) collects source date from internal 
systems such as CDE(Content Delivery Enabler), LBS(Location Relation Based 
Interactive Environment), PIMS(Personal Information Management System) and 
external portals such as Cyworld and NHN. RCDC is interface modules in effectively 
collecting source data from various systems. SRG(Social Relations Generator) 
calculates relation index between a person and person based on flexible index 
calculation policy based on source data. Finally ICM(Intelligent Community 
Manager) creates community based on friends information, user profiles, messaging 
history and manages community information.  

 

Fig. 1. SRIE System Composition & Concerned System 

Each module’s role and interface with external systems composing SRIE will be 
described on Chapter 3, 4 and 5. 

3   Collection of Source Data in Creating Social Network Index 

This chapter will discuss the source data collection and systems need to draw social 
network index.  
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Common SNS site’s social network index completely relies on the implicit ‘friend’ 
relationship of the users and built relations are used to limit the access rights to 
mutual information within the site. Since such relationship is limited only to 
cyberspace, real-life relationship not fully reflected. Therefore, application of general 
services is limited.  

On the other hand, since mobile carrier’s address / phonebook and call history 
information does reflect real-life networks, combination of existing SNS will help 
forming more useful social networks. 

From the observation, RCDC collects various source data from internal sources 
such as CDE data, SMS/MMS history, PIMS address book, location and external data 
such as online portal’s SNS, blog and cafe joining information to integrate. 

Table 2. RCDC Collect Relation Information 

T y p e C o n t e n t s R e m a r k 
Telephone Call Record Number of Telephone Calls  
SMS Transmission Record Number of SMS Transmission  
MMS Transmission Record Number of MMS Transmission  
CDE Intimacy Information CDE Intimacy Value  
Address Book Information Register with Address Book or 

not 
 

Broadcasting Message  
Record 

Number of  
Broadcasting Message 
Transmission 

 

Neighbors Neighbor or not Cyworld / Naver / Daum 
Gift Record Number of Giving Gift Cyworld / Naver / Daum 
Cafe Posting Record Number of Cafe Posting Cyworld / Naver / Daum 
Blog Guestbook Record Number of Guestbook messages Cyworld / Naver / Daum 

Detailed structure of RCDC is on Fig. 2.  

 
Fig. 2. Detailed RCDC Structure 
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Since RCDC must read data from various systems, it provides different interfaces 
such as HTTP, DBLink, FTP and following is the type of data collected.  

RCDC’s major functions can be classified as below. 

1. Source Data Collection 
a. CDE intimacy, SMS/MMS summary collection 
b. CDE preference and broadcasting message summary collection 
c. PIMS address book information collection 
d. Online Portal relations information collection 
e. Online Portal cafe / blog information collection 
f. LBS location information collection 

2. Collection Scheduling 
a. Periodical data collection 
b. Real-time data collection 

3. Data Management and Transmission 
a. Provide V Community standard information to ICM Modules 
b. Provide user preference information based on community service 
c. Data summarization and SRIE ID management 

4   Methods to Collect Social Network Index 

Chapter 4 will explain SRG(Social Relation Generator) used to create social network 
index based on source data collected from RCDC. Fig. 3 depicts process that creates 
social network in SRG. 

First, information acquired from RCDC is normalized by pre-defined criteria by 
administrative policy. Then, weighted SRI(Social Relation Index) is created. For 

 

 

Fig. 3. SRG Process Composition 
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example, weight on call frequency and weight on online portal relations information 
can result in a different SRI, with different usage and value. Administrator may set 
different weight depending on diverse needs. At the end of the process, social network 
is set according to created network index and provide social network information 
according to different system’s request.  

Fig. 4 depicts detailed structure of SRG. SRG produces network index depending 
on the admin policy or rule-sets based on collected source data.  

Generally, buddy list is a non-dynamic information created by user by registering 
friends and setting his or her own groups. But the buddy list based on social network 
index turns into a dynamic information by given criteria. For example, if a buddy list 
is created by call history weighted social network index and transmitted to terminal, 
user can easily find a friend on his buddy list, confirm presence status and make a 
call. Businesses may provide more diverse additional services depending on social 
network index-based buddy list service. 

 

Fig. 4. Detailed SRG Structure 

5   IMS-Based Community Management and Communication  

Proceeding chapters described various systems creating social network index and 
social relationship information from different source data. This chapter will introduce 
communities created from aforementioned information. Furthermore, methods to use 
IMS-based technology to enable community information management, utilization and 
member communication are also mentioned. 

IMS based community management and communication is provided through ICM 
(Intelligent Community Manager). ICM extracts community-based user preference 
information, creates situation-attributed temporary community, broadcast message- 
based virtual community management based on buddy list created from SRG. Also 
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users may search other users, search communities, notified of new communities, 
register community contents[4][5][6]. 

ICM saves community information in XDMS in XML format and use XCAP 
protocol to inquire and create community information from terminals. In this way, 
IMS infra may be re-utilized and most effectively manage XML-based community 
information[7][8]. 

V-community is one of the most representative services provided by ICM. 
Consider following situation. A president of bowling club broadcasts a SMS message 
to notify weekly Friday game. Such repetitious broadcast history implies possible 
presence of a community. A community may be formed based on the people receiving 
broadcasted message, the president can immediately utilize the network with little 
change in name or purpose within the message. Such community information is 
managed by group information of IMS and can be used to facilitate member 
communication by SMS, messenger, multilateral video chat and other forms of 
communication. Fig. 5 depicts process of V-community formation.  

 

Fig. 5. V-Community Produce Case 

As V-community is created and managed as IMS group concept, general IMS 
client is used to communicate with all members by Group-URI. Since it utilizes 
pre-structured IMS client, this is more advantageous than the portals which has to 
create separate member communication measure. Especially, when this is 
integrated with Presence information, appropriate form of communication can be 
set at appropriate timing considering member status. This is a huge advantage. As 
seen from above, when IMS service and community service by social network is 
integrated, new communication demand will happen and other profit-creating 
models will emerge.  
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Fig. 6. Detailed ICM Structure 

Finally, Fig. 6 depicts detailed structure of ICM. ICM is composed of community 
creation, deletion, member management, search and interface dealing with external nodes.  

6   Conclusion 

As the social network services are drawing attentions as a new business model, this 
paper intends to have new perspective of social networking related services from the 
mobile service provider’s point of view. Further methods to differentiate the model 
from portal-based social network services are also mentioned. When mobile service 
provider’s PIMS information and call history is integrated with denoted relations of 
existing social relationship, this paper presents new form of social relationship can be 
presented. Also, based on the social network index derived from such new methods, 
IMS based XDMS can be utilized to manager buddy list and various community 
management, that existing IMS infrastructure can be re-utilized. Further, compared 
with existing portal businesses, this can provide diverse and abundant communication 
methods such as SMS, Instant Messenger, Presence and video-sharing so that 
effective communication environment can be structured between community 
members within the social networks. This will be a significant advantage for mobile 
service providers in providing social network services.  

This work was supported by the IT R&D program of MIC/IITA [2007-S-048-01, 
Development of Elementary Technologies for Fixed Mobile IP Multimedia 
Convergence Services on Enhanced 3G Network] 
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Abstract. This paper presents a computational multi-agent model of support re-
ceipt and provision to cope during stressful event within social support networks. 
The underlying agent model covers support seeking behavior and support provi-
sion behaviour. The multi-agent model can be used to understand human interac-
tion and social support within networks, when facing stress. Simulation experi-
ments under different negative events and personality attributes for both support 
receipt and provision pointed out that the model is able to produce realistic be-
havior to explain conditions for coping with long term stress by provided mutual 
support. In addition, by a mathematical analysis, the possible equilibria of the 
model have been determined.  

Keywords: Social Support Networks, Strong and Weak Ties, Stressors,  
Support Recipient and Provision, Multi-Agent Simulation. 

1   Introduction 

Persons differ in their vulnerability for stress. To cope with stress, the social ties of 
the person are an important factor; [2][5]. Such ties are the basis of social networks or 
communities within which support is given from one person to the other and vice 
versa. Examples of such social networks are patient communities for persons suffer-
ing from a long or forever lasting and stressful disease. Providing and receiving social 
support within such a network is an intra and interpersonal process, with as a major 
effect that it improves the quality of life of the members of the social network.  

This fundamental form of human functioning is an important aspect of our lives. 
Research shows that in the event of stress a social support network is able to influence 
individuals’ wellbeing and act as a buffer for the impact of negative events. In recent 
years, social support with particularly the perception of support seeking and availabil-
ity (provision), has well documented positive effects on both physical and psycho-
logical health. The explication of relationship between support seeking and provision 
has been studied intensively to explain this relationship. For example, simply know-
ing that someone is available to support can be comforting and capable to alleviate the 
effect of negative events [4][8]. More general social support helps its recipients to 
escalate self-confidence and overcome the risk of stress [5][9].  
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However, little attention has been devoted to a computational modelling perspec-
tive on social support networks, on how the dynamics of support seeking and provid-
ing work at a societal level. In many ways, the availability of social support is still too 
frequently viewed as a static facet of individual or environment. However, the support 
seeking and provision process is highly dynamic and it involves substantial changes 
as demanding conditions occur [2]. From this dynamic process a collective pattern 
may emerge that costs almost no effort, and is beneficial for all members. While it is 
difficult to observe such conditions in the real world, a multiagent system model of-
fers a more convenient perspective. This paper is organized as follows. Section 2 
describes the theoretical concepts of support receipt and provision. From this perspec-
tive, a formal model is designed and developed (Section 3). Later, in Section 4, sev-
eral simulation traces are presented to illustrate how this model satisfies the expected 
outcomes. In Section 5, a mathematical analysis is performed in order to identify 
possible equilibria in the model. Finally, Section 6 concludes the paper.  

2   Antecedents of Social Support Receipt and Provision 

Research on social support provides useful information from controlled experimental 
paradigms on several important factors influenced the possibilities of seeking and 
giving help. During the formation of stress, there is a condition where an individual 
either will increase the support interaction demands on support providers. It is typi-
cally involves many options, such as whether or not a support provider performs par-
ticular support, based on what actions to take and in what manner [1]. Furthermore, 
through a perspective of help seeking behavior, it also related to the answer of which 
support member is suitable to pledge for help and so forth. In general, support provi-
sion is driven by altruistic intentions and is influenced by several factors that related 
to provide a support. Within social support researchers’ community, it has commonly 
been viewed that social support is related to several characteristics, namely; (1) stress 
risk factors, (2) receipt factors, (3) relationship factors, (4) provision factors, and (5) 
motivation in support [1][3][5][9]. For the first point, stress risk factor is related to the 
recipient ability to recognize the need of support and be willing to accept support 
assistance. It includes both features of stressors and appraisal of stressors. This factor 
is influenced by individual’s perceptions of stressors, vulnerability (risk in mental 
illness), and expectations support from the others [7]. Research indicates that the 
degree of stressors is correlated to amount of support levels. For example, situations 
considered as stressful by both support recipients and providers are much more prob-
able to trigger support responses than non-stressful events [2][9]. Having this re-
quirement in motion, potential support providers will recognize the need of support 
assistance and be willing to offer support [1].  

Another point that can be made to understand the social support process is a recipient 
factor. Despites evidence that primarily shows the negative event plays an important role 
in seeking and providing support, yet severely distress individuals as experienced by 
major depression patients seems to reduce social support process. It is highly related to 
the individual’s personality. Normally, a neurotic personality tends to attract a negative 
relationship between social support provider and social engagement [6]. Studies of  
the personality and support have documented that individuals with high self-esteem  
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(assertive) receive more social support compared to the individuals with neurotic person-
ality [1][6]. In relationship factors, characteristics of the relationship (ties) between  
support recipient and provider are equally to important to activate support selection be-
haviours. It includes mutual interest (experiential and situational similarity), and satisfac-
tion with a relationship. It is eventually becomes a part of socio-cultural system that has a 
balance between giving and receiving support. In this connection, it should also be men-
tioned that there are two additional antecedents related closely to the relationship factors. 
These are acceptance of social norms and reciprocity norms [1]. Social norms are highly 
coupled with the view of individual responsibility, intimate relationship and obligation. 
An example of this is, it is a common fact that many individuals will feel responsible 
(personal responsibility) for anyone who is dependent upon them. Because of this, it will 
increase the likelihood of support offering in a certain relationship (either strong tie or 
weak tie relationship). Strong tie is a relationship typically between individuals in a close 
personal network. While, a weak tie is typically occurs among individuals who commu-
nicate on relatively frequent basis, but do not consider them as close acquaintances. In 
reciprocity norms, previous interaction and past supportive exchanges will reflect future 
willingness of both support recipients and providers [2]. Previous failure and frustration 
of past efforts may influence to reduce individual’s motivation and willingness to provide 
support. For this reason, if individuals always refuse to receive support, it is more likely 
to receive less support in future [3].  

The fourth factor is related to the support provision attributes. Social support 
members who are faced with condition to give support will be motivated by several 
factors. Many research works have maintained that there is a link that support-
providers with experience empathy and altruistic attitude will regulate altruistic moti-
vation to help the others. In spite of this condition related to the subject of helping 
people in a weak tie network, it is also useful to understand support’s patterns in 
strong tie network as well. In addition, focus on the other individuals may escalate the 
potential of providing help through the increasing feeling of empathy, which later 
develop efficacy. The last factor is the motivation in support. This idea concerns the 
influence of selecting a support provider from a relationship perspective according to 
an individual’s support need. For example, several studies have shown many indi-
viduals with long-term motivation (future goal orientation) having difficulty to attain 
appropriate support from close friends or acquaintances since they feel this group of 
people has limited skills or knowledge towards the individual’s problems [2] [3][7]. 
However, if the individual’s intention to seek for emotional support (emotional goal 
orientation) is higher, then they tend to choose a weak tie support over strong tie [7]. 
Those antecedents also related to explain several individual and interpersonal charac-
teristics that influence an individual’s decisions to seek support from particular social 
network members.  

3   A Multi-agent Model for Social Support Networks 

To support the implementation of multiagent system interaction, the dynamic model 
for both receipt and provision is proposed and designed. This model uses social and 
behavioural attributes as indicated in a previous section.   
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Fig. 1. Overall Structure of the Underlying Agent Model 

3.1   Formalizing the Multi-agent Model 

In the agent model used as a basis for the multi-agent system, five main compo-
nents are interacting to each other to simulate support-seeking and giving behav-
iours of an agent. These agent components are grouped as; individual receipt and 
provision attributes, support preference generation, relationship erosion process, 
stress component, and support feedbacks. Fig.1 illustrates the interaction for these 
components.  
 
 
 

 

 

 

 

 

 

 

 

 

 

As illustrated in Fig.1, negative events acts as an external factor stimulus  
triggers the stress component. Such a stress condition is amplified by individual 
receipt attributes such as risk of stress (or risk of mental illness) and neurotic per-
sonality, which later accumulates in certain periods to develop a long-term stress 
condition. The short-term stress also plays an important to evoke support prefer-
ence pertinent to the receipt attributes. Similarly, this triggered information will be 
channelled to the social erosion component, which acts to diminish individual’s 
ability in seeking help. After the social support-tie preference is selected, then the 
support generation is regulated. Support provision attributes will determine the 
level of support feedbacks towards the support recipient. To simplify this interac-
tion process, this model assumes all support feedbacks received provide a positive 
effect towards the agent’s well-being (stress-buffering mechanism). Finally, the 
channelled social support feedback also will be regulated to reduce the relationship 
erosion effect within individual. The arrows represent the piece of information that 
the output of one course of action serves as input for another process. The detailed 
components of this model are depicted in Fig. 2. 
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Fig. 2. Detailed Structure and Components of the Agent Model 

As can be seen from Fig. 2, several exogenous variables represent individual sup-
port receipt and providing attributes. The results from these variables interaction form 
several relationships, namely instantaneous and temporal relations. To represent these 
relationships in agent terms, each variable will be coupled with an agent’s name (A or 
B) and a time variable t. When using the agent variable A, this refers to the agent’s 
support receipt, and B to the agent’s support provision. This convention will be used 
throughout the development of the model in this paper.    

3.2   The Agent Component for Support Receipt  

This component aims to explain the internal process of support preference during the 
presence of stress. In general, it combines three main concepts, namely support goal 
orientation (emotional goal orientation (EGt), future goal orientation (FGt), expected 
amount of support (EAS)), personality (neurotic (NeP), risk of mental illness / vulner-
ability (RMI), experiential and situational similarity (ESS)), and external factor (nega-
tive events (NEVt)). Interactions among these exogenous variables are derived from 
these formulae.  
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Mutual Interest: Mutual interest (MI) is calculated using the combination of experi-
ential situational similarity (ESS) and complement relation of neurotic personality 
(NeP) as opposed to positive personality). That is to say, having a positive personality 
and a common experience will encourage a better mutual interest engagement.  

                                             MIA(t) = ESSA(t).(1 – NePA(t))                                        (1) 

Stress Buffering: Stress buffering (SBf) is related to the presence of support and the 
level of social disengagement (ScD). Note that, ηsbf,a regulates the level for both sup-
port ties contribution. Note that a high social disengagement level (ScD  1) will 
cause stress buffering becomes less effective to curb the formation of stress.  

                                       SBfA (t) = RecSuppA(t).(1-ScDA(t))                                        (2) 

Short-Term Stress:  Short-term stress (StS) refers to the combination of negative 
events, risk in mental illness (vulnerability), and neurotic personality. The contribu-
tion of these variables are distributed using regulator parameter ψsts, a. If ψsts, a  1, 
then the short-term stress will carry only all information from the external environ-
ment, rather than individual attributes. In addition, stress-buffering factor eliminates 
the effect of short-term stress.  

            StSA(t) = [ψstsA . NEVtA(t) + (1 - ψsts A).RMIA(t). NePA(t)].(1 – SBfA(t))          (3) 

Relational Complication and Relational Dissatisfaction: Relation complication 
(RC) is measured using the contribution rate (determined by γrc) of the expected sup-
port (EAS) and short-term stress (StS). Related to this, relational dissatisfaction (RD) 
is determined by ηrd times relational complication when no support is given. 

                                                RCA(t) = γrcA.EASA(t).StSA(t)                                        (4) 

                                          RDA(t) = ηrdA.RCA(t). (1-RecSuppA(t))                               (5) 

Close and Expanded Support Preferences: Close support preference (CSP) depends 
to the level of emotional goal orientation (EGt), short-term stress (StS), and  
social disengagement (ScD). In the case of extended support preference (ESP), it is 
calculated using the level of future goal orientation (FGt), short-term stress, mutual 
interest, and social disengagement. In both preferences, the presence of social disen-
gagement decreases the social network preference level. Similar circumstance also 
occur when StS  0. Parameters βcsp and ηesp provide a proportional contribution 
factor in respective social network preference attributes 

                   CSPA(t) = [βcsp,A .EGtA(t) + (1 - βcsp,A) .(1 – ScDA(t))] . StSA(t)               (6) 

            ESPA(t)  = [ηesp,A .FGtA(t) + (1 - ηesp,A) .MIA(t).(1 – ScDA(t))] . StSA(t)          (7) 

Dynamics of Support, Social Disengagement, and Long Term Stress: In addition, 
there are four temporal relationships are involved, namely strong-tie preference (Sti), 
weak-tie preference (WTi), social disengagement (ScD), and long-term stress (LtS). 
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The rate of change for all temporal relationships are determined by flexibility parame-
ters, ϕsti,, φwti,ηscd, and βlts respectively.  

               ScDA(t+∆t) = ScDA(t) + ηscd,A .(1 – ScDA(t)) . 
               (RDA(t) - ψscd,A .ScDA(t)) . ScDA(t).∆t                               (8) 

               LtSA (t+∆t) = LtSA (t) + (βlts, A .(1 - LtSA (t)). 
                (StSA (t) - ξlts,A  .LtSA(t)) . LtSA(t).∆t                                 (9) 

               STiA (t+∆t) = STiA(t) + (ϕsti,A .(1 - STiA (t)). 
                             (CSPA (t) - ϕsti,A.STiA (t)) .STiA(t) .∆t                               (10) 

              WTiA (t+∆t) = WTiA (t) + (φwti,A.(1 - WTiA (t)). 
                           (ESPA (t) - ηwti,A.WTiA (t)) . WTiA (t) .∆t                           (11) 

The current value for all of these temporal relations is related to the previous respec-
tive attribute. For example, in the case of STi, when CSP is higher than the previous 
strong-tie preference multiplied with the contribution factor, ψsti, then the strong-tie 
preference increases. Otherwise, it decreases depending on its previous level and 
contribution factor. It should be noted that the change process is measured in a time 
interval between t and t+∆t.  

3.3   The Agent Component for Support Provision 

Another important component to regulate support within social networks is the ability 
to provide help. In many ways, support provision attributes are often correlated to the 
amount of support provided to the support recipients. Antecedents of support provi-
sion are associated to personal responsibility (PrS), satisfaction in relationship (Sr), 
altruistic attitudes (AtD), empathy level /capability (EC), provision experiential and 
situational similarity (PeS), and experience of past supportive exchange (EpE). Com-
bining these factors respectively, instantaneous relationships of altruistic motivation, 
and efficacy can be derived.  

Altruistic Motivation and Efficacy: Altruistic motivation (Amt) is determined by 
through the combination of individual’s attributes in altruistic attitude and empathy 
capability. In efficacy (Efy), the current contribution to generate efficacy is based on 
proportional value γefy towards provision experiential and situational similarity.  

                                                 AmtB(t) = AtDB(t).ELB(t)                                           (12) 

                                                     EfyB(t) = γefyB .PeSB(t)                                           (13) 

Help Provision of Strong and Weak Tie Support: In help provision, it generates 
support provision capability to provide help, pertinent to the level of respective attrib-
utes and relations. For example, the help provision in strong tie support (HsT) is  
calculated from the level of altruistic motivation, personal responsibility, and satisfac-
tion in relationship. The contribution from these factors is regulated using regulation  
parameter µwst. In addition, belief on strong tie (BsT) controls the help provision  
towards support recipients. The same concept also applies for help provision in weak 
tie support (HwT).  
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                  HsTB(t) = [(µwst,B.AmtB(t) + (1 - µwst,B).SrB(t) . PrSB(t))].BsT(t)              (14) 

               HwTB(t) =[(µwwt,B.EfyB(t) + (1 - µwwt,B).AMTB(t) . PrSB(t))].BwT(t)           (15) 

For both cases, these beliefs regulate the level of generated help for later usage in the 
provided support. Having no belief concerning support causes no support will be 
provided to the support recipients.  

3.4   Social Support Distribution and Aggregation  

Within the provided support, there are two main components are implemented to 
regulate support distribution among agents. The first component is a mechanism to 
differentiate the strong tie (ProvSuppSTB,A) or weak tie (ProvSuppWTB,A) support 
provision offered by a support provision agent to multiple support receipt agents. By 
using this technique, the overall support is distributed over the support receipt agents 
with the proportional to the level of support that respective agents requested for. 
Later, the received support (RecSuppA) is aggregated by multiple support provision 
agents to each support receipt agent accordingly.  

                          ProvSuppSTB,A= (STiA/ ∑ASTiA). HsTB.(1-∏A (1-STiA))                   (16) 

                      ProvSuppWTB,A= (WTiA/ ∑AWTiA). HwTB.(1-∏A (1-WTiA))                (17) 

                  RecSuppA= 1-[(∏B(1 –ProvSuppSTB,A).(1- ProvSuppWTB,A))]               (18) 

4   Results  

This section addresses analysis of the multiagent model using several simulation ex-
periments. By variation of the personality attributes for support receipt and provision 
agents, some typical patterns can be found. Due to the excessive number of possible 
combinations, this paper shows example runs for four agents under two conditions, 
namely prolonged and fluctuated stressor events with a different personality profile. 
Table 1 outlines the values of these profile attributes.  

Table 1. Individual Profiles for Each Agent 

Support Receipt Agents Personality Attributes  (EGt, ESS, NeP, FGt, EAS, RMI) 
A1 0.8,0.7,0.8,0.7,0.8,0.8 
A2 0.8,0.6,0.2,0.9,0.1,0.3 

Support Provision Agents    Personality Attributes (PrS, Sr, EL, AtD, PeS, EpE) 
B1 0.7,0.8,0.8,0.9,0.7,0.9 
B2 0.7,0.7,0.3,0.4,0.6,0.7 

 
The duration of the scenario is up to 1000 time points with these simulation settings;  

∆t =0.3  
ϕsti,= φwti=ηscd =βlts = 0.2  
ψsts =µwst =βcsp=ηesp=µwwt=0.5  
γrcA,= ηrd=γefy = 0.8   
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For all cases, if the long term stress is equal or greater than 0.5, it describes the sup-
port receipt agent is experiencing stress condition. These experimental results will be 
discussed in detail below.  

Case # 1: Support Provision and Long Term Stress during Prolonged Stressor 
Events. For this simulation, all support receipt agents have been exposed to an extreme 
case of stressor events over period of time. It represents individuals that having a  
difficulty throughout their lifetime. The result of this simulation is shown in Figure 3.  
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Fig. 3. The Level of Long Term Stress (LtS) and Support Received (Supp. Rec.) by Agent A1 
and A2 during Prolonged Stressor 

As can be seen from Figure 3, both agents received supports that allow them to re-
duce their long-term stress throughout time. The amounts of support received by both 
agents are varied according to their personality attributes. In this case, agent A1 re-
ceived slightly less support compared to its correspondence long-term stress level. 
This finding is consistent with [6] who found that an individual with a high neurotic 
personality received less support from either strong or weak social network tie even 
during stressful event. Thus, agent A2 recovers faster compared to agent A1. 

Case # 2: Support Provision and Long Term Stress during Progression of 
Stressor Events. In this experiment, both agents are exposed to the progression of 
stressor event. During this condition, support receipt agent will increase the amount of 
support needed, and support provision agent will provide certain amount of support 
with the respect personality attributes. Figure 4 illustrates the progression of stressor, 
support received, and long term stress for both support receipt agents.   

Figure 4 indicates that agent A2 receives better support compared to A1 where, the 
amount support is slightly higher compared to its long-term stress. Throughout time, it 
decreases the long-term stress, and providing better coping to curb the progression of 
it. Compared to agent A1, agent A2 is unlikely to develop prolonged stress condition.  
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Fig. 4. The Level of Long Term Stress (LtS) and Support Received (Supp. Rec.) by Agent A1 
and A2 during Progression Stressor 

Case # 3: Support Provision and Long Term Stress During Exposure To Fluctu-
ating Stressor Events. In the following simulation, two kinds of stressors were intro-
duced to agents A1 and A2. The first event contains a very high constant stressor, and 
is followed by the second event with a very low constant stressor.  

As shown in Figure 5, it illustrates the decrease of support level received by both 
agents. When there is no stressor is experienced by support receipt agents, the lower 
of support seeking behavior is reduced. It also worth noting that agent A1shows 
slightly declining pattern for the long-term stress, compared to agent A2 (with consid-
erably decline towards “no stress” condition. This condition explains that individual  
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with risk in mental illness and neurotic personal is vulnerable towards changes in 
environment [6]. Having these conditions in motion, more effort in support provision 
is needed to allow better recovery process to take place [3].   

5   Mathematical Analysis 

One of the aspects that can be addressed by a mathematical analysis is which types of 
stable situations are possible. To this end equations for equilibria can be determined 
from the model equations. This can be done to assume constant values for all vari-
ables (also the ones that are used as inputs). Then in all of the equations the reference 
to time t can be left out, and in addition the differential equations can be simplified  
by canceling, for example, ScDA(t+∆t) against ScDA(t). This leads to the following 
equations. 
 

Agent Component for Support Receipt (by A from some B’s) 

                     MIA = ESSA.(1 – NePA)                                                                         (19) 

                     SBfA  = RecSuppA.(1-ScDA)                                                                   (20) 

                    StSA = [ψsts,A . NEVtA + (1 - ψsts, A).RMIA. NePA].(1 – SBfA)                  (21) 

                   RCA = γrc, A.EASA.StSA                                                                            (22) 

                   RDA = ηrd,A.RCA. (1-RecSuppA)                                                              (23) 

                   CSPA = [βcsp,A .EGtA + (1 - βcsp,A) .(1 – ScDA)] . StSA                             (24) 

                   ESPA  = [ηesp,A .FGtA + (1 - ηesp,A) .MIA.(1 – ScDA)] . StSA                    (25) 

                   ηscd,A .(1 – ScDA) .(RDA - ψscd,A .ScDA) . ScDA = 0                                  (26) 

                   βlts, A .(1 - LtSA ). (StSA  - ξlts,A  .LtSA) . LtSA = 0                                      (27) 

                   ϕsti,A .(1 - STiA ). (CSPA  - ϕsti,A.STiA ) .STiA = 0                                      (28) 

                   φwti,A.(1 - WTiA ).(ESPA  - ηwti,A.WTiA ) . WTiA  = 0                                 (29) 

Agent Component for Support Provision (from B to some A’s) 

                   AmtB = AtDB.ELB                                                                                     (30) 

                   EfyB = γefy,B .PeSB                                                                                    (31) 

                  HsTB = [(µwst,B.AmtB + (1 - µwst,B).SrB . PrSB)].BsT                                 (32) 

   HwTB =[(µwwt,B.EfyB + (1 - µwwt,B).AMTB . PrSB)].BwT                            (33) 
 
Differentiation of Provided Support from B to A 

                       ProvSuppSTB,A= (STiA/ ∑ASTiA). HsTB.(1-∏A (1-STiA))                      (34) 

                      ProvSuppWTB,A= (WTiA/ ∑AWTiA). HwTB.(1-∏A (1-WTiA))                (35) 
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Aggregation of Received Support by A 

                    RecSuppA= 1-[(∏B(1 –ProvSuppSTB,A).(1- ProvSuppWTB,A))]             (36) 

Assuming the parameters ηscd,A ,  βlts, A , ηscd , βlts nonzero, from the equations (26) to 
(29), for any agent A the following cases can be distinguished: 

ScDA =1      or    RDA = ψscd,A .ScDA    or    ScDA = 0 
LtSA = 1  or    StSA  = ξlts,A  .LtSA   or    LtSA = 0 
STiA = 1  or    CSPA  = ϕsti,A.STiA     or    STiA = 0 
WTiA = 1  or    ESPA  = ηwti,A.WTiA    or    WTiA  = 0 

For one agent, this amounts to 34 = 81 possible equilibria. Also given the other equa-
tions (19) to (25) and (30) to (36) with a large number of input variables, and the num-
ber of agents involved, this makes it hard to come up with a complete classification of 
equilibria. However, for some typical cases the analysis can be pursued further.  
 

Case ScDA = 1       
In this case from the equations (20), (24) and (25) it follows: 

SBfA  = 0, CSPA =  βcsp,A .EGtA. StSA, ESPA  = ηesp,A .FGtA. StSA 

This can be used to determine values of other variables by (21), (22), (23), for example. 
 

Case StSA  =  LtSA  = 0 
In this case, from the equations (22), (24) and (25) it follows: 

RCA = 0, CSPA = 0, ESPA  = 0 

from which, for example, by (23) it follows that RDA = 0. 

6   Conclusion  

In this paper, a computational model is presented that describes the mechanism of 
support receipt and provision within a social network. The agent model used is com-
posed of two main components: agent receipt and provision. The first component 
explains how personality attributes affect support-seeking behavior, ties selection, and 
stress buffering, and the second one explains how personality attributes affect provid-
ing support behaviour. The model has been implemented in a multiagent environment, 
dedicated to perform simulations using scenarios based on different stressful events 
over time and personality attributes. Simulation results show interesting patterns that 
illustrate the relation of support seeking behaviours and level of support received, 
with long-term stress. A mathematical analysis indicates which types of equilibria are 
indeed a consequence of the model. The model can be used as the basis for a personal 
software agent that facilitates a person in regulating help within a social network 
member. In addition, using this model, a personal agent will be able to determine 
social tie selection, and providing information regarding to the level of support 
needed with correspondence to personality attributes, for both individuals who are  
 



 Modelling Dynamics of Social Support Networks for Mutual Support 179 

seeking and providing support. Thus, this model could possibly be used as a building 
block for interventions for individual who are facing stress or as a warning system for 
social support members.  
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Abstract. Today, social networks are for much more than just having fun with 
friends. Millions of dollars are being spent to extract valuable information out 
of social networks for marketing purposes. Attaching machine readable seman-
tics to social networks, that is absent at present, will lead to a better degree of 
information extraction. To achieve this goal, user input is required. From users’ 
point of view, providing the same data to different social networks creates a 
drawback. This is due to the centralized one-of-a-kind nature of social net-
works. Social networks do not return users’ data. In this paper, we exposed pro-
posal and development of a framework toward data reusability and portability 
across social networks. The proposed framework is built upon “pull” strategy, 
although “push” strategy is shortly discussed. Test case developed to practically 
measure the feasibility of the proposed framework will be subject of our discus-
sion. This study was linked to existing research and conclusions were drawn for 
further development. 

Keywords: Semantic Social Network, Data Portability, Data Reuse, Social 
Network Standardization. 

1   Introduction 

“Everybody on this planet is separated by only six other people [1].” This sentence 
expresses the importance of Social Networks (SNs). An SN is a web-based service that 
allows individuals to construct a public or semi-public profile within a bounded sys-
tem, articulate a list of other users with whom they share a connection and view and 
traverse their list of connections and those made by others within the system. SNs have 
not only attracted the attention of ordinary users, but of late marketing agents discov-
ered its virtues. The reason is the huge amount of ‘personal’ information available on 
these services.  

Modern SNs allow users to add modules or applications that enhance their profile. 
Users are interconnected through sending messages, viewing each other’s profiles or 
news feed among others. Different SNs target specific users. Some act as a general-
purpose network where users find their friends and share photos and/or videos. Some 
others are network-oriented where users can create new networks or subscribe to 
existing ones based on common interests.  
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The communication channel in SNs is mainly among users. Are SNs interoperable? 
What do we need in order to make that feasible? Is semantics involved in current 
SNs? If at all so, is it machine-readable / understandable? Has there been any serious 
effort on data portability across SNs? There is no simple yes/no answer to these ques-
tions. A great deal of effort has been made in this area of research; nevertheless no 
serious implementation appears to have formed in the horizon.  

In this paper we proposed and developed a user-centric framework toward effect-
ing data reusability and portability across SNs. The rest of this paper is organized as 
follows: Section 2 discusses the problems with current SNs in terms of data portabil-
ity and reusability and the reasons involved therein. Section 3 introduces the proposed 
framework toward data portability across heterogeneous SNs, followed by section 4 
discussing the developed framework in the context of a test case implemented to show 
the feasibility of the framework in practice. Afterwards; in section 5, the attention of 
the reader is drawn to related works in the area of data portability in the context of 
social networking. Finally, section 6 concludes the paper based on the findings. 

2   Data Reusability and Portability Problems in Existing Social 
Networks 

The first SN was SixDegrees.com, launched in 1997. It was followed by LiveJournal, 
AsianAvenu, Fotolog, Friendster, LinkedIn, Twitter, Facebook, etc. Recently there 
has been a huge increase in the number of SNs, indicating a rising demand for such 
services. Attracting the attention of many users does not mean that SNs are free of 
criticism. Users are there simply because they have not found any better SN. Besides, 
different users have different tastes. Therefore, even two close friends may appear in 
two different SNs. Since various SNs do not have interoperability among themselves, 
the users have to re-enter their profile and redefine connections from scratch when-
ever registering for new SN. People provide different data on different sites every 
time they register to a new service, simply because the process is boring and time-
consuming. What would happen if an SN could provide users with their own data to 
be used in other SNs without having to re-enter all the information from scratch? 

No SN is presently taking advantage of data portability and reusability frame-
works, although a great deal of effort has been made in this area. They have a passion 
for power and strive to be unique. They do not like to share their information with 
other rivals in the market.  

Experts point out the security and privacy risks involved in portability of social 
data on the web. Social data is generally owned and controlled by SNs and not the 
users. What would happen if the users could take control of their data in a secure 
way? To answer this question, we were encouraged to develop a user-centric 
framework, through which SNs would be able to pull users’ information from 
outside their own databases and make use of it, provided that such access is  
allowed by the user.  
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3   Developed Social Network Data Portability Framework 
(SNDPF) 

In this section, the architecture of SNDPF is discussed in detail. This framework is 
tackled from two different viewpoints: “push” and “pull” strategies. Eventually 
SNDPF has been developed using “pull” strategy. The distinction between “push” and 
“pull” strategies and the reason why we chose “pull” strategy is further explained. 
Finally the tools and technologies used to implement SNDPF are introduced. 

3.1   SNDPF Architecture 

The aim of SNDPF is to relieve the user from entering repeated set of data into differ-
ent SNs. Instead, the SNs will be responsible for collecting the users’ information 
from a single repository, owned and controlled by the user. It is quite obvious that 
collection of information in a manual fashion is not reasonable. Therefore automation 
should have been built into SNDPF to remove human and SN intervention. Imple-
menting such framework not only makes life easier for the users, but also creates a 
more uniform set of user information on different SN services.  

Information can pass the communication channel through two distinct strategies: 
Push or Pull. There are always at least two sides when dealing with communication 
over the internet. On one side we have the information provider and on the other side, 
the information consumer. Should the information provider processes the information 
without the recipient’s request, an information push has occurred. Conversely, when a 
specific set of information is requested by the recipient and the provider prepares the 
information based on the request received, an information pull is occurred.   

A choice has to be made between push and pull strategies. Although both frame-
works were taken into consideration, the pull strategy was chosen for further devel-
opment. Let’s review the reasons for this choice. To better illustrate the distinction, 
the reader is encouraged to have a look at the architecture of SNDPF based on “push” 
and “pull” strategies, depicted in figures 1 and 2, respectively. 

Let’s consider “push” strategy. The user populates the personal knowledge base 
with her information. All the security measures and access control constraints are set 
by the user in the policy base, which has interaction with the personal knowledge 
base. The user in this architecture has a two-fold role: inputting the data to the knowl-
edge base and extracting data out of the knowledge base in order to push it into the 
target SN. In order to push the data to the target SN, first the user should be authenti-
cated. Afterwards the SQL Query Generator receives the data in the form of a result 
set produced by RDQL1 and generates an SQL query to run on the server of the SN. 
Finally the SQL Query Engine runs the query on the SN’s server and the appropriate 
changes actually affect the database. 

Through “push” strategy, the user is required to log in to every SN, to which the in-
formation is to be pushed. This requires multiple authentications carried out and time 
wasted accordingly. This contradicts the primary aim of SNDPF. Therefore, we de-
veloped the framework taking advantage of “pull” strategy, depicted in figure 2, 
forming the core of our discussion. 

                                                           
1 RDQL (RDF Data Query Language) is a query language which queries RDF documents using 

a SQL-alike syntax. 
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Fig. 1. SNDPF based on Push Strategy 

 
 
 
 

 
 
 
 
 
 

 
 
 

 
 

Fig. 2. SNDPF based on Pull Strategy 

The architecture of SNDPF shown in figure 2 above is a SOA-based solution. The 
advantages of SOA influence the reusability as well as the maintainability of internet 
services; especially the property of reusability, if realized appropriately, can lead to a 
considerable cost reduction for software development. [2] 

In SNDPF architecture based on “pull” strategy, the user is only involved in one 
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from which all the scenario is triggered. This engine is responsible of submitting 
requests to the user’s knowledge base at predefined time intervals. This engine re-
quests specific pieces of information from the user’s knowledge base by generating a 
query string. This query string is then passed to the RDF Query Engine which is re-
sponsible to run the query on the user’s knowledge base in case such permission is 
given. Having successfully run the query on the Personal Knowledge Base, a result 
set is given back to the engine which is, in turn, passed on to the Social Network  
Service Request Engine. At this point, we have the requested data which is in fact 
supposed to affect the user’s profile on the SN’s database.  

An important issue is that we have to actually map the data at hand with the database 
available on the SN. Most of the SNs today are making use of relational database man-
agement systems. Therefore we have chosen MemoRythm [3] (mentioned earlier in this 
paper) as our sample SN, which uses MySQL 5.0 as its Database Management System. 

Referring to the Social Network Modules shown in figure 2, some predefined 
query templates exist in the SQL Query Generator module.  These templates are com-
plemented by a result set provided by the Social Network Service Request Engine. 
The query strings are formed in the SQL Query Generator and passed on to the SQL 
Query Engine in turn. SQL Query Engine will ultimately run the queries on the server 
and the actual updates will take place in the Social Network Database. 

As it may occur to the reader, there are some security measures to be taken into ac-
count while passing the queries from one module to another. It is up to the SNDPF to 
handle the risks involved in the knowledge base, but as soon as the queries are generated 
and passed to the SQL Query Engine, it will be up to the SN to take the appropriate  
action upon securing the server for running of the received queries.  

3.2   Tools and Technologies Used 

- Data Model: The selected data model should be suitable for interoperable social 
networking. It should be capable of mapping with all existing APIs and being exten-
sible. The only data model that fulfills these constraints is the Resource Description 
Framework (RDF). RDF is considered as the foundational language of the Semantic 
Web. RDF is a graph-based data format and secondly, it uses URIs as globally unique 
identifiers. Thirdly, it is defined primarily on the level of semantics, allowing the data 
itself to take any form (XML, JSON, APIs).  

- Ontology Editor: Protégé 3.3 
- Sample Social Network: MemoRythm2 
- Query Language: RDQL 
- Server-Side Scripting Language: PHP 5.0 
- IDE: Macromedia Dreamweaver 

4   Developed Prototype and Actual Findings 

In order to measure the feasibility of SNDPF based on pull strategy, a prototype has 
been developed. In doing so, we use the tools and technologies as mentioned in 
 

                                                           
2 MemoRythm is a social network with the aim of sharing memories in the form of text, image, 

audio and video. It is primarily designed to partly emulate the human brain in terms of mem-
ory storage and retrieval. (http://www.memorythm.com) [4]. 
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Fig. 3. SNDPF Implementation Layers 

section 3.2. Let’s take a look at the implementation layers of SNDFP displayed in 
figure 3 below. 

Three layers are involved in the developed prototype. Unlike most systems, this 
prototype includes two different Data Access Layers (DALs). The personal knowl-
edge base of the user serves as one DAL and the SN’s database forms the other. The 
personal knowledge base is in RDF and is extracted from people.rdf3. Due to the 
simplicity of this ontology, we have partially modified it in order to make it more 
expressive. This ontology expresses the information of a person including name, posi-
tion, age, email and website addresses, friends of a person and etc. This ontology has 
been filled with test data for the purpose of this prototype. The Policy Base is embed-
ded within the same layer as the Personal Knowledge Base. A portion of the people 
ontology describing a person is shown below. 
 
<?xml version="1.0" encoding="UTF-8" ?>  
<rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
xmlns:dt="http://foo.org#"> 
<rdf:Description about="http://foo.org/persons/pooyan"> 
  <dt:name>Pooyan</dt:name>  
  <dt:email>pooyan.balouchian@emu.edu.tr</dt:position>  
  <dt:age>26</dt:age>  
  <dt:friend rdf:resource="http://foo.org/persons/emad" />  
  <dt:friend rdf:resource="http://foo.org/persons/pejman" />  
  </rdf:Description> 
</rdf:RDF> 

 
No user interface has been designed for this prototype. All the personal data have 

been given through the RDF file. Designing the user interface will be carried out as a 
future extension. The framework has two different types of users; individual user and  
 

                                                           
3 http://phpxmlclasses.sourceforge.net/rdql.html  
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an SN. The individual users input their profile information. The SN is not directly in 
touch with the user’s personal knowledge base. It is in fact communicating with the 
personal knowledge base through the Business Logic Layer. Referring to figure 2, the 
Social Network Request Engine and the SQL Query Generator form the Business 
Logic Layer modules. These two modules reside on the SN’s server. The starting 
point of the scenario begins by submission of a request from the Social Network Ser-
vice Request Engine. This engine submits requests to the user’s knowledge base once 
per day at a pre-determined time. Having the retrieved information, queries matching 
the target SN’s schema are generated automatically and passed to the Social Network 
Data Access Layer. This layer runs the generated queries on the SN’s database server. 
Figure 4 depicts the part of MemoRythm’s Data Model, on which the tests have been 
performed.  

 

Fig. 4. Part of MemoRythm Data Model 

The public profile of a user is shown in figure 5. As shown, the email of the user is 
pooyan1982@yahoo.com on MemoRythm SN. Let’s consider the case that the user 
intends to change her profile email to pooyan.balouchian@emu.edu.tr. In the conven-
tional approach, the user has to first sign in to MemoRythm’s SN using her username 
and password. Afterwards she has to navigate to her profile page and click on Edit 
Profile. Finally she changes her email to pooyan.balouchian@emu.edu.tr and the 
change will affect MemoRythm’s database. If such change is needed in all the SNs, in 
which the user is a member, then all these actions must be repeated in every single 
SN. But this is not the case with SNDPF. The user simply changes her email in her 
personal knowledge base and all the SNs, to which the user gives access, will update 
her email address accordingly in an automatic fashion even without the need to sign 
in to the user’s account. 
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Fig. 5. Public Profile of a user on MemoRythm before Information Pull 

The following RDQL query retrieves the new email from the user’s knowledge 
base. The result set given back by the following query is simply 
pooyan.balouchian@emu.edu.tr. This email is passed on to the Business Logic Layer 
where the appropriate SQL Query is generated for further processing. Having gener-
ated the SQL Query, matching the target SN, being MemoRythm in this case, the 
database is affected by the query. The resulting profile is shown in Figure 6. 

 
SELECT ?email 
FROM <people.rdf> 
WHERE (?user,<dt:name>,?name), (?user,<dt:email>,?email) 
AND ?name == ‘pooyan balouchian’ 
USING dt for <http://foo.org#>,  
rdf for <http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

 

 

Fig. 6. Public Profile of a user on MemoRythm after Information Pull 

In conventional approach, the sequence of actions that the user would have to take 
in order to update her profile must be repeated in every SN service. The sequence 
includes signing in to the user’s account, followed by a sequence of links to click on 
and finally updating the profile and ultimately repetition of the same action for every 
single SN service, in which the change is required. In SNDPF, however the time taken 
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to take these steps and the level of convenience of the user in this scenario is not even 
comparable. 

The test case discussed above is a very simple test that merely measures the feasibil-
ity of SNDPF. In order to make the system fully functional, advancements including 
improvement of the personal knowledge base (ontology) and attaching appropriate 
security and privacy measures are required. The following section discusses the recent 
works in relation with our work. 

5   Related Works 

The first effort towards making a semantic SN was FOAF (Friend-Of-A-Friend) de-
veloped using RDF. FOAF is a machine-readable ontology describing persons, their 
activities and their relations to other people and objects. Anyone can use FOAF to 
describe him or herself. FOAF allows group of people to describe social networks 
without the need for a centralized database. 

The Data Portability Workgroup (DPWG) has been trying to coordinate and formal-
ize the process of developing data-portability technologies. The organization is  
attempting to define the nature of data portability among social-networking sites, pro-
mote best data-portability practices, and advocate open standards for implementing 
these practices [5]. 

Six Apart has announced that it will let people reuse their own social graph data 
elsewhere. Six Apart believes in openness of the users’ social data on the web and has 
made use of existing technologies such as OpenID4, the Microformats hCard5 and 
XFN6, and FOAF7 in order to reach its objectives.  

“The Decentralized Social Graph” by Brad Fitzpatrick, “Bill of Rights for Users of 
the Social Web” by Joseph Smarr et al., “The World is Now Closed” by Dan Brickley 
and the Social Network Aggregation Protocol (SNAP) and the Extensible Messaging 
and Presence Protocol (XMPP) are all on-going research carried out in this area of 
knowledge [1]. 

The major difference between our approach and those mentioned above is that on 
the subject of data portability across SNs, they concentrate on specific areas such as 
friend finding or reusing the username and password across different SNs or websites 
requiring authentication. The Social Network Aggregation Protocol (SNAP) deals 
with aggregation of SN data. These may be termed as SN-centric, whereas SNDPF is 
user-centric. Another difference is that we do not intend to force the current SNs to 
follow a specific standard, but rather standardize the way the information is entered to 
their databases and retrieved accordingly.  

In SNDPF, the user has all her social data at hand and manages only one single 
personal knowledge base. The SNs are the ones to pull data out of the user’s knowl-
edge base. As a matter of fact, we are relieving the user from updating information  
in different SNs. Besides, this approach is far more secure, since the social data is 

                                                           
4 http://openid.net  
5 http://microformats.org/wiki/hcard 
6 http://gmpg.org/xfn/ 
7 http://esw.w3.org/topic/FoafDowntime 
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handled individually and not controlled by any other external party, except for cases 
when the users transfer such access to an SN.  

6   Conclusion 

In this paper, we first reviewed the history of social networking on the web from its 
emergence till the present time. Existing problems in the field of social networking 
were discussed thereafter. The problems mainly affect the users and not the SNs. The 
users provide every new SN service with information already given to other SNs. All 
the friendship relations, photos, videos, comments and etc. must be re-entered into 
each SN by the user. This is against the reusability of data on the web. The reason is 
the SN-centric approach that is currently dominating the social networking arena. The 
SN services own and control the social data of users and do not return them.  

As a solution to this problem, we introduced Social Network Data Portability Frame-
work (SNDPF), which we developed based on information pull strategy. This framework 
provides the user with a personal knowledge base to be owned and controlled by her. The 
user applies the security measures and access controls on the knowledge-base. The idea 
is not to replace the existing social networks, but creating means toward portability as 
well as reusability of social data on the web. Therefore while still keeping all the existing 
accounts in different social networks; the user only updates her profile on her own 
knowledge-base. The social network, in turn, would pull the data out of the user’s  
knowledge base if such access is given. Finally, a prototype developed to measure the 
feasibility of SNDPF was presented. 

As the future work towards improvement of SNDPF in order to make the system 
fully functional, we can point out some features to be added, namely inserting  
a friendly user interface, improving the personal knowledge base (ontology) and  
attaching security, trust and privacy measures. 
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Abstract. In this paper we introduce a new formalism to represent multi-agent
systems where resources can be exchanged among different agents by maximiz-
ing the utility of the agents conforming the systems. In addition to introduce a
formalism to specify agents, we provide a formal framework to test whether an
implementation conforms to the specification of an agent of the system.

1 Introduction

Computational collective intelligence has as its main objective to extract information
from the knowledge of the components of a group that could not be extracted by taking
this knowledge in an isolated way. A very simple example, extracted from [15], is that
if one agent knows that a ≤ b and another one knows that b ≤ a, then we can extract
from the system a new piece of information a = b. We can use a similar approach in
multi-agent systems where agents can compete to obtain resources: If we do this in a
collaborative, collective way, all the agents can profit. For example, let us consider that
a seller is willing to sell a certain item by at least n money units while a buyer is willing
to pay at most m money units for this item. By putting together this information, we
know that a deal can be reached as long as the selling price is between n and m money
units. Multi-agent systems have been clearly identified as one of the fields of applica-
tion of computational collective intelligence. Actually, they have been used in different
application domains, in particular, outside purely computer science problems. One of
the areas where research and development activities have been particularly increasing,
maybe due to its financial applications, is in e-commerce systems where agents are in
charge of some of the computations that users would have to perform otherwise (see,
for example, [5,10,21,12,22,3]).

Formal methods are a powerful tool that allows the analysis, validation and verifi-
cation of systems in general and of e-commerce systems in particular. In fact, due to
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the complexity of current systems, it is very important to use a formal approach al-
ready in the early development stages since the sooner the errors of the system under
development are detected the less harm, in particular in monetary terms, is done. In the
context of multi-agent systems, formal methods can be used to express the high-level
requirements of agents. These requirements can be defined in economic terms. Basi-
cally, the high-level objective of an e-commerce agent is “get what the user said he
wants and when he wants it.” Let us note that what the user wants includes not only
what goods or services he wants but also other conditions, such as when and how to
pay for the obtained goods and services, and these other conditions must be included
in the specification of the system. There have been already several proposals to formal-
ize multi-agent systems and to use existing formal methods within their scope (see, for
example, [19,18,8,1,16,11]).

We have emphasized the importance of formal methods to specify the behavior of the
system. However, it is even more important to ensure that the current implementation of
the system is correct. In this line, testing [14,2], is one of the most extended techniques
to critically evaluate the quality of systems. Traditionally, since the famous Dijkstra
aphorism “Program testing can be used to show the presence of bugs, but never to show
their absence,” testing and formal methods have been seen as rivals. However, during
the last years there is a trend to consider them as complimentary techniques that can
profit from each other. In fact, work on formal testing is currently very active (see,
for example, [20,7,9,23,6]). The idea is that we have a formal model of the system
(a specification) and we check the correctness of the system under test by applying
experiments: We match the results of these experiments with what the specification
says and decide whether we have found an error. Fortunately, and this is where formal
methods play an important role, having a formal description of the system allows to
automatize most of the testing phases (see [24] for an overview of different tools for
formal testing).

The initial point of the work reported in this paper can be found in one formalism
previously developed within our research group [17,13]. The idea underlying the orig-
inal framework, called utility state machines, is to specify the high-level behavior of
autonomous e-commerce agents participating in a multi-agent system and formally test
the implemented agents with respect to the existing specifications. In this formalism,
the user’s preferences are defined by means of utility functions associating a numeri-
cal value to each possible set of resources that the system can trade. After using utility
state machines to describe several existing systems we found that their internal inherent
structure sometimes complicates the task of formally defining some types of specifica-
tion. The problem that we found is that utility state machines are based on finite state
machines, where a strict alternation between inputs and outputs must be kept. However,
there are frequent situations where several inputs can be sequentially applied without
receiving an output, or where an output can be spontaneously produced without needing
a preceding input. Therefore, we have decided to consider a more expressive formalism
where the alternation between inputs and outputs is not enforced. This slightly compli-
cates the semantic framework. In particular, we need to include the notion of quiescence
to characterize states of the systems that cannot produce outputs. We have also to re-
define the notion of test and how to apply tests to systems. On the contrary, we have
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reduced some of the complexity associated with our previous formalism. Most notably,
we formerly considered that agents could have debts that can be compensated with fu-
ture exchanges. For example, an agent could offer a value greater than the one given by
its utility function for an item if he could include this item as part of a future deal that
would compensate the transitory lost. Even though this is a very interesting characteris-
tic, it complicated too much the underlying semantic model and our experience shows
that this feature was not used very often. In this paper we introduce a new formalism,
called Utility Input-Output Labeled Transition System (in short, UIOLTS) that includes
these enhancements. We have already used our new framework to formally specify an
agent participating in the 2008 edition of the Supply Chain Management Game [4] but,
due to space limitations, we could not include it in the paper.

In order to formally establish the conformance of a system under test with respect
to a specification, we define two different implementation relations. The first one takes
into account only the sequence of inputs and outputs produced by the system. While
this notion would be enough to establish what a correct system is in terms of what the
system does, it can overlook some faults due to the way resources are exchanged. Thus,
we introduce a second implementation relation that also considers the set of resources
that the system has after an action is executed.

The rest of the paper is structured as follows. In Section 2 we introduce our model.
In Section 3 we define our implementation relations. In Section 4 we give the notion
of test and how to apply tests to implementations under test. Finally, in Section 5 se
present our conclusions and some lines for future work.

2 Modelling E-Commerce Agents by Using UIOLTSs

In this section we present our language to formally define agents and introduce some
notions that can be used for their ulterior analysis. Intuitively, a UIOLTS is a labeled
transition system where we introduce some new features to define agent behaviors in
an appropriate way. The first new element that we introduce is a set of variables, where
each variable represents the amount of the resource that the system owns. In addition,
we associate a utility function to each state of the system. This utility function can be
used to decide whether the agent accepts an exchange of resources proposed by another
agent. Intuitively, given a utility function u we have that u(x) < u(y) means that the
basket of resources represented by y is preferred to x.

Definition 1. We consider R+ = {x ∈ R |x ≥ 0}. We will usually denote vectors in R
n

(for n≥ 2) by x,y,v . . . Given x ∈R
n, xi denotes its i-th component. We extend to vectors

some usual arithmetic operations. Let x,y ∈ R
n. We define the addition of vectors x and

y, denoted by x + y, simply as (x1 + y1, . . . ,xn + yn). We write x ≤ y if for all 1 ≤ i ≤ n
we have xi ≤ yi.

We will suppose that there exist n > 0 different kinds of resources. Baskets of re-
sources are defined as vectors x ∈ R

n
+. Therefore, xi = r denotes that we own r units of

the i-th resource. A utility function is a function u : R
n
+ −→ R. In microeconomic theory

there are some restrictions that are usually imposed on utility functions (mainly, strict
monotonicity, convexity, and continuity).
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As we indicated in the introduction, we consider two different types of actions that a
system can perform. On the one hand, output actions are initiated by the system and
cannot be refused by the environment. We consider that the performance of an output
action can cost resources to the system. In addition, the performance of an output action
will usually have an associated condition to decide whether the system performs it or
not. On the other hand, input actions are initiated by the environment and cannot be re-
fused by the system (that is, we consider that our systems are input-enabled). In contrast
with output actions, the performance of an input action can increase the resources of the
agent that performs it (that is, it receives a transfer of resources from the environment
to pay the agent for the performance of the action). Let us remark that what we call in
this informal description the environment can refer to a centralizer overviewing the ac-
tivities of the different agents or to another agent that sends/receives actions to/from our
agent. In addition to these two types of actions we need a third type that we introduce
for technical reasons. It is possible to have a state where the system patiently waits for
an input action and it cannot execute any output action for a certain combination of the
existing resources. These states are called quiescent. In order to represent quiescence,
we include a special action, denoted by δ , and special transitions labeled by this same
δ action.

Definition 2. A Utility Input Output Labeled Transition System, in short UIOLTS, is a
tuple M = (S,s0,L,T,U,V ) where

– S is the set of states, being so ∈ S the initial state.
– V is an n-tuple of resources belonging to R+. We denote by v0 the initial tuple of

values associated with these resources.
– L is the set of actions. The set of actions is partitioned into three pairwise disjoint

sets L = LI ∪LO ∪{δ} where
• LI is the set of inputs. Elements of LI are preceded by the symbol ?.
• LO is the set of outputs. Elements of LO are preceded by the symbol !.
• δ is a special action that represents quiescence.

– T is the set of transitions. The set of transitons is partitioned into three pairwise
disjoint sets T = TI ∪TO ∪Tδ where
• TI is the set of input transitions. An input transition is given by a tuple

(s,?i, x̄,s1) where s ∈ S is the initial state, s1 ∈ S is the final state, ?i ∈ LI is
an input action, and x̄ ∈ R

n
+ is the increase in the set of resources. Since the

system has to be input-enabled, we require that for all s ∈ S and ?i ∈ LI there
exist x̄ and s1 such that (s,?i, x̄,s1) ∈ TI.

• TO is the set of output transitions. An output transition is given by a tuple
(s, !o, z̄,C,s1) where s ∈ S is the initial state, s1 ∈ S is the final state, !o ∈ LO,
z̄ ∈ R

n
+ is the decrease in the set of resources, and C ∈ R

n
+ −→{true,false}

is a predicate on the set of resources.
• In addition, for each situation where a state cannot perform an output action

we add a transition representing quiescence. This transition is a loop and does
not need/receive resources to be performed. That is, Tδ = {(s,δ ,0,Cs,s)|s ∈
S∧Cs =

∧
(s,!o,z̄,C,s1)∈TO

¬C∧Cs �∼ false}. Let us remark that
∧

/0 = true.
– U : S → (Rn

+ −→ R+) is a function associating a utility function to each state in S.
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?money,(1,0,0)

?p orange,(0,0,0)

! juice,(0,0,1),o > 0

!noprod,(0,0,0),o ≤ 0

?p
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urn
,(0

,0
,0
)!return,(1,0,0),b ≤ 0

!biscuit,(0,1,0),b > 0

!noprod,(0,0,0)
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uit,(

0,0
,0)

Fig. 1. Example of UIOLTS: A vending machine

In order to record the current situation of an agent we use configurations, that is, pairs
where we keep the current state of the system and the current amount of available re-
sources.

Definition 3. Let M be a UIOLTS. A configuration of M is a pair (s, v̄) where s is the
current state and v̄ is the current value of V . We denote by Con f (M) the set of possible
configurations of M.

In order to explain the main concepts of our framework, we use a simple running
example.

Example 1. We consider a simple vending machine that sells biscuits and orange juice.
The price of each of the items is one coin. This machine accepts four actions: Insert
coin and press three different buttons, one for biscuits, one for orange juice and one
for returning the money. In the initial state, after receiving a coin the machine waits for
the user to press a button. If the pressed button is the return button the coin is returned
and the machine returns to the initial state. If the user presses other button then if the
machine has units of this product left, then it provides it; otherwise, it returns to the state
to wait the user presses other button. Thus, the set of input actions for this machine
is Li = {?money,?p orange,?p biscuit,?p return} while the set of output actions is
LO = {!orange, !biscuit, !noprod, !return}. The tuple of resources has three variables
V = (m,b,o) that contain the amount of money (m), biscuits(b), and bottles of orange
juice (o) currently in the machine. The utility function in each state takes a very simple
form: U(si)(V ) = m + b + o that represents that every resource in the machine has the
same value, meaning that the machine is equally happy with one coin or with one unit
of a product.

If we consider that at the beginning of the day the machine has 10 bottles of orange
juice, 10 packages of biscuits and it does not have money, the initial configuration of
the system will be c0 = (s0,(0,10,10)).

In Figure 1 we graphically describe the system transitions. In order to increase read-
ability, we have omitted trailing transitions labeled by δ and transitions that have to be
added to obtain an input-enabled machine (for example, the transition (s0,?p biscuit,
(0,0,0),s0)).

Now we can define the concatenation of several transitions of an agent to capture the
different evolutions of a system from a configuration to another one. These evolutions
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can be produced either by executing an input or an output action or by offering a ex-
change of resources. As we will see, exchanges of resources have low priority and will
be allowed only if no output can be performed. The idea is that if we can perform an
output with the existing resources, then we do not need to exchange resources.

Definition 4. Let M = (S,s0,L,T,U,V ) be a UIOLTS. M can evolve from the configu-
ration c = (s,v) to the configuration c′ = (s′,v′) according to one of these options

1. If there is an input transition (s,?i, x̄,s1) then this transition can be executed. The
new configuration is s′ = s1 and v′ = v + x̄.

2. If there is an output transition (s, !o,C, z̄,s1) such that C(v) holds then the transition
can be executed. The new configuration is s′ = s1 and v′ = v− z̄.

3. Let us consider the transition associated with quiescence at s: (s,δ ,Cs, 0̄,s). If Cs(v)
holds, that is, no output transition is currently available, then this transition can be
executed. The new configuration is s′ = s and v′ = v.

4. Let us consider again the transition associated with quiescence at s, that is,
(s,δ ,Cs, 0̄,s). If Cs(v) holds, then we can offer an exchange. We represent an ex-
change by a pair (ξ , ȳ) where ȳ = (y1,y2, . . .yn) is the variation of the set of re-
sources. Therefore, yi < 0 indicates a decrease of the resource i while yi > 0 rep-
resents an increase of the resource i. M can do an exchange (ξ , x̄) if U(s,v) <
U(s,v + x̄). If another agent is accepting the exchange, the new configuration is
s′ = s and v′ = v + ȳ.

We denote an evolution from the configuration c to the configuration c′ by the tuple
(c,(a, ȳ),c′) where a ∈ L∪{ξ} and ȳ ∈ R

n. We denote by Evolutions(M,c) the set of
evolutions of M from the configuration c and by Evolutions(M) the set of evolutions of
M from (s0,v0), the initial configuration.

A trace of M is a finite list of evolutions. Traces(M,c) denotes the set of traces of
M from the configuration c and Traces(M) denotes the set of traces of M from the
initial configuration c0. Let l = e1,e2, . . . ,em be a trace of M with ei = (ci,(ai, x̄i),ci+1).
The observable trace associated to l is a triple (c1,σ ,cn+1) where σ is the sequence
of actions obtained from a1,a2, . . . ,am by removing all occurrence of ξ . We sometimes
represent this observable trace as c1

σ=⇒ cn+1.

Example 2. When the machine described in Example 1 is in its initial configuration, a
user can insert one coin and the machine accept this action. After this action, the new
configuration of the machine is (s1,(1,10,10)). Now the user, who wants a pack of
biscuits, press the biscuit button and the new configuration is (s3,(1,10,10)) because
by performing this action the set or resources does not change. In this configuration, the
machine performs the output action !biscuit and the user can take his pack. The new
configuration of the machine is (s0,(1,9,10)).

Let us suppose that after a set of interactions our machine has reached the configu-
ration (s0,(15,5,0)). In this situation, the person in charge of the machine would like
to refill it and take as many coins as new items he adds. This action can be represented
as a exchange of resources. The tuple that represents the variation of the resources is
(−15,5,10). After this exchange the new configuration is (s0,(0,10,10)).
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One of the traces corresponding to our vending machine is

(c0,(?money,(1,0,0)),c1),(c1,(?p biscuit,(0,0,0)),c2),(c2,(!biscuit,(0,1,0)),c3),
(c3,(ξ ,(−1,1,0)),c4).

while the associated observable trace is (c0,(?money,?p biscuit, !biscuit),c4).

3 Implementation Relations for UIOLTSs

In this section we introduce our implementation relations that formally establish when
an implementation is correct with respect to a specification. In our context, the notion
of correctness has several possible definitions. For example a person may consider that
an implementation I of a system S is good if the number of resources always increases
while another one considers that the number of resources can decrease sometimes.

We define two different implementation relations. The first one is close to the classi-
cal ioco implementation relation [23] where an implementation I is correct with respect
to a specification S if the output actions executed by I after a sequence of actions is
performed are a subset of the ones that can be executed by S. Intuitively, this means that
the implementation does not invent actions that the specification did not contemplate.
First, we introduce some auxiliary notation

Definition 5. Let M = (S,s0,L,T,U,V ) be a UIOLTS, c = (s,x) ∈ Con f (M) a config-
uration of M, and σ ∈ L∗ be a sequence of actions. Then,

c after σ = {c′ ∈Con f (M)|c σ=⇒ c′}

out(c) = {!o ∈ LO|∃s1, z̄,C : (s, !o,C, z̄,s1) ∈ T ∧C(x)}
∪{δ |∃Cs : (s,δ ,Cs, 0̄,s) ∈ T ∧Cs(x)}

Intuitively, c after σ returns the configuration reached from the configuration c by the
execution of the trace σ while out(c) contains the output actions that the system can
execute from the configuration c.

Definition 6. Let I,S be two UIOLTSs with the same set of actions L. We write I ioco S
if for all sequence of actions σ ∈ L∗ we have that out(I after σ) ⊆ out(S after σ).

Example 3. In figure 2 we show three UIOLTSs that model three possible implementa-
tions of our vending machine where, as before, we have removed trailing occurrences
of input actions and of δ transitions.

Let us consider first the implementation I1. In this case, the specification specifies
that after ?money the machine does not execute any output actions.

So, out(S after ?money) = {δ}. The implementation I1 indicates that the
machine can execute the output action !return after the input action ?money.
Therefore, out(I after ?money) = {!return}. Since, out(I after ?money) �⊆
out(S after ?money) we conclude that I1 ioco S does not hold.

If we consider the implementation I2 we can check that I2 ioco S because the re-
quested sets containment hold. In fact, this machine is very good, from the owner’s
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Fig. 2. Possible implementations of our vending machine

point of view, since it requests two coins for each of the items. Similarly, I3 ioco S, but
this is a bad implementation because it provides two packets of biscuits per each coin.
This shows the weakness in our framework of an implementation relation concentrating
only on the performed actions.

Our second implementation relation is also based on the ioco mechanism but we take
into account both the resources that the system has and the actions that the system can
execute. In order to define the new relation we need to redefine again the set out of
outputs. In this case, our set of outputs has two components: The output action that can
be executed and the set of resources that the system has. We also introduce an operator
to compare sets of pairs (output, resources).

Definition 7. Let M = (S,s0,L,T,U,V ) be a UIOLTS and c = (s, x̄) ∈ Con f (M) be a
configuration of M. Then

out′(c) = {(!o, ȳ) ∈ LO ×R
n
+|∃s1, z̄,C : (s, !o,C, z̄,s1) ∈ T ∧C(x)∧ ȳ = x̄− z̄}

∪{(δ , x̄)|∃Cs : (s,δ ,Cs, 0̄,s) ∈ T ∧Cs(x)}

Given two sets A = {(o1, ȳ1), . . . ,(on, ȳn)} and B = {(o1, x̄1), . . . ,(on, x̄n)}, we write
A � B if act(A) ⊆ act(B) and min(rec(A,o)) ≥ max(rec(B,o)), where Act(A) =
{a|(a, ȳ) ∈ A} and rec(A,o) = {r|(o,r) ∈ A}.

The set out′(c) contains those actions (outputs or quiescence) that can be performed
when the system is in configuration c as well as the set of resources obtained after their
performance. Next, we introduce our new implementation relation. We consider that
an implementation I is correct with respect to a specification S if the output actions
performed by the implementation in a state are a subset of those that can be performed
by the specification in this state and the set of resources of implementation I is better
than the set of resources in the specification.

Definition 8. Let I,S be two UIOLTSs with the same set of actions L. We write I iocor S
if for all sequence of actions σ ∈ L∗ we have that out′(I after σ)� out′(S after σ).
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Example 4. Let us consider the specification S given in Figure 1 and the implementation
I3 given in Figure 2. We have, according to the specification, that

out′(S after ?money?p biscuit) = {(!biscuit,(1,9,10)}

while, according to I3, we have that

out′(I after ?money?p biscuit) = {(!biscuit,(1,8,10)}

We can observe that the set of output actions is the same in both cases but the resources
of the implementation are smaller than the ones of the specification. Then, we conclude
that I3 iocor S does not hold.

4 Tests: Definition and Application

Essentially, a test is the description of the behavior of a tester in an experiment carried
out on an implementation under test. In this experiment, the tester serves as a kind of
artificial environment of the implementation. This tester can do four different things: It
can accept an output action started by the implementation, it can provide an input action
to the implementation, it can propose a exchange of resources, or it can observe the
absence of output actions, so that it can detect quiescence. When the tester receives an
output action it checks whether the action belongs to the set of expected ones (according
to its description); if the action does not belong to this set then the tester will produce a
fail signal. In addition, each state of a test saves information about the set of resources
that the tested system has if the test reaches this state.

In our framework, a test for a system is modeled by a UIOLTS, where its set of input
actions is the set of output actions of the specification and its set of output actions is the
set of input actions of the specification. Also, we include a new action θ that represents
the observation of quiescence. In order to be able to accept any output from the tested
agent, we consider that tests are input-enabled, since its inputs correspond to outputs of
the tested agent.

Definition 9. Let M = (S,s0,L,T,V ), with L = LI ∪LO∪{δ}. A test for M is a UIOLTS
t = (St ,st

0,L
t ,Tt ,V ) where

– St is the set of states where st
0 ∈ St is the initial state and there are two special states

called fail and pass with fail �= pass. We represent by res(s) the information
about resources saved in state s.

– Lt is the set of actions. L = LO ∪LI ∪{θ ,ξ} where
• LO is the set of inputs (these are outputs of M).
• LI is the set of outputs (these are inputs of M).
• θ is a special action that represents the detection of quiescence.
• ξ is an special action that represents the proposal of an exchange.

– Tt is the set of transitions. Each transition is a tuple (s,a, x̄,s1) where s is the
initial state, s1 is the final state, a ∈ LO ∪LI ∪{θ ,ξ} is the label of the transition
and x̄ ∈ R

n is the variation in the set of resources.



202 J.J. Pardo, M. Núñez, and M.C. Ruiz
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Fig. 3. Test for the vending machine.

We define configurations of a test in the same way that we defined them for UIOLTSs,
and we thus omit the definition. In Figure 3 we present a test for the system described
in Figure 1. Given an implementation I and a test t, running t with I is the parallel ex-
ecution of both taking into account the peculiarities of the special actions δ , θ and ξ .
Let c = (s, v̄) and c′ = (s′, v̄′) be configurations of I, and ct = (qt , v̄t) and c′t = (q′t , v̄′t)
be configurations of t. The rules for the composition operator, denoted by |!, are the
following

A)
c

(?a,x̄)−→ c′,ct
(!a,x̄)−→ c′t ,a ∈ Li

c|!ct
(a,x̄)−→ c′|!c′t

B)
c

(!a,x̄)−→ c′,ct
(?a,x̄)−→ c′t ,a ∈ LO

c|!ct
(a,x̄)−→ c′|!c′t

C)
c

δ−→ , ct
θ−→ c′t

c|!ct
θ−→ c|!c′t

D)
c

(ξ ,x̄)−→ c′,ct
(ξ ,−x̄)−→ c′t

c|!t (ξ ,x̄)−→ c′|!c′t

Definition 10. A test execution of the test t with an implementation I is a trace of i|!t
leading to one of the states pass or fail of t.

We say that an implementation I passes a test t if all test execution of t with I go to a
pass state of t.

Another definition for passing a test, considering the resources administered by the
system, is the following.

Definition 11. An implementation I passesr a test t if all test execution of t with I go
to a pass state s of t and the set x̄ of resources in the configuration of I is greater than
or equal to the set or resources rec(s) that the test says the implementation may have if
the test reaches the state s.

The final step is to prove that the application of a certain set of tests has the same
discriminatory power as the implementation relations previously defined. Due to space
limitations we cannot include this proof. The idea is to derive tests from specifications
using an adaption to our new framework of the algorithm given in [17].

5 Conclusions and Future Work

In this paper we have introduced a new formalism, called Utility Input Output Labeled
Transition Systems, to specify the behavior of e-commerce agents taking part in a multi-
agent system. We have also defined a testing methodology, based in this formalism, to
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test whether an implementation of a specified agent behaves as the specification says
that it behaves. In this theory we have defined two different implementation relations
and a notion of test.

This paper is the first step in a long road that we expect to continue in the future.
We currently focus on two research lines. The first one is based on theoretical aspects
and we would like to extend our formalism in order to specify the behavior of agents
that are influenced by the passing of time. The second line is more practical since we
would like to apply our formalism to real complex agents. In this line, we have already
developed a prototype tool that allows us to do automatic generation of tests, but we
have to stress test the tool to check how it scales.
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Abstract. The conceptual world of AI is inhabited by a number of epistemic
puzzles whose role is to provide a test harness environment for various methods
and algorithms. In our paper we focus on those puzzles in which agents either
collaborate or compete with one another in order to adopt their epistemological
situations to their environment. Our goal is to devise a formal model for epistemic
interactions and a family of reasoning mechanisms that would solve those puz-
zles. Once specified in the abstract manner, they are implemented in the Prolog
environment.

Keywords: knowledge representation, ontology, epistemic change.

1 Introduction

The conceptual world of Artificial Intelligence (AI) is inhabited by a number of epis-
temic puzzles whose role is provide a test harness environment for various methods and
algorithms. In our paper we will focus on those puzzles in which agents either collab-
orate or compete with one another in order to adopt their epistemological situations to
their environment. In the puzzles at stake they exhibit certain behaviours by means of
which they attempt to reach certain epistemic goals. Here is an exemplary list of such
puzzles: the hats puzzle ([2]), the wisemen puzzle ([8]), Mr Sum and Mr Product puz-
zle ([8]), the muddy children puzzle ([1]). Our goal is to devise a family of reasoning
mechanisms that would solve the puzzles. Once specified in the abstract manner, they
will be implemented in the Prolog environment. As a working example we will use a
well-known hats puzzle:

Three people Adam, Ben and Clark sit in a row in such a way that Adam can
see Ben and Clark, Ben can see Clark and Clark cannot see anybody. They are
shown five hats, three of which are red and two are black. The light goes off
and each of them receives one of the hats on his head. When the light is back
on they are asked whether they know what the colours of their hats are. Adam
answers that he doesn’t know. Then Ben answers that he doesn’t know either.
Finally Clark says that he knows the colour of his hat. What colour is Clark’s
hat?

John McCarthy in [7] points out that AI methods of solving problems suffer unbalance
between their two parts: epistemological and heuristic. The first one is a representation

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 205–216.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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of the world which enables one to solve problems while the second one is a mechanism
of finding solutions. McCarthy notes that most of the work is devoted to heuristic part.

In this paper we will pick up the task of developing the epistemological part of in-
telligence. Accepting the tenets of the Knowledge Representation paradigm, we believe
that developing a general formal model of agents’ epistemologies will provide a firm
and universal basis for the algorithms we are up to.

In section 2 a general model of epistemic interactions is introduced and described.
In section 3 we present an implementation of our model in Prolog. Then in section 4 a
comparison of our model with other frameworks is given. At the end we discuss some
directions of evolution of our model and its applications.

2 Towards a General Model of Epistemic Interactions

Our model of epistemic interactions has two components: ontological and epistemo-
logical. The ontological part represents, in rather rough and ready way, the world our
knowledge concerns. The epistemological part of the model represents the phenomenon
of knowledge in its static and dynamic aspects.

We start to discuss the ontological component of the model with an analysis of the
notion of “situation”. A belief, as an intentional entity, refers to an external chunk of
reality, which we call a situation (or state of affairs). So when I believe that Warsaw is
the capital of Poland then this belief of mine concerns the situation that Warsaw is the
capital of Poland, which situation is somehow part of the real world. In a general, the
situation at stake may have any ontic structure. Thus, there are situations “in which” cer-
tain objects possess certain properties, situations “in which” certain objects participate
in certain relations or processes, etc.

Let ElemSit be a set of elementary ontic (possible) situations. Briefly speaking, a
situation is elementary if no situation is part of it. For instance that Adam has a red hat
would be an elementary situation and that both Adam and Ben have red hats would not
be an elementary situation.

In the set ElemSit we define the relation of compossibility. Intuitively, x ‖ y means
that a situation x may co-occur with situation y.1 For example, if x = that Adam has a
red hat, y = that Ben has a red hat and z = that Adam has a white hat, then x ‖ y, y ‖ z
and x ∦ z. For obvious reasons, the relation ‖ is reflexive and symmetric in ElemSit,
but is not transitive.

In what follows we will mainly deal with non-elementary situations (situations, for
short), which will be represented as sets of elementary situations. We use the notion of
situation instead of the notion of elementary situation because a lot of our beliefs do
not concern elementary situations. Let ∅ /∈ Sit ⊆ ℘(ElemSit) be a set of (possible)
ontic situations.2 In our example, that both Adam and Ben have red hats might be repre-

1 It is our intention that the meaning of “may” remains within the domain of ontology. In other
words, if x ∦ y, then x cannot co-occur with y because of some ontological principle, where
ontology is understood broadly enough to include laws of logic. However, the concept of ontol-
ogy used here has more to do with the engineering understanding than with the philosophical
tradition (see, for instance, [5]). So, effectively, relation ‖ is relative to an ontology.

2 As before, the specific content of Sit is determined by the ontology presupposed in a given
domain (or puzzle).
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sented as the set {x, y} ∈ Sit. Given our understanding of the relation ‖, the following
condition is the case:

X ∈ Sit → ∀y, z ∈ Xy ‖ z. (1)

We do not accept the opposite implication because we do not want to commit our model
to such entities as the situation that Warsaw is the capital of Poland and π is an irrational
number.

We can now define the notion of possible world:

X ∈ PossWorld � X ∈ Sit ∧ ∀Y (X ⊂ Y → Y /∈ Sit). (2)

Let Agent be a set of epistemic agents, i.e. those agents that are capable of having
beliefs and T ime = (t1, t2, . . . ) be a sequence of moments. The actual epistemic
state of an agent at a given moment will be representeded by a subset of PossWorld:
epist(a, tn) ⊆ PossWorld. Any such state collectively, so to speak, represents both
the agent’s knowledge and his or her ignorance. Due to its actual epistemic state, which
is represented by a set epist(a, tn), and for every X ∈ Sit, agent a may be described
(at tn) according to the following three aspects:3

Definition 1. Agent a knows at moment tn that situation X holds (written: Ka,tn(X))
iff X ⊆

⋂
epist(a, tn).

Definition 2. Agent a knows at moment tn that situation X does not hold (written:
Ka,tn(X)) iff X ∩ (

⋃
epist(a, tn)) = ∅.

Definition 3. Agent a does not have any knowledge at moment tn about situation X iff
¬Ka,tn(X) ∧ ¬Ka,tn(X).

However, the puzzles we are dealing with do not presuppose that we know the actual
epistemic state of a given agent. Thus, we extend the notion of actual epistemic state to
the notion of possible epistemic state. A possible epistemic state of an agent represents
a body of knowledge (resp. of ignorance) that the agent may exhibit given the ontic sit-
uation and epistemic capabilities of this agent. In our case, the possible epistemic states
are determined by the relation of seeing (perceiving), other agents’ announcements, and
the agent’s deductive capabilities.

A possible epistemic state of an agent at a given moment will be represented by
the set episti(a, tn) ⊆ PossWorld. One of the possible epistemic states is the actual
epistemic state, i.e. there exists i such that epist(a, tn) = episti(a, tn). As before (for
Y ∈ Sit), an agent may be described (at tn) according to the following three aspects:

Definition 4. Agent a knows in a possible epistemic state X = episti(a, tn) that (on-
tic) situation Y holds (written : KX(Y )) iff Y ⊆

⋂
X.

Definition 5. Agent a knows in a possible epistemic state X = episti(a, tn) that (on-
tic) situation Y does not hold (written : KX(Y )) iff Y ∩ (

⋃
X) = ∅.

3 The definitions, and their extensions 4, 5, and 6 below, presuppose that the set Sit is closed
under intersections: X, Y ∈ Sit ∧ X ∩ Y �= ∅ → X ∩ Y ∈ Sit.
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Definition 6. Agent a does not have any knowledge in a possible epistemic state X =
episti(a, tn) about ontic situation Y iff ¬KX(Y ) ∧ ¬KX(Y ).

We will use later the following auxiliary notions: Epist(a, tn) – a set of all possible
epistemic states of agent a at tn, Epist(tn) – a set of sets of possible epistemic states
of all agents at tn, Epist – a set of sets of all possible epistemic states of all agents
(from Agent) at all moments (from T ime).

When a ∈ Agent, then “∼a” will represent the relation of epistemological indis-
cerniblity, which we treat as an equivalence relation. In general, the epistemological
indiscernibility covers a number of epistemic constraints of agents. For example:

– (Because Adam does not see his head), he does not discern the situation in which
he has a red hat from the situation in which has a white hat,

– (Because of his daltonism), Ben does not discern the situation in which the traffic
signal is red from the situation in which the traffic signal is green,

– (Because of the thermostat’s failure), the central heating system does not “discern”
the situation in which the temperature in this room is higher than 285 K from the
situation in which the temperature is higher than 290 K.

As usual, the relation ∼a may be defined by means of the set of equivalence classes in
PossWorld.

In a special case, the relation of epistemological indiscerniblity depends on the
knowledge obtained thanks to the behaviour of an agent. For example, if Adam says
that he does not know what hat he has, then this utterance may lead Ben and Clark
(because of their current epistemic state) to the discernment between the situation that
Adam has a red hat and they have white ones and all other (relevant) situations.

The relation of epistemological indiscerniblity is, as the notion of knowledge itself,
relative to time: ∼a,tn is the relation of epistemological indiscerniblity for agent a at
time tn.

It is assumed in our approach that possible epistemic states coincide with the
abstraction classes of the epistemological indiscerniblity relation:

Epist(a, tn) = PossWorld/ ∼a,tn (3)

We assume that all changes of epistemic states are caused by the behaviours of the
agents—in particular by their utterances, by means of which they expose their (current)
epistemic states—and not by their inference processes.

We will now define a number of rules that govern the dynamics of epistemic states.
In the hats puzzle the only rule that sets the epistemic states in motion is the following
one: if agent a (says that) he or she does not know that X holds and in an epistemic
state episti(a, tn) a knows that X holds, then after the aforementioned utterance that
state (i.e. episti(a, tn)) is effectively impossible, i.e. we remove its elements from all
possible epistemic states of all agents. Formally,

Rule 1. If (a says that) ¬Ka,tn(X) and Y ∈ Epist(a, tn) and KY (X), then for every
a′ ∈ Agent, Epist(a′, tn+1) = δ0(Epist(a′, tn), Y ), where
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Definition 7. δ0 maps Epist ×
⋃⋃

Epist into Epist and satisfies the following con-
dition:

δ0(Epist(a, tn), X) =

⎧⎪⎪⎨
⎪⎪⎩

Epist(a, tn)\{X}, if X ∈ Epist(a, tn),
(Epist(a, tn)\{Z}) ∪ {Z\X} if Z ∈ Epist(a, tn)

and X ∩ Z �= ∅
Epist(a, tn) otherwise.

In our conceptual framework we may also define other rules:

Rule 2. If (a says that) Ka,tn(X) and Y ∈ Epist(a, tn) and ¬KY (X), then for every
a′ ∈ Agent, Epist(a′, tn+1) = δ0(Epist(a′, tn), Y ).

Rule 3. If (a says that) ¬Ka,tn(X) and Y ∈ Epist(a, tn) and KY (X), then for every
a′ ∈ Agent, Epist(a′, tn+1) = δ0(Epist(a′, tn), Y ).

Rule 4. If (a says that) Ka,tn(X) and Y ∈ Epist(a, tn) and ¬KY (X), then for every
a′ ∈ Agent, Epist(a′, tn+1) = δ0(Epist(a′, tn), Y ).

As one can easily appreciate, these rules presuppose certain degree of rationality of
epistemic agents. The rationality manifests itself in the fact that the epistemic condition
of those agents, or rather their utterances about their condition, accords with their epis-
temic states (cf. 4, 5 and 6). Moreover, the rules presuppose that the agents are infallible
and (epistemologically) sincere.

If we weaken those assumptions, we may arrive at another notion of rationality.
Namely, we assume now that our agents are infallible and (epistemologically) sincere.
We do not however assume that the agents’ utterances are based on their knowledge of
(their) epistemic states. Then when agent a says that:

– he or she knows that X holds, then we remove from every epistemic state of every
agents all the possible situations that do not belong to X ,

– he or she knows that X does not hold, then we remove from every epistemic state
of every agents all the possible situations that belong to X .

Formally,

Rule 5. If (a says that) Ka,tn(X), then for every a′ ∈ Agent, Epist(a′, tn+1) =
δ1(Epist(a′, tn), X).

Rule 6. If (a says that) Ka,tn(X), then for every a′ ∈ Agent, Epist(a′, tn+1) =
δ2(Epist(a′, tn), X), where

Definition 8. δ1 maps Epist ×
⋃⋃

Epist into Epist and satisfies the following
condition:

δ1(Epist(a, tn), X) =
{

(Epist(a, tn)\{Z}) ∪ {Z ∩ X}) if Z ∈ Epist(a, tn),
Epist(a, tn) otherwise.

Definition 9. δ2 maps Epist ×
⋃⋃

Epist into Epist and satisfies the following
condition:

δ2(Epist(a, tn), X) =
{

(Epist(a, tn)\{Z}) ∪ {Z\X}) if Z ∈ Epist(a, tn),
Epist(a, tn) otherwise.



210 P. Garbacz et al.

It seems that the factors that trigger the process of epistemic change are of two kinds:
ontological and epistemological. Consider rule 2 once more. The ontological condition
of this rule is the fact that agent a says that he or she knows that a certain ontic sit-
uation holds (i.e. that Ka,tn(X)). On the other hand, the epistemological condition is
his or her epistemic state (Y ∈ Epist(a, tn)) in which the agent cannot know that this
situation holds (¬KY (X)). We may represent the epistemological conditions of rules
for epistemic changes by means of the notion of epistemic state. However, in order to
account for the ontological conditions, we distinguish in the set ℘(ElemSit) a subset
AgentBeh that collects types (here: sets) of ontic situations that are those conditions.
An example of such type may be a set of situations in which agents say that they do
not know what hats they have. In general, those conditions may be classified as agents’
behaviours, which include also such “behaviours” as being silent (cf. the wisemen puz-
zle). It is worth noting that, as rules 5 and 6 attest, a rule might not have epistemological
conditions.

Let a ∈ Agent. A rule for epistemic change ρ is either

1. a mapping ρ :
⋃

Epist × AgentBeh ×
⋃

Epist →
⋃

Epist (this condition con-
cerns rules with epistemological conditions) or

2. a mapping ρ :
⋃

Epist × AgentBeh →
⋃

Epist (this condition concerns rules
without epistemological conditions).

It should be obvious that

1. if ρ(X, Y, Z) = V and X, Y ∈ Epist(tn), then V ∈ Epist(tn+1) (for rules with
epistemological conditions),

2. if ρ(X, Y ) = V i X ∈ Epist(tn), to V ∈ Epist(tn+1) (for rules without episte-
mological conditions).

The set of all such rules will be denoted by “Rule”. For the sake of brevity, from now
on we will consider only rules with epistemological conditions.

Note that all our examples of rules (i.e. rules 1, 2, 3, 4, 5, and 6) actually define
multi-agent interactions. Making an utterance of a specific kind, which is described
by the relevant ontological trigger of each rules, an agent reveals his or her epistemic
condition to other agents who update their own epistemic conditions accordingly. Then,
in a sense, our rules describe mutli-agent epistemic actions.

Summarizing, we suggest that one should base his or her solution to a puzzle at
stake on such dynamic model of knowledge. In order to obtain the solution, one needs
the following input data:

– set Sit,
– temporal sequence T ime = (tn),
– set of epistemic agents Agent,
– set of sets of epistemic states of any such agent at the initial moment t1: Epist1 =

{Epist(a, t1) : a ∈ Agent},
– function dist : T ime → ℘(ElemSit).

Our function dist is to distribute the agents’ behaviours over the set of moments. The
behaviours may or may not belong to the elements of AgentBeh. When “nothing
happens”, the value of dist is equal to the empty set.
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The evolution of sets of epistemic states is triggered by the ontological conditions,
which are determined by function dist, according to the accepted rules of epistemic
change. This implies that the following condition holds4:

∃ρ ∈ Rule ∃X ∈ AgentBeh (4)

[ρ(Epist(a, tn), X, Epist(a′, tn)) = Z ∧ dist(tn) ∩ X �= ∅] → Epist(a, tn+1) = Z.

We also assume that epistemological states change only when a certain rule is triggered:

Epist(a, tn+1) �= Epist(a, tn) ≡ (5)

∃ρ ∈ Rule∃X ∈ AgentBeh∃Y ∈
⋃

Epist[ρ(Epist(a, tn), X, Y ) = Epist(a, tn+1)].

Of course, it might happen that a rule ρ is triggered vacuously, i.e. for certain a, tn, X ,
and Y , it is the case that ρ(Epist(a, tn), X, Y ) = Epist(a, tn).

After applying the last rule, say at moment tk (k ≤ n), we will reach one of the
four possible outcomes: (1) in every epistemic state at moment tk agent a knows that
situation X holds (or does not hold), (2) in one epistemic state at moment tk agent
a knows that situation X holds (or does not hold) and in another epistemic state he
or she does not know that, (3) in no epistemic state at moment tk agent a knows that
situation X holds (or does not hold) and (4) set Epist(a, tn+1) is empty. Only the first
case represents the situation in which we (or any other agent, for that matter) are in a
position to solve the puzzle at stake. On the other hand, the last situation implies that
the puzzle was inconsistent.

The conceptual model, which supports automatic resolutions of a broad class of puz-
zles, may be seen as a dynamic epistemological model. In general, it is a triple 〈Sit,
T ime, Epist〉, which is uniquely determined by the initial assumptions represented by
the quadruple 〈Sit, Epist1, dist, Rule〉.

3 Implementation in Prolog

The presented model can be implemented as a program in Prolog in a straightforward
way.5 The user has to introduce the set of parameters: the list of agents, possible values
of the attributes (number and colours of hats) and a specification of the perception
relation (cf. sees relation). On that basis, the initial set of sets of possible epistemic
states for all agents is computed. The crucial issue for the puzzle is to find out when
an agent knows the colour of his hat and how information about that fact changes other
agents epistemic states. We use definition 4 and rule 1 of our model. Definition 4, in
the case of the hats puzzle, takes the form of the predicate knows_his/3 finding all
possible epistemic states in which the agent knows the colour of his hat, defined below.

4 For the sake of simplicity, we assume that function dist does not trigger more than one rule at
a time, i.e. we assume that: [ρ(X1, Y1, Z1) = V1 ∧ dist(tn) ∩ Y1 �= ∅] ∧ [ρ(X2, Y2, Z2) =
V2 ∧ dist(tn) ∩ Y2 �= ∅] → V1 = V2.

5 We present that elements of the program which directly corespond with our model of knowl-
edge ommitting purely technical parts. Full text avialable at http://l3g. Program was tested
using SWI-Prolog (ver. 5.6.61).



212 P. Garbacz et al.

knows_his(_,[],[]).
knows_his(A,[H|T1],[H|T2]):-
unique_in_partition(A,H), !,
knows_his(A,T1,T2).

knows_his(A,[_|T1],T2):-
knows_his(A,T1,T2).

unique_in_partition(Agent,Situations):-
intersection(Situations,Knowledge),
member((Agent,_),Knowledge).

Rule 1 is represented by the predicate change/4, in which the function δ0 defined by
the predicate delta/3 is applied to all epistemic states of all agents.

delta([],_,[]).
delta([X|T1],X,T2):-
delta(T1,X,T2), !.

delta([H1|T1],X,[H2|T2]):-
intersection(H1,X,I), I\=[],
subtract(H1,X,H2),
delta(T1,X,T2), !.

delta([H|T1],X,[H|T2]):-
delta(T1,X,T2).

For example, if one introduces the parameters by the following predicates’ definitions:

colour(red, 3).
colour(white, 2).
agents([Adam,Ben,Clark]).
sees(Adam,Ben).
sees(Adam,Clark).
sees(Ben,Clark).

and ask the following query:

?- all_agents_i_p_s(L), change(not_knows,Adam,L,M),
change(not_knows,Ben,M,N),get_result(Clark,N,HatList).

the program gives the answer:

HatList = [red]

The presented model can be applied to a wide range of puzzles concerning knowledge.
Just by changing parameters of the program one can solve the hats puzzle with any
number of agents and different perception relations. Two of the special cases here are
known from literature puzzles: three wise men and muddy children. With minor changes
the program can be also applied to the puzzle Mr P. and Mr S. and some puzzles about
knights and knaves presented by R. Smullyan.
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4 Comparison with Other Approaches

Knowledge is formally studied in the following frameworks:

(DEL) Dynamic Epistemic Logic
(EBA) Event-Based Approach
(SC) Situation Calculus

DEL has two components, Kripke epistemic structures and dynamic epistemic logic
languages to make assertions about them. Kripke structures considered here are of the
form K = 〈S, Agent, ∼〉, where S is a set of situations (or possible worlds), Agent
is a set of rational agents and ∼ is a function assigning a set of pairs of situations
about which it is said that they are indiscernible to every element of Agent. Usually ∼a

are assumed to be equivalence relations. In this approach, knowledge is not expressed
directly in K structures, but syntactically, by formulas with modal operator of epistemic
logic of the form Kaϕ— agent a knows that ϕ [15,6]. The satisfaction condition for the
knowledge formulas in model M = 〈K, v〉 (where K is the described structure and v is
a standard valuation function) and for s ∈ S is the following:

M, s |= Kaϕ ⇐⇒ ∀s′ ∈ S (s ∼a s′ =⇒ M, s′ |= ϕ)

It says that the formula “agent a knows that ϕ” is true in situation s (of M) if and only
if for all situations which are indiscernible (for agent a) with s, ϕ is true.

Model of knowledge proposed by “pure” epistemic logic is static, i.e. does not allow
for representing a change of agent’s knowledge. In order to make it dynamic, dynamic
epistemic logics have been created [14]. An example of such logic is a public announce-
ment logic ([11,4]) which is built by adding to the language of epistemic logic a new
operator which enables to express formulas of the form “[ϕ]ψ”, which are read “after it
was publicly and truthfully announced that ϕ, it is the case that ψ. That formula has the
following satisfaction condition in M:

M, s |= [ϕ]ψ ⇐⇒ M, s |= ϕ =⇒ Mϕ, s |= ψ

where Mϕ = 〈S′, A, ∼′, v′〉 is characterized by the following conditions:

– S′ = {s ∈ S : M, s |= ϕ},
– for every a ∈ Agent, ∼′

a=∼a ∩(S′ × S′)
– and for every p ∈ Atm, v′(p) = v(p) ∩ S′.

The second approach, EBA, called the event-based approach [3], is more typical for
game theory and mathematical economics. Instead of Kripke structures the following
structures are in use here: 〈S, Agent, P 〉, where S and Agent are, similarly as in Kripke
structures, a set of situations and a set of agents respectively and P is a set of partitions
of S for every agent from Agent. The event-based approach focuses only on events
(and sometimes states of affairs), which are represented by sets of situations. It is said
in the approach that event X takes place in situation s if and only if s ∈ X.

Knowledge in this approach (cf. [3, Section 2.5]) is modeled by a function Ka :
2S −→ 2S defined as follows Ka(X) = {s ∈ S : Pa(s) ⊆ X}, where
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– Pa is partition of S for agent a and Pa(s) is a cell of the partition Pa to which s
belongs

– X is an event or state of affairs.

Thus Ka(X) is a set of situations in which agent a knows that event X occurs. It can
be said that a knows that X in situation s if and only if X holds at every situation
s′ ∈ Pa(s).

In [10] we can find another definition of knowledge which is understood as a union
of set Ka(X) and set Ka(X) = {s ∈ S : Pa(s)∩X = ∅}. Ka(X) is a set of situations
in which a knows that X does not occur.

There is an evident correspondence between the structures of EBA and Kripke struc-
tures. Every partition Pa can be defined in an obvious way by the indiscernibility
relation ∼a and vice versa by definition:

s ∼a s′ ⇐⇒ Pa(s) = Pa(s′)

In SC [12], knowledge is modeled as a fluent, i.e. a predicate or a function whose truth
value may vary. In [9,13] a fluent Knows(P, s) (P is known in situation s) is defined
as follows:

Knows(P, s) ⇐⇒ ∀s′(K(s, s′) =⇒ P (s′))

where K is accessibility relation between situations. In the scope of this approach, the
following issues are considered:

– which actions are knowledge-producing actions and which are not,
– under which conditions carrying out a knowledge-producing action in some situa-

tion leads to the successor situation in which something is known (General Positive
Effect Axioms for Knowledge) or is not known (General Negative Effect Axioms
for Knowledge),

– successor state axiom combining General Positive and Negative Effect Axioms for
Knowledge, completeness assumption (i.e. an assumption that General Positive and
Negative Effect Axioms for Knowledge characterize all the conditions under which
an action leads to knowing or not knowing) and unique name axioms,

– frame problem (typically solved by successor state axioms),
– question of knowledge persistence.

Our model share many intuitions which lie behind the frameworks shortly described
above and at the same time is distinct form each of them in some aspects. Below we
shortly describe some similarities and differences.

– In our approach a set of possible situations (or worlds) is defined, whereas in all
listed above frameworks it is taken to be primitive. Possible situation/world in our
model is a maximal set of elementary ontic (possible) situations.

– The concept of event/state of affair X in EBA and PAL, for X ∈ Sit, corresponds
to the set: XPW = {Y ∈ PossWorld : X ∩ Y �= ∅}

– For fixed time tn, Epist(a, tn) and episti(a, tn) correspond to partition Pa and to
some cell of Pa in EBA respectively.

– Indiscernibility relations in PAL and in our model are isomorphic
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– Correspondence between the concept of knowledge in our model and in EBA (in
static aspect, i.e. without taking into account the interaction between agents) is
established by the formula:

Kepisti(a,tn)(X) ⇐⇒ episti(a, tn) ⊆ Ka(XPW )

Kepisti(a,tn)(X) ⇐⇒ episti(a, tn) ⊆ Ka(XPW )

– In contrast to PAL in our model we do not have a distinction between a structure
and a language in which the assertions about the structure are made. In our model
we express all kinds of intuitions in one framework.

– The concepts of knowledge in our model and in PAL are similar. Having in mind
the satisfaction condition for knowledge operator in PAL we can define knowledge
in our model in PAL-like style

Kepisti(a,tn)(X) ⇐⇒ ∀Y ∈ PossWorld (Y ∈ episti(a, tn) =⇒ Y ∈ XPW )

Kepisti(a,tn)(X) ⇐⇒ ∀Y ∈ PossWorld (Y ∈ episti(a, tn) =⇒ Y �∈ XPW )

– The idea of reducing the agent’s ignorance by making proper changes in the sets
of indiscernible situations as a result of receiving new information is shared by
PAL and our model. However, what makes a difference is the generality of our
approach. In our model we consider many kinds of ontological and epistemological
factors that trigger the process of epistemic change, whereas in PAL we just have
announcements as triggers.

– We share with SC the interest in the issues which were listed above. In our model
we have the condition of knowledge persistence (see formula 5) and our rules imi-
tate the General Positive Effect Axioms for Knowledge. Our concept of (maximal)
situation is very similar to McCarthy’s view on situations as snapshots and is far
different from Reiter’s situation as a sequence of actions.

5 Further Work

Our plan for future work includes:

– Development of our model of epistemic interactions by incorporating more so-
phisticated phenomena such as: shared and common knowledge or non-verbal be-
havior. Another line of development would take into account more features of the
real-world knowledge. For example, the relation of indiscernability, in most of the
realistic scenarios, is not transitive.

– Investigating computational properties of our model when applied in more complex
epistemic situations.

– More detailed work concerning the relation of our model to other frameworks
dealing with knowledge.
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Abstract. The autonomy of a multiagent system in relation to external envi-
ronment can be greatly extended thorough the incorporation of a language 
emergence mechanism. In such a system the population of agents autonomously 
learn, adapt and optimize their semantics to the available mechanisms of per-
ception and the external environment, i.e. it dynamically adapts the used lan-
guage to suit the shape of external world, assumed perception mechanism and 
intra-population interactions. For instance, used symbols should denote only the 
directly available states of the external world, as otherwise the symbols have no 
meaning to the agents. Further, the incorporated language sign, denoting certain 
meaning, representation can be adapted to suit the demands of communication, 
e.g. by lowering the energy utilization – shorter signs should denote more fre-
quent symbols. Additionally, the proposed approach to language emergence is 
applied in the area of tagging systems, where it helps to solve and automate 
several problems.  

Keywords: symbol grounding, meaning development, autonomous agent. 

1   Introduction 

Communication is a necessity in a highly distributed systems, as the lack of central 
coordination processes demands intensive interaction between individuals. In most 
cases the process of communication is treated as a purely symbolic task, i.e. narrowed 
to just simple symbol exchange and/or manipulation. However, the importance of 
grounding the language symbols in agent perception is commonly neglected and the 
meaning of language symbols is externally imposed. This seems natural for systems 
that require direct human-computer interaction, whilst in the opposite cases such 
assumption seems to be against the common sense. Simply because the nature of 
individuals and their perception apparatus is often different from the one that humans 
use and therefore external imposing conceptualization can lead to many problems. 
Further, the issue of symbol grounding is crucial for highly autonomous systems, i.e. 
the multiagent systems. Such a system consists of numerous highly autonomous enti-
ties, where the autonomy of an individual should be present both in the area of agent's 
inner organization and both in the area of agent's language competence. Harnad in [1] 
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proposed an idea, rather a simple mechanism of grounding, i.e. reaching the coupling 
between the real world experience and the language symbols, that was further applied 
by Vogt in [7] allowing agents to reference the incorporated language symbols with 
certain real world perceptions. As Luciano Floridi has stated “the grounding problem 
is the most important problem in the philosophy of information”. 

In the case of highly autonomous multiagent systems the problem of aligning the 
meaning of language symbols in a group of agents is of even greater importance, i.e. 
semiosis - process of shaping the meaning of language symbols in a given population. 
The term semiosis, as introduced by C.S. Pierce, describes the process that interprets 
signs as referring to their real world objects. Further, as noted by de Saussure (See 
[9]), the meaning of a symbol in a given population results from a certain convention 
and is a result of a common agreement. Roy Harris states that "The essential feature 
of Saussure's linguistic sign is that, being intrinsically arbitrary, it can be identified 
only by contrast with coexisting signs of the same nature, which together constitute a 
structured system". As such the language is strictly correlated with the process of 
conceptualization (See [13]) that depends on the environment, empirical experience, 
and internal organization of an individual. Moreover, a sign cannot function until the 
audience distinguishes it, as it only then triggers the cognitive activity to interpret the 
data input and so to convert it into meaningful information: "A sign is not a link be-
tween a thing and a name, but between a concept and a sound pattern". It should be 
underlined that the problem of semiosis is a multidisciplinary problem that has its 
origins in the study of human language acquisition and it seems to be neglected in the 
area of technical science. 

This paper is organized as follows: in the following chapter the basic notions, such 
as: agent, environment, object, index and label, are defined and briefly described. 
Next, the problem of aligning the meaning of symbols is presented and decomposed 
to three basic sub problems. All pinpointed situations are further sketched, modelled 
and discussed in the context of possible application area, i.e. applying the proposed 
mechanism in tagging systems. Further, short summary with future research plans is 
presented.  

2   Objects, Indexes and Labels  

It is assumed that the multiagent system is located in a given dynamic environment, 
external to the system. The environment is treated as a collection of individually iden-
tifiable objects, where each object is represented by a unique “id” number that is prior 
known to the agents. In particular, the set of all objects is denoted as 
O={id1,,id2,,...,idN,}. Further, it is assumed that the set of all objects is finite and static. 
The environment is dynamic as at any given time point the object is in a certain state, 
can be ascribed by representing a certain property, and these property-object relation 
change over time. Nevertheless, the precise determination of object's state may be 
impossible even for the system itself, this is a crucial and fundamental assumption to 
the introduced approach. It allows to describe the state of the external world by the 
means of properties, that are reflected by the existing objects.   

Proposed mechanisms of aligning the meaning of symbols can be incorporated in a 
wide range of real world systems in order to improve their operability. Most of the 
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application areas are rather obvious and straightforward, as they are a direct conse-
quence of the introduced formalism, i.e. smart sensors, sensor networks, robotics, etc. 
However, the application in tagging systems seems to be very promising (See [10] 
and [11]). Further, due to their current popularity and great usefulness we will adopt it 
and use as an example throughout this paper. In particular, the focus will be on sys-
tems that allow the users to append certain symbols to objects existing in the system, 
i.e. based on their strictly private and autonomous decisions. Each such act of label-
ling, or tagging, can be perceived as a language symbol utterance. It is a common 
situation in nowadays systems that the assigned tag is adequate only to a certain ob-
ject by the means of external user, as a consequence all tags are just purely symbolic 
to the system itself, i.e. their meaning is intrinsic to the system. Introduction of the 
mechanisms from SGP (symbol grounding problem) could provide a really useful tool 
for automating several tasks. In the tagging system metaphor the set of objects O 
should be understood as a set of elements that exist in the system, i.e. the subject.  

2.1   The Agent  

The agent is an autonomous entity that is capable of performing individual observa-
tions on the given environment and can communicate with other agents. It is also 
competent of differentiating objects in the environment from the  background [8] and 
determining their current state. Through the empirical interaction with the environ-
ment the agent collects sensory data, that are further available to its internal processes. 
However, in order to prevent agent's sensory overload, the collected data should be 
filtered and only the salient ones should receive full cognitive attention. As such the 
inner representation of observation should be based on a simplified model of the real 
world, i.e. allowing the ranking of data elements in terms of their significance and 
filtering out the irrelevant ones. Each observation is made upon a single object and is 
further represented by an internal index I(idj) (See point 2.2), i.e. the filtering mecha-
nism. This mechanism is strictly dependant on agent's perception capabilities, i.e. 
defined by the set of available sensors, the external environment and the assumed 
intrinsic model. In short, the agent formulates an internal projection of the objects 
ideal state on it's perception space. 

Secondly, each agent is capable of uttering a language symbol L={L1,L2,...,LW}. 
Each symbol describes a certain aspect of the current state of the environment (See 
point 2.3) observed by the agent. Resultant the agent can attribute a label (language 
symbol) to the observed state of a given object in the environment (internal index). 
Moreover, the agent based on the internal representation is able to categorise the cur-
rent state of an object to one of already known and differentiated labels or can further 
create a new label and therefore expand the set of used language symbols.  

Third, the relation S between label L and internal index I forms (See point 2.4) 
agent's model of understanding of L. Generally, all such models assemble to form 
agent's embodied ontology, that represents agent's autonomous and individual under-
standing of available language symbols. What is crucial in this approach is the fact, 
that the meaning is coded on the very basic level of empirical experience of the envi-
ronment, as it reflects agent's direct perception. Moreover, this triadic relation (See 
Figure 3) defines the very fundamental conceptualization that can be perceived as a 
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certain form of embodied ontology, i.e. the direct connection between internal  
meaning and the real world. 

2.2   Index 

As stated, it is assumed that there exists a certain mechanism that applied on the ob-
ject o is able to create an internal representation of its current state. This process can 
be perceived as an act of observation, where an individual is determining, through an 
array of sensors, the surrounding environment. For the sake of this paper the notion of 
index will be further used to describe this resultant internal representation.  

Index can be perceived as an internal representation of an element, existing in the 
system, that captures its individual aspects and characteristic features. As the direct 
manipulation on the object can be hard and even impossible, it allows automatic and 
convenient way of manipulating the objects. Moreover, it defines the perceptual space 
of the system.   

 

Fig. 1. Perception 

Three basic cases of index types are discussed:  

Case 1. Binary vector   

I(idj)=<I(idj)
1, I(idj)

2, ..., I(idj)
K> element of the set {0,1}K=Is.  

Represents the simplest type of observation in which a certain sensor might be acti-
vate(1) or inactive(0). As such the object state is denoted by a binary vector that can 
be further processed through the internal processes. This case is treated as the basic 
one throughout this paper.  

Case 2. Fuzzy vector   

I(idj)=<I(idj)
1, I(idj)

2, ..., I(idj)
K> element of the set [0,1]K=If.  

Represents the general case, assuming that the sensor has a certain intensity of the 
percept, i.e. 0 is total inactive state, 1 total active state and value between 0 and 1 are 
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the intensity. As such the state of the external object is denoted as a fuzzy vector that 
can be further used in the internal processes. 

Case 3. Set of terms   

I(idj) is a subset of the set of terms T={T1, T2, ..., TL}=IT. 

Represents a certain mixture of the earlier cases, where there are numerous sensors 
available to the agent and still only few are activated at the same time. In such a case 
the vector representation is inappropriate, as only few coordinates are non-zero, whilst 
the majority can be neglected. Therefore it is much more convenient to only denote 
the non-zero coordinates as a certain elements Tk from the set of all coordinates T. 

In tagging systems each object is present in the system, for instance it can be a pic-
ture, a short note, an article, etc. Further, each object is automatically processed by an 
indexing mechanism and it's state is projected from the real world object onto the 
agent's perceptual space. Depending on the type of objects this mechanism can  
be rather simple and straightforward, or very complex and multidimensional. The 
resultant vector, defined as an element of the perceptual space, is treated as the inner 
representation of the object – index.   

2.3   Labels 

A label Lk(idj) is a language symbol that can be uttered by an agent. It is assumed that 
there is a finite and static set of all possible language symbols L={L1, L2, ..., LW}. Each 
label can be perceived as a form of external, external to the agent and internal to the 
agent population, representation of shared meaning. In short, for each agent the ut-
tered label denotes its internal index, i.e. the meaning applied by the agent. As under-
lined, this direct relation between label and certain form of internal index constitutes 
the meaning of a given language symbol. This meaning is therefore directly correlated 
with a physical experience of an entity, and is grounded in this experience. In practice 
the label is a pre assumed pattern, like voice pattern, graphical pattern, light pattern, 
etc., depending on the medium used for internal communication. 

The labels are just tags assigned to an object that represent certain categorise that 
are autonomously applied and defined by the agent upon inner representation, i.e. 
each category defines the meaning of the label/symbol relation. Moreover, the set of 
all inner categories can be perceived as agents embodied ontology, as it relates the 
inner representation, the direct reflection of a real world state, with a certain language 
sign, a certain label. 

Importantly, each label has its energy demands, that is the amount of energy re-
quired to utter a given language symbol. Basic interpretation is that each symbol must 
be transported from one agent to the other, and as such simple labels require less 
effort from the agent, whilst the more complicated ones require more effort from the 
agent. Therefore the utilization function U:L [0,1] represents the required effort to 
utter a given label, i.e. the lower the value is the less energy is required, whilst the 
higher the value is the more energy is required. It should be underlined that a common 
sense trend tends to assign less energy consuming symbols to more frequent  
messages, and more consuming symbols to less frequent messages. 
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In the tagging system the tags are usually assigned by external users, where they 
tend to capture their individual conceptualization of the environment. However, the 
system itself is capable of performing the procedure of tag assignment, i.e. based on 
certain clustering method or due to learnt symbol/meaning mapping. Both cases are 
important in real life systems, as it will be further discussed.  

2.4   The Sense 

As stated the meaning of a certain label Lk(idj) is hidden in the correlation between a 
language symbol Lk and the possible inner representations that are adequate to this 
label. Therefore the meaning S divides the space of all possible observations, i.e. the 
space I (either space Is,If or IT), into M clusters, i.e. each language symbol Lk has an 
adequate group Sk. Therefore, the sense can be treated as a classifier (See [11]) that 
for a certain inner representation I(idj,t) of an object idj in time point t assigns a set of 
language symbols S(I(idj,t)), or more generally as a certain fuzzy mapping between 
these spaces (See [2]) 

Definition 1. The sense S is the fuzzy mapping between the inner representation  
space I (either Is, If or IT) and the language symbol space L, that is 
S(I(idj,t))={<s,v>:s=1,M,v=[0,1]}, where s is the language symbol and v is the  
correlation between observed inner representation I(idj,t) and language symbol s. 

 

Fig. 2. Sense representation 

For a given pair (s,v) from S(I(idj,t)) the higher the correlation v is the more adequate 
the language symbol s is to the given inner representation I(idj,t). Further, the symbol 
with maximum correlation can be uttered in the time point t. 

The inverse mapping from the space of language symbols L to the space of inner 
representation I can be further used to decode the received utterances to perceptions, 
and as such perform the process of understanding. For instance, let us assume that the 
agent has received a language symbol s concerning object idj from the population of 
agents. Based on the developed sense mapping S, this agent can define the fuzzy set 
SI(s(idj))={<I(idj),v>:I(idj)=I,v=[0,1]}, where v represents the correlation value, 
representing the sense. That is the higher the correlation is the more adequate the 
inner representation I(idj) is to the language symbol s.  
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3   Aligning the Meaning of Symbols - Semiosis 

In order to reach a successful communication the sense of symbols should be shared 
among the population, i.e. the meaning should be consistent inside the group of com-
municating agents. In particular, the language symbol should result from the process of 
semiosis, and only in such a case it is convenient to introduce the notion of shared 
understanding of language symbols among agent population. Further, this understand-
ing should be grounded in agents experience by the means of triadic relation, that is the 
relation between object, index and a label. It should be stressed that this idea in not 
new as it is just a certain instance of the Piercean semiotic triangle [6] (See Figure 2).  

SIGNAGENT

WORLD OBJECT

INDEX

Area Element

 

Fig. 3. Semiotic Triangle (a) and Tag relation (b) 

This relation can be interpreted as follows. First of all, the real world experience 
through agents perception evokes agent's thought. That is the real element of the envi-
ronment, for instance a certain object, is represented by an index – thought. Secondly 
the agent refers it to a certain symbol that is also evoked by it. That is the index is 
correlated with a tag assigned to the object by the sens relation R. Finally, through the 
relation between experience, thought and symbol agent refers the symbol back to the 
reflection of its current perception, i.e. the relation between object in the environment 
and a tag - thought. Formally, object idj, its index I(idj,t) - as perceived by an agent in 
the time point t - and a certain symbol Lk – assigned by the agent form the internal 
relation between I(idj,t) and Lk. The latter, can be generalized in order to form  
the model representing the grounded, i.e. related to the external world experience, 
meaning of the language symbol Lk.  

Developing the complete mechanisms of language symbol alignment requires to 
deal with three basic problems, i.e. individual language emergence, where a single 
agent is aligning with the general population semantics, population language emer-
gence, where each single agent is forming the general population semantics, and 
multi population language emergence, where two or more populations align their 
own semantics. As this mechanism is highly dynamic and very complex it requires 
the introduction of consistency measures, i.e. a measure stating the popularity of  
a certain language symbol sense spread among the population. In particular, such 
measure would support the study of convergence of the whole learning process in all 
introduced cases.  
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3.1   Individual Semiosis 

This is the basic situation, as it is straightforward and corresponds directly with the 
problem of language acquisition. In short, an individual is shaping and aligning it's 
language with a distinguished external source of meaning. In particular, a single agent 
A0 is interacting with a group of mature agents A (with a predefined meaning of lan-
guage symbols) in order to learn how to correlate the language symbols - imposed by 
the mature population - with empirically perceived external states of the environment 
- the grounded meaning of the language symbols. It should be underlined that this is a 
common case in MAS where an individual is introduced to a mature population of 
agents and where the premature agent should learn the sense of symbols used by the 
mature population. 

It is also a very typical situation in tagging systems. It resembles the situation in 
which a group of objects from the environment has a pre-assigned set of tags. Most 
commonly these tags are assigned by human users or by the system itself. Further, the 
system should be able to acquire the relation between tag and the inner representation 
of the objects. Of course this is possible only under the assumption that all incorpo-
rated tagging sources, either a human operator or/and predefined automatic mecha-
nisms, use consistent senses of symbols. 

 

Fig. 4. Individual Semiosis 

In general, individual semiosis can be modelled as a simple learning task, where an 
agent observes the interaction between mature population and the shape of external 
world, and correlates the acquired language symbols (tags) with current perception 
(inner representation - index). As such the learning agent is able to form the learning 
set LS(idj,t) = {<Ij(t),Lj(t)>} of observed past, i.e. to the time point t, semiotic relations. 

Definition 2. The learning set for an agent A0 is the set LS(t) = 
{LS(id1,t),LS(id2,t),...,LS(idN,t)}, where each  LS(idj,t)={<Ij(t),Lj(t)>} is the set of all 
past semiotic relations concerning object idj, where Ij(t)={I(idj,tk):tk<t} is the set of all 
past observations of object idj and Lj(t)={L(idj,tk):tk<t} is the set of all correlated (with 
observations) language symbols uttered in context of object idj. 

Further, based on the learning set the agent is able to formulate the sense mapping S 
that represents the correlation between the space of language symbols L and the space 
of inner representations I, and as such forms agents embodied ontology. 
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In the simplest case of binary representation the agent has the knowledge about 
past and current tagging relations represented in the form of binary vectors. Further, it 
may correlate a certain label L(idj) with a set of activated attributes of the index 
<I(idj)

1, I(idj)
2, ..., I(idj)

K> to formulated the relation S. This basic case of learning 
algorithm is rather straightforward and has been already proposed and discussed in 
[3]. As shown, this short procedure seems to generate the needed and reasonable re-
sults. However, one may notice that the proposed approach has several drawbacks 
that prevent it from direct application and further usage. The precise analysis of this 
mechanism is outside of the scope of this paper. 

Returning back to the tagging system example we may stress that the application of 
proposed mechanism is straightforward and requires only to neglect the time depend-
ency, as the objects in such a system are rather purely static and do not change over 
time. The individual, that is the system itself, has a finite learning set LS, i.e. the set of 
objects with assigned tags. Resultant the system itself has the ability to formulate the 
mapping S and the inverse mapping SI, representing the embodied ontology storing 
the information about the sense of used tags. Further, using the learned relation the 
system may automatically assign tags to new objects or identify tags that are inappro-
priate for a given object. What is crucial in this attempt is the fact that the resultant 
tag verification is based on the learned embodied ontology.    

3.2   Group Semiosis 

More generally the problem of shaping the meaning of language symbols can be delib-
erated without the need of a distinguished and a predefined population of mature 
agents. As such the process of developing the agreed language semantics is distributed 
among individual agents, where each is developing and adapting it's personal seman-
tics, the process of individual grounding, and continuously aligns it with the whole 
population, the process of semiosis. In particular, the agents are indirectly negotiating 
the meaning of used language symbols in order to reach a successful and optimal 
communication. Of course the agent is a part of a larger population, where each agent 
may be in a different stage of language development, as may already have a developed 
semantics or may be in the early stage. This semantic inequality of population allows 
to introduce the mechanisms of cross learning between the agents. Further, due to the 
fact that uttering a language symbol requires a given amount of energy, the process of 
adaptation should be biased by the frequency of incoming external world states. In 
short the more frequent signals should be denoted by less consuming symbols, whilst 
the rare signals should be denoted by more consuming symbols.  

In the case of tagging system this situation does not necessary involves the exis-
tence of a set of objects with already pre-assigned tags, i.e. the meaning consistency 
among the population is minimal. Further, this consistency should be developed over 
time through the direct or/and indirect interaction between system entities and its 
environment. Consequently, the system itself is trying to somewhat categorize the 
existing objects and further assign precise labels to each of the resultant category. 
Moreover due to incorporated optimization process, the system itself is trying to  
analyse the frequency of indexes and further adapts the labels. 
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Fig. 5. Group Semiosis 

It is assumed that the agents only share the same set of possible utterances, i.e. lan-
guage symbols. The goal of the whole process, i.e. group semiosis, is to develop a 
shared fuzzy mapping S among the population. This is realised by constant shaping 
the individual processes of meaning determination and adapting with through the 
interaction with the population. In the case where all agents share the same perception 
mechanisms and the same perception space, i.e. have identical inner representations, 
the task seems to be quite straightforward, as the whole process can be narrowed to a 
simple task of labelling, i.e. identifying the mapping between index and label.  

Two strategies are proposed, more chaotic - inspired by the studies on language 
emergence in children - and more formal - directly taking into account the energy 
utilization.  

The chaotic approach is developed over very simple mechanisms and a random 
factor. In the begging an agent has no semantics imposed, i.e. there is no mapping 
between inner representations and language symbols (the correlation in S and SI is 
zero for all possible mappings). As the agent interacts with the environment it gathers 
knowledge about it through constant observations, however the agent is unable to 
communicate its individual perceptions to the population. In the early development 
stage the agent may just randomly choose the label to a given observation, i.e. modify 
the appropriate correlation in the mapping S and SI. This is analogous to early stages 
of language development in children, when they try to create something in the form of 
personal language. However, parallel Resultant the agent must balance between its 
personal biases and the population biases, i.e. both the random internal process and 
the process of adaptation to the population modify the correlation between inner  
representation and language symbol in the S and SI mapping. 

The formal approach to the whole process can be decomposed into two basic 
stages. In the beginning each agent has only the ability to collect internal representa-
tions, i.e. stored in the form of vector of perception – inner index. Simple analysis of 
this data may lead to the determination of frequency f:I [0,1] of received signals I. 
Parallel, the agent still receives the utterances from the population and as such up-
dates the mapping S and SI accordingly. Further, after reaching a certain border value 
of intensity of the received signals, i.e. after a certain time window, after reaching a 
given number of registered states, after reaching a given frequency, etc., the agent 
enters the second stage of development. Based on the frequency the agent may order 
the inner representations from the most common fmax to the least common fmin. As 
such the agent in order to reach the minimal energy utilization will individually tend 
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to assign the label Lk, where U(Lk)=maxjU(Lj), to the inner representation with fmax 

frequency, and label Lm, where U(Lm)=minjU(Lj), to the inner representation with fmin 

frequency. This first bias modifies the mapping S and SI, accordingly. Nevertheless, 
the agent exists in a given population that it communicates with. As such the agent 
receives language symbols and correlates them with a certain inner representations, 
i.e. analogous to the case of individual semiosis. This second bias also modifies the 
mapping S and SI, accordingly. Throughout the evolution of the system each agent 
tends to balance both individual and population biases. 

Learning procedure in this case is not so obvious, as in the previous situation. First 
of all an individual is still incorporating the individual semiosis mechanism, as the 
agent learns from the population. Secondly, the agent is individually shaping the 
meaning of language symbols. As in the random stance the agent randomly assigns a 
unused symbol to newly observed state of external world and as such creates a corre-
lation between index and label. In the formal stance, the agent first collects informa-
tion from the environment and then correlates the most frequent states with the  
shortest, in terms of energy utilization, symbols. 

3.3   Multi-group Semiosis 

The third case is when two mature populations, with differently predefined semantics 
(or differentially developed as of the Group Semiosis), are set together in a common 
environment. Treated as a whole the collated populations have various meanings 
assigned to the incorporated language symbols, and in order to communicate their 
semantics should be aligned, or may have different language symbols, and both dic-
tionaries should be related to each other. As such, it can be perceived as a more gen-
eral, a broader case of the first situation. Further, it should be underlined that it is 
strictly correlated with the fundamental problem of ontology alignment.  

 

Fig. 6. Multi-group Semiosis 

However, in the traditional approach the ontologies are not related to the real world 
experience of an entity, in short are not grounded. In consequence the task of aligning 
ontologies seems to be very complex or even impossible to solve. Therefore, in the 
proposed approach the ontologies are grounded in agents perception and as such the 
meaning assigned to each concept can be directly addressed through the space of real 
world experience – the observed state of the environment. The novelty of this ap-
proach lies in the fact that all of the aligned ontologies share the same environment, 
that is common to all populations. This common background of reference can lead to 
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a proper correlation between ontologies, as the existence and state of the external 
world is objective rather than subjective. It should be also noted that the problem of 
ontology alignment, on the formal level, has been broadly studied in the literature, 
whilst the latter case, with grounded ontologies on the perception level, is still  
neglected, despite its great practical importance and possible applications. 

The third case represents a typical situation in tagging systems, where groups of 
similar users are set together in a common environment. Each of such group uses a 
specific semantics and as such the system should be able to address each separated 
population in an individual fashion. Further, in case of searching task the system 
should be able to automatically enrich user queries with the labels/tags that are 
equivalent in other groups, as such increasing the completeness and the accuracy of 
the search results. Moreover the aligning of ontologies could result in the creation of a 
single common ontology for the whole system, and as such would allow users to  
easily communicate in this general fashion between individual groups. 

In general, the multigroup case of semiosis can be modeled as a task of determin-
ing the relation between meaning fuzzy mappings in each population and the relation 
between inverse meaning fuzzy mappings in each population. More formally, let L1 be 
the set of labels used by population P1 and S1,SI1 be the fuzzy mapping of meaning 
and the inverse mapping in population 1. Analogous, let L2, S2 and SI2 be labels, fuzzy 
mapping and inverse fuzzy mapping incorporated by population P2. Each such group 
of agents can acquire, through the direct linguistic interaction and the real world ref-
erence, the reflection of meaning assigned by the other group. Further, this reflection 
can be formalized in the form of external mapping ESi and external inverse mapping 
ESIi, for an example of such a case please find [2]. In particular, the population P1 
would be able to identify S1, SI1, ES2 and ESI2, and on this basis define the relations 
R1,2 and RI1,2 between S1 ↔ ES2 (R1,2) and SI1 ↔ ESI2 (RI1,2). Based on this relations 
the agent can map it's individual semantics with its own reflection of the external 
semantics of the other population. Resultant the task of this case of language symbol 
alignment is to develop the aforementioned relations, that allow proper communica-
tion between populations. However, one may go even further and integrate both 
groups in order to form a single population with both semantics aligned. That is the 
resultant semantics would incorporate language having symbols from both L1 and L2, 
and the resultant mappings Sc and SIc. Nevertheless, the precise formulation of postu-
lates for the proper alignment is outside of the scope of this paper, as here only the 
synopsis are presented and briefly discussed. 

4   Future Work 

As briefly sketched, the problem of aligning the meaning of language symbols in an 
artificial population is fundamental to the field of multiagent systems, especially to 
embodied multiagent systems, e.g. robotics or smart sensors networks. The superior 
goal of language symbols meaning alignment in a multiagent systems is the resultant 
formulation of consistent and common substance of symbols, i.e. symbol semantics 
and associated signs, among a given agent population. It is important to stress that the 
problem should not be treated only at the theoretical level of deliberation, as it has 
several significant application areas. Further the proposed models and mechanisms 
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can be easily adapted to other, then the one presented above, areas of application, 
such as robotics and smart sensor networks.  

Currently the simplest case of individual semiosis has been implemented in the 
JADE framework and basic study has been performed. This work focused mainly on 
the aspect of creating an environment for the assumed multiagent system, communi-
cating about the external environment and handling the aforementioned process of 
perception. In this system, two algorithms for acquiring language semantics were 
implemented, i.e. one directly from work [3] and its iterative modification. What 
should be stressed and underlined is that the early results seem to be very promising, 
as the whole procedure is performing well as desired. 

Future work will focus mainly on the development of effective algorithms that 
could perform all three cases of semiosis. Further, the aspect of additional assump-
tions will be studied, along with the quest for other effective solutions.  As a result it 
is assumed that the whole system will be implemented and experimental analysis 
performed. 
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Abstract. This article presents the concepts behind the Evolvable Virtual Ma-
chine architecture (EVM). We focus on the main features, its biological inspira-
tions and the main characteristics of the implementation. EVM has been designed
from ground up with the automated program generation in mind and utilises a
modern stack-based virtual machine design. It uses auto-catalytic cycles and bi-
ological symbiosis as the underlying mechanisms for building complexity in a
multi-agent systems in an autonomous fashion.

1 Overview

Designing, developing and controlling massively concurrent asynchronous computing
systems is an important and difficult area in both, computer science in general, and
software engineering in particular. Massively parallel systems become ubiquitous, and
at the same time we need to control and use their emergent and complex behaviour [11].
They range from multi-chip and multi-core systems on server farms, through personal
computers utilising global inter-connectivity of Internet through to portable wireless
devices that provide the means of establishing ad-hoc networks [13].

The complexity of parallel and distributed systems in the area of bio-inspired, intelli-
gent and evolutionary computation has been long known as difficult to manage [9]. One
of the fields that addresses the issue of information integration and distributed intelligent
information processing is the field of multi-agent systems (MAS). MAS systems utilise
decomposition and well-established intuitive notions from the realms of the physical
and social sciences to facilitate and help with the inherent complexity of such systems.
The Evolvable Virtual Machine architecture (EVM) [12] is a computing architecture
based on the notion of distributed interactive asynchronously communicating agents.
The EVM provides a massively decentralised and distributed asynchronous framework
for experimenting with, and studying the properties of open multi-agent systems that
can be evolved. EVM can be used for distributed multi-task learning [2, 14] and for
automated program discovery [16]. The main emphasis is on collaborative behaviour,
self-organisation and spontaneous integration of computation, formed by a large num-
ber of asynchronously communicating processing agents.

2 Motivation

Traditional human-centred computational computing languages are not best suited
for fully autonomous and automated programming. Existing frameworks are almost
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exclusively designed for human operators in such a way, that it makes it easy for hu-
mans to manage the complexity of the software systems. In recent years we can ob-
serve two important phenomena. First, there is a rapid growth of complexity of software
projects. This, together with the fast evolution of specifications and change of require-
ments makes large monolithic designs impractical. Second, there is visible paradigm
shift in the way software is designed and deployed. This is driven by the change in
hardware architectures: from fast single CPU mainframes, to slower, but integrated and
highly parallel multi-chip and multi-core based cluster computing facilities. To address
these changing needs a paradigm shift is needed. The changes in the technology world
are changing the way we think about computation. On one hand, there is a need for
much more flexible, parallel and asynchronously communicating system architectures.
On the other hand, there is an interest to adapt bio-inspired computing models that could
help us to manage, design and deploy such systems. Bio-inspired models can potentially
facilitate rapid evolution of software systems.

To address these and other challenges and opportunities of the modern computing
architectures, we decided to design a prototype and test a new model of massively par-
allel asynchronous computational architecture. Our model has been built from bottom
up with automatic programming in mind and it tries to benefit from the modern views
on software and hardware architectures.

When developing our computational framework, we focused on two main objectives:
(1) The EVM computational model must be well suited for automatic generation of
massively parallel, autonomously interacting computational units, without the need for
human programmer; in other words, architecture that can be used in a fully automated
way, by non-human programmers, to generate distributed programs and computation
deployed on multi-core and multi-chip parallel architectures; (2) The EVM computa-
tional framework should intuitively model naturally occurring phenomena; in particu-
lar, we are interested in modelling biological processes of life and evolution through a
massively distributed systems of autonomous collaborating entities.

3 The EVM Architecture

The Evolvable Virtual Machine consists of two parts. The abstract layer, called EVMA
(Evolvable Virtual Machine Architecture) and the concrete instantiation, called EVMI
(Evolvable Virtual Machine Instantiation). The full description of the EVMA/EVMI
has been presented in [10]. Here we focus only on few selected components.

The current EVMI provides a framework to experiment with and instantiate EVMA
models. The current EVMI supports most but not all of the EVMA features. Originally,
we sought to implement EVM directly on top of the Java Virtual Machine. However, the
Java bytecode capabilities turned out to be too limiting in terms of the required reflec-
tive mechanisms. Other virtual machines (Lisp or .Net) provided enough capabilities in
terms of tail-recursion and list manipulations, however, the representation and redefini-
tion of individual instructions proved another obstacle. One of the primary reasons to
implement our own VM for the EVM bytecode is the ability of the VM to redefine its
own base instruction set at runtime. This is the fundamental feature that distinguishes
EVM from any other Virtual Machine implementations. EVMI provides a general
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platform for investigating different architectural aspects of evolvability and computa-
tion on massively parallel asynchronous computing frameworks.

The architecture consists of independently operating computational cells. The cells
operate in a local environment where they provide their results and obtain the feedback.
A computational entity, a cell, acts (operates) in an unknown environment, trying to
maximise its own reward intake. The cell continuously adjusts its actions in such a
way as to collect more positive and avoid negative feedback. The rewards (positive
reinforcement) and punishments (negative reinforcement) can be delayed in time and
do not necessarily correlate directly with the last actions of the cell. As in Q-learning
[8, p.367–387], the actual real reinforcement mechanism is unknown and can be subject
to dynamic changes.

The cell computations consume the resources that the cell has been initiated with.
As long as the cell’s reward mechanisms are refuelled and the cell continues to perform
its activities, the task is considered solved within the EVMI context. Note, this is dif-
ferent from the ideal solution of the task in the EVMA[10]. The EVMI approximates
an unknown, infinitely long, computational solution to the task by a temporal snapshot
that has been computed up to a specified time mark. The task is considered as failed or
unsolved when the activities of the cell do not bring the required reward intake for the
cell, and cell’s computational expenditure cannot be balanced out with the cell’s reward
intake. In our experiments we have used two types of situations:

– there is a periodic feedback to the cell, with rewards, or punishments, or both (pos-
itive and negative reinforcement accordingly). The cell operates in an internal loop
mode for an extended amount of time. In this case the cell’s state trajectory is evolv-
ing in the state space in a more or less continuous fashion.

– there is only one reward feedback provided after all the activities of the cell have
ceased. In this case the cell’s state trajectory has been clearly divided into genera-
tions. After each activity-reward feedback cycle, the cell’s state has been reset to the
initial state. Note, that the environmental state is not being reset to its initial state,
but continues its own evolution in a continuous fashion. This results in a complex
dynamics between internal and external activities of the cells.

Cells. Computational cells are organised into a regular lattice (or grid). Neighbourhood
is typically 4 or 8 adjacent cells. This can be programmatically controlled. Various
topologies are possible, although in this article we only focus on regular grids. EVMI
cells are constrained in such a way that an externally provided resource (reward) is nec-
essary for the cells to continue to exist (or to be allowed to perform their activities).
In other words the cells’ computational resources (memory and CPU cycles) are ab-
stracted into a single parameter, called a resource, which again, is balanced by a single
parameter reward. This is an external system-level constraint that may not have any
direct linkage with the problem domain of any of the tasks. It can be treated simply
as an organising principle [5]. In other words, it is a domain-independent artifact that
models certain constraints that are conceptually (metaphorically) equivalent to phys-
ical constraints. For example, two distinct material objects cannot occupy the same
physical space, or a material object cannot emit energy indefinitely, etc. Such physical
constraints and more complex organising principles are modelled through the abstract
notions of a resource and reward.
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Intra-cell computing. A cell’s program takes data from and produces output to the
environment. In the abstract architecture these mechanisms can be arbitrary, and the
EVMA does not mandate any particular mechanism. For efficiency reasons however,
we have primarily designed and used certain fixed global properties of the cell pro-
cessing. Thus, though each cell specialisation and program execution mechanism was
built-in, and could not be changed by a given cell itself, in the abstract sense, these
could have been reified and provided as mechanisms on the base level, subject to direct
manipulation, degradation and improvement when needed.

At every iteration, the execution engine tries to solve some tasks provided by the en-
vironment. For each task, it runs the cell’s program (possibly calling some neighbours’
programs) in interaction with the task’s resource. If the output is correct, the cell re-
ceives some rewards. A specialisation mechanism uses these rewards to modify its state
and provide a new program for the next iterative step. The specialisation mechanism is
an umbrella term that relates to the ability of the cell to trim its computational capa-
bilities (that means some of the computational capabilities are removed from the cell
repertoire). Generally, each cell starts the search process as a general computing ma-
chine, capable of computing any computable function. This capability however is not
needed for a particular one-off task – what a cell needs is only a subset of the general
capabilities. In other EC systems the decision to trim the capabilities is done outside of
the search process through the appropriate selection of machine instructions used. This
is augmented in EVMI by the mechanisms that allow a cell to trim the instruction set
during the runtime too. This trimming process we generally refer to as specialisation.
The general instruction set is being trimmed and specialised for a narrow task at hand.
Individual cells work in a distributed and asynchronous fashion. The processing of an
individual cell is sequential and consists of sets of operations, also called iterations.
The iterations can be imposed by the environment (as was the case with some of our
experiments), can be managed by the cell and cell program alone, or they can be in
an arbitrary order (subject to a mixture of environmental and cellular influences). At
every iteration, the specialisation mechanism of the cell must generate one program.
This program will try to solve some tasks from the environment, and this process may
yield some rewards coming from the environment. From an artificial life perspective,
the program attempts to maximise the reward and maintain its existence by trying to
achieve homeostasis with regard to the external resources (rewards).

Inter-cell communication. A key feature of the cellular system is the interactions
among the basic components: the cells. From these interactions emerges the global
behaviour of the system. It has been assumed that symbiosis among the cells is a cru-
cial/necessary property of the system to reach higher levels of complexity. From a
machine learning perspective, symbiosis facilitates knowledge diffusion and capabil-
ity reuse. Knowledge reuse, on the other hand, facilitates multitask learning. Any cell
can use any other cell’s program (as long as they are connected) to solve a given task.
Programs of a machine can use neighbours’ programs (linked cells) as their own instruc-
tions (Figures 1 and 3). If rewards are gained and these rewards are shared between all
of the involved cells so that they all benefit from the relationship, we model this as
a simple symbiotic mechanism based on mutualism. As a consequence, two (or more)
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cells can effectively merge (operate as a single organisational unit), in the reward-driven
dynamics. The reward sharing is distributed proportionally to all the merged cells.

Other cellular systems, like classical cellular automata have behavioural properties
that are sensitive to synchronisation issues. Indeed, some authors argue that some of the
apparent self-organisation of CAs is an artifact of the synchronisation of the global CA
clock [17]. Others claim that information is less easily propagated in asynchronous CAs
and that such CAs may be harder to analyse [19]. That would be also the case with an
asynchronously executing and communicating multi-cell EVM system. With the cur-
rent implementation, even though individual cells work concurrently, each cell’s own
view of the execution is synchronised and straightforward to track and analyse. Each
cell operates independently of the other, in an asynchronous fashion. However, each
individual cell represents only a single thread of computation and is therefore traceable
and easier to analyse. In principle, in the abstract architecture, each individual cell may
be composed of many asynchronously executing cells. Therefore, each individual cell
would be capable of modelling a parallel distributed system on its own, keeping detailed
track of all the executed sequences and data. Even though it is possible to show that this
is feasible in principle, it would complicate the storage and execution for practical im-
plementations at the present time.

Cell merging. There are two basic mechanisms to implement simple merging in a cel-
lular system. One way is to have a single program per cell and provide a mechanism
to merge individual cells into higher-order cells (collaboration). The other possibility
is to provide the architectural mechanisms for a cell to have the ability to contain mul-
tiple programs (containment). We have implemented and tried both of these variants.
In the case where a single cell is capable of containing several programs (we also refer
to such a collection of programs as a machine), our primary goal was to specialise a
single cell for solving a set of tasks. It is a basic model for multi-task learning – several
programs per cell together with a decision mechanism within each cell which decides
when to use which routine. It is easier to have several programs (or several building
blocks) solving certain specialised tasks and having a management layer that can de-
cide which program is appropriate and to be used for what situation. In the extreme
case, we could imagine having as many programs per cell as tasks in the environment
and a good discrimination mechanism. In the experimental section we will discuss some
issues regarding the co-evolution of a cell’s programs. With only one program per cell,
locality of interconnections between the cells plays an important role, and our EVM
cellular system exhibits interesting artificial life features and structural tendencies. For
instance, since knowledge sharing is not as straightforward as with several programs per
machine1, the system must find some artifacts to propagate solutions to other cells that
need it (e.g. through parasitism. Moreover, because each cell remains quite simple (just
one sequential stack-based program), the implementation of the specialisation mecha-
nism is facilitated more easily (it has to specialise only one program). This is especially
well-suited for genetic algorithms and probabilistic search methods. Thus because of

1 In the case of multiple programs per cell, programs naturally interlink and use each other
within a cell to solve more complex tasks. With only a single program in a cell, the information
and capabilities sharing must be conducted across the cellular level.
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its simplicity and generality, in most experiments we chose to use a single program per
cell model.

4 Environment and Resources

Every cell maintains a program2. The cell’s goal is to find a successful program: one
that, by solving a task, yields enough rewards for the cell to survive. Programs can call
other programs (Figure 1 and 3).

When a given program obtains a reward, the reward will be shared proportionally
with any programs used as assistants to compute the solution. All of the participants
will benefit from their relationship. In other words, symbiotic (mutualistic or parasitic)
relationships will appear between programs. This ability to access other programs has
thus facilitated complex hierarchical organisation and self-assembly. As a consequence,
cells are able to collaborate to solve complex problems. Problems that none of the cells
would be able to solve on their own can thereby be solved through cell collaboration.

Figure 1 depicts a simple example of cell C1 using other cells during the course of
C1’s computation. The computation starts with C1 executing its own instruction number
1. The second instruction of C1 calls its right neighbour, the cell C3. Therefore the
computation follows to the first instruction of the cell C3. C3’s program is executed
up to instruction number 2, and the third instruction of C3 calls the program of upper
neighbour, cell C5. And so on. On the bottom of the figure you may see the actual
order of instructions being executed and where they belong across all cells. This type
of hierarchical assembly between the cells is distinct from the hierarchy on the virtual
machine level, which is supported by the EVM assembly language. This multi-level
machine hierarchy (as opposed to cell’s hierarchy) is being depicted on Figure 2. Note
that the Current Machine (CM) index and Higher Machine (HM) index may point to
various parts of the HM list.

Fig. 1. The dark cell executes its program. Arrows show instructions that call neighbours’ pro-
grams.

2 A program in this case means simply a sequence of instructions in the EVM assembly lan-
guage.
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Fig. 2. EVM hierarchy. The HM (Higher Machine) List stores indices to all created and managed
machines. The CM (Current Machine) pointer points to the currently executing machine, and the
HM index points to the higher machine that can be manipulated by the EVM instructions.

Fig. 3. Instruction set I for the dark cell’s program. Instructions 21 to 24 execute the programs
of its neighbours. The von Neumann neighbourhood (on a regular grid: up, right, down, left
neighbours) is used for this example. A program can thus look like the following: add dup
leftNeighbourProgram mul rightNeighbourProgram.

The environment represents the external constraints on our system. Its role is to keep
the system under pressure to force it to solve the tasks specified from the outside. We
have designed the environment as a set of resources. There is a one-to-one mapping
between the resources and the tasks to solve (every resource corresponds to a task).
The purpose of these resources is to give rewards to the cells when they solve their
task. Cell specialisation consists of finding a successful program for the cell. In other
words, the cell self-adapts to a particular task in the environment. Several specialisa-
tion mechanisms have been studied by the author: classic genetic algorithms, ad hoc
stochastic search (maintaining a tree of probabilities of potential building blocks), or an
adaptation of an environment-independent reinforcement learning method (proposed
by [15]). We have experimented with different methods of learning, including random
search, stochastic search and genetic algorithms. The results of our experiments have
been published [11]. Some argue that many multi-task problems share a similar internal
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structure, therefore reusing common properties and regularities aids the solution search
process [18]. Multi-task learning is an area of machine learning which studies methods
that can take advantage of previously learnt knowledge by generalising and reusing it
while solving a set of possibly related tasks [1]. Our EVM architecture benefits from
those properties, by concurrently solving multiple tasks and by recombining the already
obtained partial solutions or solutions to sub-problems.

5 Static and Dynamic Aspects of the EVM Cell

During the course of execution, an initial program can create, use and dispose of an
arbitrary number of intermediate virtual machines running programs in appropriate lan-
guages. The trace of such an execution can be investigated and analysed, leading to a
better automatic and autonomic generation of suitable virtual machines for given tasks.
The implemented EVM architecture helps to model and keep track explicitly of dynam-
ical properties of a running program, which otherwise may be completely implicit and
often, intractable. Many cells may be involved in a single thread of computation and
it may become complicated to move data between all of them. A fast parallel imple-
mentation (in hardware) is difficult to design, but not impossible. We envision, in the
future, special self-adapting operating systems executing on re-configurable hardware
implementations, such as an FPGA-based TTA (Transfer Triggered Architerture) for
example [3].

6 Hypercycles

Let us consider a sequence of reactions in which products, with or without the help
of additional reactants, undergo further transformations. The reaction cycle or cycle
is such a sequence of reactions such that some of the products are identical with the
reactant of any previous step of the sequence. The most basic is a three-members cycle,
with a substrate, an enzyme, and a product. The enzyme transforms the substrate into an
enzyme-substrate, and then enzyme-product complexes, which in turn are transformed
into the product and a free enzyme. See Figure 4.

In such a case, the cycle as a whole works as a catalyst. Unidirectional cyclic restora-
tion of the intermediates presumes a system far from equilibrium. This can be associ-
ated with a dissipation of energy into the environment. Equilibration occurring in a

ES

E

EP

S

P

Fig. 4. An example of a three-members catalytic cycle: the free enzyme (E), the enzyme-substrate
(ES) and the enzyme-product (EP) complexes all demonstrate a catalytic cyclic restoration of the
intermediates in the turnover of the substrate (S) to the product (P).
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closed system will cause each individual step to be in balance: catalytic action in such
a closed system will be microscopically reversible. Let us now consider a reaction cy-
cle in which at least one of the intermediates themselves is a catalyst (see the work of
Kaufmann on autocatalytic nets, e.g. [6]). The simplest representative of this category
is a single autocatalyst (or a self-replicative unit). A system which connects autocat-
alytic or self-replicative units through a cyclic linkage is called a hypercycle. One of the
goals of the EVMA is to provide a computational environment where hypercycles can
be created, simulated and observed.

Hierarchies. In Darwinian systems all self-replicative units competing for selection
are non-coupled. In other words, the selection forces operate purely on a single level.
It can be a level of individuals, of species, or of genes. We have here a conservation
of a limited amount of information, which cannot pass a specified threshold (see the
discussion above). Hypercyclic systems also deal with similar evolutionary selective
pressures. However, in this case we also deal with integrating properties, and this al-
lows for cooperation of otherwise competing units to develop: hypercycles are able of
establishing higher-order linkages. When inter-cyclic coupling is established, individ-
ual hypercycles may form hierarchies. In other words the basic unit of selection is not
a single hypercycle; it is a whole chain of interrelated hypercycles [4]. Similarly, in the
EVMA, although lower level selective pressure may lead to survival or extinction of
certain individual programs (cells), the basic unit of selection is not a single cell. The
successful units will invariably form long interlinked chains. It will be a network of
many individual cells contributing to the overall success. Only the entire network can
then survive, as a whole.

7 Autopoiesis

The theory of autopoiesis has been developed by two Chilean biologists, Humberto
Maturana and Francisco Varela, in the early 1970s. In recent years the theory has been
re-shaped slightly and used as a basis for discussions on new notions of the concepts of
biological information, information processing and complexity. The original assump-
tions on the physical embodiment, central to autopoiesis, can be then considered to be
the shortcomings of the theory. In the following sections we provide the introduction to
the general theory of autopoiesis.

Machines. Machines are unities which are made out of components. All components
are characterised by certain properties capable of satisfying certain relations that deter-
mine within the machine (in the unity) the interactions and transformations of these
components. The actual nature of components and their particular properties, other
than those participating in the interactions and transformations which constitute the ma-
chine, are irrelevant and can be arbitrary. In the context of the EVM machines, all the
side-effects that do not contribute to the relations characteristic of the unity are not
considered to be important and can be any. That is, several different programs can be
considered as the same machine, as long as they satisfy all the necessary relationships.
This is inherently simple and intuitive in the context of computation and virtual ma-
chines. For example any Java interpreter is considered a Java interpreter, no matter what
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extra functionality that interpreter may posses, or how internally it has been imple-
mented. Thus there is a certain level of granularity that is mapped to a given notion of
a machine.

The organisation of a machine is defined as all the relations which define a machine
as a unity and determine the dynamics of interactions and transformations which it may
undergo as such a unity. The organisation of a machine does not specify the properties
of the components which realise a concrete machine. The organisation of a machine
is independent of the arbitrary properties of its components, and a given machine can
be realised in many different manners by many different kinds of components. In other
words, the organisation is the functional abstraction over the actual physical (or com-
putational) realisation of a given machine.

The structure of a machine is defined as the actual relations which hold among the
components which integrate a concrete machine in a given space. This is the actual re-
alisation, or implementation, of a given machine. This represents the actual program of
the machine, with all its properties and functionality. Note that a given machine (ma-
chine with fixed organisation) can be realised by many different structures. For exam-
ple, an organisation may remain constant by being static, by maintaining its components
constant, or by maintaining constant certain relations between components which are
otherwise in continuous flow or change.

An autopoietic machine is defined as a unity by a network of production, transfor-
mation, and destruction of components which: (i) through their interactions and trans-
formation continuously regenerate and realise the network of relations that produced
them, and (ii) constitute the machine as a concrete unity in the space in which the com-
ponents exist, by specifying the topological domain of its realisation as such a network
[7]. This somewhat abstract definition, in the context of the EVM architecture, means
that an autopoietic machine is such a machine that continuously regenerates and re-
alises all the necessary components of the interlinked network of dependencies, and by
doing so, maintains all the necessary dependencies and computations. In other words,
it maintains itself, it achieves homeostasis.

A living system is considered to be a unity in physical space. It is an entity topo-
logically and operationally separable from the physical background. It is defined by an
organisation that consists of a network of processes of production and transformation
of components, molecular and otherwise, that through their interactions: a) recursively
generate the same network of processes of production of components that generated
them; and b) constitute the system as a physical unity by determining its boundaries in
the physical space. As defined above, this organisation is called an autopoietic system.
An autopoietic machine is an homeostatic, or rather a relations-static, system which
has its own organisation as the fundamental variable which it maintains constant. A
machine whose organisation is not autopoietic does not produce the components that
constitute it. The product of such a machine is different from the machine itself. The
physical unity of such a machine is determined by processes that do not enter into its
organisation. Such a machine is called allopoietic [7]. Allopoietic machines have input
and output relations as a characteristic of their organisation: their output is the prod-
uct of their operation, and their input is what they transform to produce this product.
The phenomenology of an allopoietic machine is the phenomenology of its input-output
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relations. The realisation of allopoietic machines is determined by external processes,
and these external processes do not enter into the machine’s organisation.

8 EVM and the Theory of Autopoiesis

In the EVM architecture we follow the Maturana’s model [7] in the sense that evolution
is a side-effect, a consequence, not the prerequisite of life. We always deal with limited
resources and restricted computations, thus we have the selection and evolutionary pro-
cesses naturally occurring within our computational models. Our model departs from
Maturana’s work in some important points. First, we do not stress the notion of “phys-
ical space” (which, by the way, Maturana does not define formally in his work [7]) as
a prerequisite of autopoiesis. For the theory to work, it does not actually matter what
sort of “space” is being used for synthesis and research of autopoietic processes. It is
just like the situation with different branches of science: some are more abstract than
others, but the aim is always the same: to make predictions about physical reality. For
some fields it makes sense to ground the theory in a real physical reality, for example in
case of biology; but for some it does not help at all, for example in mathematics. We be-
lieve, that a general abstract theory of life which could be applied easily to both virtual
and physical spaces is of great interest to progress the research, not only in theoretical
biology, but also in evolutionary biology, computer science and information science.
Hence, we do not require the “space” to be of a physical nature. Second, we do not
require the “machines” from Maturana’s original autopoietic theory to be Turing-like.
We believe that this is too restrictive, and we allow any computing machine to be used
as a component in the autopoietic system.

9 Summary and Future Work

This article presents a general description of the EVM architecture together with a de-
tailed discussion of its biological inspirations. We have discussed how the multi-cellular
computational EVM model mimics theoretical models of biological systems. For de-
tailed description of the model together with the experimental results please refer to
[10]. Future work will consists of re-implementing the model on a modern stack-based
virtual machine running on massively multicore servers and modern GPUs. This will
enhance performance and allow more complex studies. We hope to achieve sufficient
level of computational power so that the EVM model can be used in real-world systems
and tackle complex optimisation and machine learning problems.
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Abstract. Modelling multi-agent strategic interactions by using Petri nets is the
addressed issue. Strategic interactions are represented as games in extensive form.
Representations in extensive form are known in artificial intelligence as game
trees. We use transition systems of Petri nets to build game trees. Representable
games are restricted to be finite and of complete information. A language for
representation of these games is created and is expected to represent also time
dependent aspects. Two perspectives of application are considered - game server
definition and calculation of equilibria. The approach is compared with related
works and its advantages are discussed. The most important advantages are the
graphical representation in comparison to logic based approaches and the slender-
ness in comparison to default game representation in extensive form. Formal def-
inition, algorithms and examples are given. An implementation is already tested.

1 Introduction

If increasing of subjective utility needs interaction with other agents, a rational agent
has to interact [1, p.161]. If an interaction between rational agents takes place, then
it means that at least one agent wants to increase his utility. If agents want to achieve
same goals, they cooperate. If their goals are contrary, they compete. Most cases of such
interactions are between these two extrema. A good advise for an interacting agent is
to anticipate the goals of other agents. A better advised agent can partially predict the
behavior of other agents as a consequence of their goals. The reasoning needed in such
interactions is strategic. A strategic interaction (SI) is an interaction, where strategic
reasoning takes place.

SI or also games are investigated in game theory [2]. Game theory considers ratio-
nality and the possibility of predicting rational behavior. The presumption is existence
of common knowledge of rationality. That means that every interacting participant be-
lieves in rationality of the others and believes that they believe in his rationality and so
on. Predicted behavior of interacting interaction participants or players is the equilib-
rium. None of players benefits, if he or she deviates from equilibrium. That is, why it
is called equilibrium. There is at least one equilibrium in finite games [3]. Finite means
finite number of players, states and actions. Solving a game is to find the equilibria of
this game. Games can be classified in games of perfect, imperfect and incomplete in-
formation. Games of imperfect information are interactions, where at least one player
is uncertain in at least one step about the state of interaction. In games of incomplete

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 243–254.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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information, players are uncertain about the structure of the game. In this work, we
concentrate on perfect and imperfect information.

Games of imperfect information can be represented in strategic or in extensive form.
Fig. 1 shows the game Matching Pennies in strategic and in extensive form. It is a zero
sum game. Alice and Bob simultaneously choose one of two available actions - head
or tail. If both chosen actions are the same, Alice wins otherwise Bob. This game can
be presented as double matrix (left) or as a game tree (right). Lower left entries of the
matrix are the payoffs of Alice and other entries are Bob’s. In the game tree represen-
tation simultaneous decisions have to be sequential. The dashed line in the game tree
means that Bob is uncertain about Alice’s decision and hence about the tree node for
the current game state. So connected nodes are called an information set. After Alice’s
action, Bob can choose between H an T ( is variable). A player can be also replaced
by so called nature. Nature is a chance element in the game. It is an unpaid player with
known distribution over his actions. In following text we use only extensive representa-
tion of games (or also game tree representation).

For artificial intelligence, ga-
Alice\Bob Head Tail

Head
0 1

1 0

Tail
1 0

0 1

Alice

Bob

H T

H2 T2
H1

T1

1:00:11:0 0:1

Fig. 1. Strategic vs. extensive form.

mes have at least two application
- agent design and mechanism
design [1, p.632]. In agent de-
sign, we have a game and must
compute adequate behavior. In
mechanism design, we have an
expection about the behavior and
must invent game rules. These

two tasks can be solved theoretically by running algorithms over a game tree or in
practical way by constructing an environment where different real players can interact.
In most cases games are defined in low level code [4]. Our goal is to develop a
high-level language for definition of general games, which is applicable in both cases.
For this goal, we model a game tree as a transition system of an enhanced Petri net
(PN). A high level language for the definition of games has a couple of advantages.
(1) Representation of a game is clear and convertible. Convertible means that it can
be compiled to other representation formats and formalisms. Such representation can
be transfered between systems - from a game server to a player e.g.. (2) The game
server and the game solver use the same file. It reduces redundancy. It also guarantees
that both run on the same game. (3) Game rules can be edited easier. Algorithms can
be developed, which manipulate game representation in any possible way - ’reduce
number of players’ or ’remove simultaneous turns’ e.g.. Game representations can be
also used for evolutionary mechanism design [5]. It can be easier to define mutation on
a high level domain specific language. (4) Techniques for defining behaviors of players
can be developed on the basis of a game description. Players which are defined for
playing multiple kinds of games can be constructed and benchmarked. (5) Protocoling
of a game during an execution can be better defined. (6) One can consider automatic
verbalisation algorithms of games rules and game rules editors for users who are not
experienced in programming.
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The next chapter tells about related work in developing a language for game
definition. Chapter 3 explains details of PNSI1(Petri net for strategic interaction)
formalism. In chapter 4, we present an example for modelling games in PNSI. Chapter
5 evinces the appropriate game server algorithm [6]. Chapter 6 shows the way of
constructing of a game tree using PNSI. Discussion follows thereafter. Then we present
future work and conclude the results.

2 Related Work

Creating a formalism for representing a general class of games is not the main intention
of game theory. Extensive form is a common used game represention formalism. How-
ever, there are approaches for solving games in slight definition of some subclasses
- graphical games [7], local-effect games [8], congestion games [9] and action-graph
games [10]. This field of research is called game representation in compact form. In
these game theory motivated approaches, compact form can be achieved through losing
generality. Then, there is an approach for modelling two player zero sum games called
as shortest path games using PN [11]. Kanovich [12] considered non-deterministic PN
for modelling vector games. Vector games are games of perfect information. Wester-
gaard [13] used colored PN for modelling network protocols which can be seen as
games. These approaches are not general enough to consider it in our work.

In artificial intelligence, there are two well-known independent approaches for mod-
elling general games. The first is the GALA language [14]. The Abbreviation GALA
means game-theoretic analysis for a large class of games. GALA is logic-based and has
been developed for general representation and solving of games. The GALA language
represents games as branching programs. Every branching node in a game tree is a call
of functions and also a logic proposition, which can be satisfied in a couple of ways
(branches). The supporting system for GALA is prolog. The GALA system generates a
game tree using a definition of a game and forwards it to GAMBIT [15]. GAMBIT is
state-of-art open source game solving system. GALA can also solve games itself using
commercial linear programming libraries like CPLEX or MATLAB. GALA can rep-
resent finite games of imperfect information. No approach is known to define a game
server based on GALA. GALA can not represent time dependent elements of a game
like delays, timeouts or sudden events.

The other work is general game playing (GGP) [16]. It considers finite games of
perfect information, which are called deterministic in game theory. The main idea of
GGP is providing an environment for conducting artificial intelligence programming
contestes between different artificial agents. GGP provides a game model. The game
model is a graph consisting of game states connected by actions. Actions are the tran-
sitions between states. The game model allows circles. States are explained to be not
monolithic. That means that they consist of a couple of separately changeable items
like a database. GGP provides a logic-based language GDL for definition of the game
model. GDL is based on situation calculus. It uses a vocabulary of predicates. A transi-
tion is performed as an update of the dynamic knowledge base. The GGP environment is
constructed using webservices. It is still not discussed, how to represent time dependent
elements with GDL.

1 ����������
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3 Definition

We use transition systems (TS) of PN for modelling games [6]. PNSI is a combination
of two elements - PN [17] and SI (strategic interaction) - PNSI = (P,Q,F,W,M, I,C,N,
D,A,O,H,B). P - set of places; Q - set of transitions, where P ∩ Q = � holds;
F ⊆ (P × Q) ∪ (Q × P) - set of directed arcs; W : F → N

+
1 - function for weights at

the arcs; M ∈ N
|P| - current assignment of places; I - set of agents, empty element ε

stands for environment or also nature; C ⊂ (Q∗)∗ - subset of sequences of transitions,
called choice sets; Every transition is a member of only one element of C; N : C → N

- numbering function, which is not injective; D : N → (R1
0)

n - function for firing prob-
ability distribution in a choice set, where ∑(D( )) = 1 and n is number of elements of
the related choice sets; O : N → I ∪ε denotes ownership; A : Q → R

|I| - payoff vector of
a transition, if it fires; H : P → I∗ provides for every place a subset of agents for which
it is hidden. Agents can alter D for own numbers and see all unhidden places; B : I → R

- current account balance of agents.
Regarding the deficiencies of the previous approaches, we decided to develop a par-

ticular intuitive philosophy for game computing. PNSI implements this philosophy. A
strategic interaction is a kind of a running engine. The engine runs in discrete ’steps’.
The time period between two ’steps’ is considered to be always the same. After a time
period is expired, the engine makes some changes in its internal state. This engine has a
couple of modulators. The set of modulators is constant. Every modulator has a current
state and a single owner, who can alter its state. Manipulating the modulators can im-
pact the running of the engine. A player acts by manipulating a modulator. Some player
are able to see some of details of the internal state (M - the state, H - visibility) of the
engine. In PNSI, we implemented the concept of numbered choice sets (C - choice sets,
N - numbers). A choice set is a set of transitions, in which only one transition can be
fired exclusively in a step. An owned number (O) is a modulator. A number without an
owner models actions of the nature. Altering the distributions of numbers causes firing
or not firing of transitions in corresponding choice sets.

Based on this idea, for the transition system (TS) of PNSI

TS = (S,Q,→) (1)

S - states, where S = (M,B), →⊆ S × Q∗ × S - directed arcs between states,

we can formulate the rule for choice sets in following way

∀c ∈ C : ∀t, t ′ ∈ c : ∀s,s′ ∈ S : ¬(s tt′→ s′). (2)

Every choice set has a number. Multiple choice sets can have the same number. This
is important for modeling that actions cause different consequences in different states.
As we already said, a number can have an owner and a firing probability distribution
over the transitions in corresponding choice sets. If a number has an owner then the
owner can alter the distribution of his number. Further, we can calculate the probability
for every arc in TS.
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probability(
t1...tn→ ) =

n

∏
i=1

D(N(c))[position(ti)], where c[position(ti)] = ti,

and as a consequence of the equation (2) n ≤ |C| (3)

Hidding places is usefull for modelling
Place

Token

Arcs

Transition

Owner

Number

[Alias] Set of transitions
(Choice set)

{Agent}
Hidden

Account

[double]

Fig. 2. Graphical representation of PNSI.

imperfect information. Payoffs can not be
hidden. To construct for a concrete game
a default PNSI structure, one has to cre-
ate for every action a transition and for
every state a place. Every arc of this PN
is weighted with 1. States are created as
marking of the net. In this default model-
ing case, all places of a state have zero to-
kens, except of the place with one token,
which corresponds to this state. Outgoing

and incoming arcs for a transition can be derived on the basis of both connected states.
But one can easily find a game, where one can construct more than one PNSI structure.

Fig.2 shows elements for the graphical representation of PNSI. These graphical el-
ements are derived from the common representation of PN. All transitions and places
are labeled. Arcs have weights. The set ’[double]’ is a distribution. The set ’[Alias]’
represents aliases for transitions in a choice set.

4 Modeling Games

As an example for the creation of a PNSI structure, we introduce the two player zero-
sum game Nim for one heap. This game is of perfect information. At the initial state,
one has a non empty set of items. The players perform successively turns. Every player
can remove at least one but not more than three items. The player, who removes the last
item, loses. PNSI for this game is presented in fig.3. At start, Bob has the turn. Initial
account balances of Alice and Bob are −1 and 1 as. Consequences of actions are coded

Alice

10

Bob

20

Items AturnBturn

1
2

3

1
2

3

A3A2A1

B1 B2 B3

Bob

Alice

-2

2

-1
1

empty

wait1

wait2

2

-2

[1, 2, 3, Wait]

[1, 2, 3, Wait]

Fig. 3. PNSI structure of Nim for one heap [6].
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by weights at arcs. The account balances swaps, if a player performs a turn. The game
ends, when Items is empty. To underline the power of PNSI, one must say that it can be
also used for coding time dependent rules. It is possible due to the fact that it is a Petri
net based model. But, here is not enough space to discuss discrete time representation
in PNSI.

The syntax of PNSI is based on ’Yet Another Markup Language’ (YAMLTM). It is
a human-friendly definition and serialization language. In YAML, one can represent
nested collections. The advantage of YAML compared to other languages is its slight
and highly readable syntax.

5 Game Server Implementation

The algorithm for the game server is a loop. Based on PNSI, a single iteration of the
game server algorithm is defined (Alg.1). In line 2 the algorithm receives and imple-
ments the altering commands of the players in distributions of owned numbers. Line 7
means that a dead PNSI is a finished game. In lines 15-20, a transition in a choice set
is chosen independently of proving sufficiency of incoming tokens. This detail enables
representing of pause action like waiting in the Nim example. In the Nim example, if
a player sets 1 as probability for waiting, the game stops for an infinite period of time.
The same lines show that in identically numbered choice sets transitions can be chosen
from different positions. This is done to avoid useless operations. Because of practi-
cal considerations, the distributions of owned numbers are restricted to be ∈ N

1
0. That

means that every player can only choose the position for his number, where to set 1.
Then, there is no need to run the loop on numbers instead of choice sets. Every position
of an owned number gets additionally an alias. An altering command of a player con-
sists of a number and an action alias. Choice sets are not ordered. Line 24 implements
this fact through choosing randomly transitions, each of them is already chosen from a
choice set. Lines 36-46 send visible changes of the game state to the players. Sending
only the changes of the game state reduces communication traffic.

PNSI represents games as running Petri nets. A PNSI representation itself is also a
state of a game. Each in PNSI modelled running game can be stopped, saved to a file
or data base and then loaded and executed again. This makes game computing in the
game server case persistent. Changes of relations places, accounts and distribution are
recorded in a protocol. places and accounts represent the state of the game and distri-
bution represents players decisions.

6 Game Tree Generation

How to solve a game represented in PNSI? Our solution is to construct a game tree as
a transition system of PNSI and forward this game tree to a program which can handle
with game trees. Here, we use GAMBIT[15] as such program. GAMBIT accepts two
kinds of game representations - extensive and strategic form. GAMBIT’s output is a list
of equilibria for the input game. At time, GAMBIT is the best known open source game
solving library. The game representation in extensive form used by GAMBIT is a game
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Algorithm 1. Game server iteration.
Data: PNSI
while not time period expired do1

PNSI.implement(receive altering commands from players)2

end3

create set(active)4

foreach t in PNSI.transitions do5

if PNSI.enough incoming tokens(t) then6

active.add(t)7

end8

end9

if active.empty then10

complete game11

end12

create list(tobefired)13

foreach c in PNSI.choice sets do14

th = c.choose randomly transition according to distribution15

if active.contains(th) then16

tobefired.add(th)17

end18

end19

create list(fired)20

create set(changed)21

while not tobefired.empty do22

ta = tobefired.remove at index(random value)23

if PNSI.enough incoming tokens(ta) then24

PNSI.abolish incoming tokens(ta)25

changed.add(ta.incoming)26

fired.add(ta)27

end28

end29

while not fired.empty do30

tp = fired.remove first31

PNSI.produce outgoing tokens(tp)32

changed.add(ta.outgoing)33

PNSI.produce payoffs(tp)34

end35

foreach a in PNSI.agents do36

foreach p in changed do37

if not PNSI.hidden(p, a) then38

add2message(a, p.id, p.value)39

end40

end41

foreach p in amounts do42

add2message(a, p.id, p.value)43

end44

send message(a)45

end46
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tree with repeated states. This representation is called extended form game (EFG). EFG
is a tree with three kinds of nodes - chance node, personal node and terminal node.
Every node contains an outcome, which is a payoff vector sized according to number
of players. Chance nodes contain addionally a vector of probabilities for outgoing
nodes. Personal nodes contain the owner and a vector of names for actions. Personal
nodes can be connected in case of imperfect information. EFG grows exponentially
with number of turns. The approach, which is chosen for converting PNSI to EFG, is
to bound the quantity of turns.

A single iteration or also step of game server algorithm (Alg.1) can produce
different assignments of places and accounts depending on players commands and
nature. One step of this algorithm can be seen as one (simultaneous) turn in a game.
To produce EFG of a PNSI for a couple of turns, we explain the routine for a single
turn first. Alg.2 shows main points of this transformation. This algorithm is based on
equation 3. Step is a structure, which contains all information for generating a game
tree for a single step. In lines 2–9, the algorithm finds all choice sets which contain
active transitions and numbers altering of whose distributions can affect the result. In
lines 10 and following, the algorithm finds all sets of partially active transitions, their
probabilities and required player commands. Some of this sets contain transitions,

Algorithm 2. PNSI to EFG, single step
Data: PNSI, EFG
create(step)1

foreach c in PNSI.choice sets do2

if PNSI.contains any active transition(c) then3

step.choice sets.add(c)4

if has owner(c.number) then5

step.ownednumbers.add(c.number)6

end7

end8

end9

step.firing alternatives = create all firing alternatives(step.choice sets)10

foreach transitions set in step.firing alternatives do11

alternative = calculate probabilities and turns(transitions set)12

if alternative.probability = 0 then13

step.firing alternatives.remove(transition set)14

else15

remove dead transitions from alternative(transitions set)16

resolve conflicts if needed(transitions set)17

end18

end19

foreach number in step.ownednumbers do20

EFG.add to leafs(step.branches(number))21

end22

EFG.add a choice node to each leaf(step)23

return EFG.get leaves(step)24
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which can not be fired together, because they can have the same incoming places. Line
17 resolves these conflicts. The resolving is done by splitting the set of transitions in
multiple non-conflicting ones. The probabilities of the resulting non-conflicting sets of
transitions are calculated considering the fact of missing order of choice sets (Alg.1,
line 24). Then, the algorithm constructs the game tree with leading personal nodes and
terminating with choice nodes.

The game depicted on fig.4

A0 B0 C0
A1 B1 C1

A2 B2 C2

S1 S2 S3

P1 E

[0.1, 0.5, 0.4]

Alice

Bob

BobAlice

3

1 3

1

[A, B, C]

[A, B, C]

5.0 0.0

Fig. 4. Benchmark for Alg.2.

is chosen as an example for this
transformation. This game is a
demonstration of what can be
represented using PNSI and is
a concrete case to demonstrate
Alg.2. This figure models a sit-
uation, where Alice, Bob and
nature make a simultaneous
concurrent decision. GAMBIT
has an ability to generate a col-
ored image for given EFG file.
Fig.5 shows a GAMBIT gener-
ated image of generated EFG

on one step of PNSI structure (colors are removed). The root is a personal node of
Bob. The nodes nd2, nd20 and nd37 are personal nodes of Alice. All other nodes are
either chance nodes or terminal nodes. Chance nodes and actions of nature are gray. We
see the resulting payoffs of the players as terminal nodes of the tree (Bob, then Alice).
The root contains the initial account balances of players. We call further all nodes at the
begin and at the end of a step like the root and the terminal nodes as border nodes. Every
branch of choice nodes is denoted by a set of transitions and a probability of their firing.
The depicted probabilities are not exact because of numerical errors. Personal nodes of
Alice are connected, because it is a simultaneous turn. The game has only one equilib-
rium calculated by GAMBIT. The equilibrium is to take action A for both players. This
equilibrium is depicted as probabilities at personal arcs.

The transformation of multiple steps needs to regard the hidden places. Every bor-
der node of resulting EFG complies to a marking of the net. For a player, two different
nodes are in the same information set, if he can not see the places in which they differ.
The algorithm (Alg.3) for transforming multiple states uses the algorithm for a single
step (line 6). In line 3, it finds for every player sets of nodes, which he can not distin-
guish. Based on the result of previous steps, it extends EFG and connects personal nodes
(line 7). As example for a transformation using multiple steps, we present fig.6(top) a
representation of Matching Pennies in PNSI. Bob owns two choice sets with number 2.
He can not alter the distribution for these choice sets separately. Our algorithm trans-
forms it to EFG representation depicted on fig.6(bottom). Here, nodes nd3 and nd5 are
connected. The explanation for fig.6(bottom) are the same as for fig.5. The difference
is that the equilibrium is a mixed one.
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Fig. 5. Game tree for fig.4.
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Algorithm 3. PNSI to EFG, multiple steps
Data: PNSI, EFG
initialize(EFG, border nodes)1

foreach i in steps do2

information sets = create information sets(border nodes, PNSI, EFG)3

clear(border nodes)4

foreach node in information sets.flatten do5

new border nodes = do one step(PNSI state of(node), EFG))6

connect personal nodes(node, information sets)7

border nodes.add(new border nodes)8

end9

end10

7 Discussion

We can figure out main

A0 B0

{Bob}
S2S1

[Head, Tail]

A1 B1 A2 B2

Alice

0.0 0.0

[Head, Tail] Alice

1

[Head, Tail] Bob

2

Bob

2

Bob

1

1

1

1

Fig. 6. Matching Pennies from PNSI to EFG.

advantages of PNSI as fol-
lowing. (1) PNSI representa-
tion is compacter than EFG.
(2) It provides a graphical
representation, which is not
available using logic-based
approaches. (3) It enables
pro-bably representation of
time dependent elements in
a game. (4) It satisfies both
game computing tasks - game
solver and game server defini-
tion.

The only disadvantage is
the size of representation,
which is significantly bigger
than in logic-based approach-
es. For instance, if one intends
to model chess, one needs to

create 13 places for every cell of the board (12 kinds of pieces plus empty). This makes
832 places for representing assignment of the board. The other case is representing of
payoff matrixes. Every entry in a such matrix needs a transition. For a M×N two player
payoff matrix, it means M ∗ N transitions. But some big payoff matrixes can be sum-
marized by a couple of simple rules. Nevertheless, PNSI was already successfully used
for conducting an experiment in behavioral game theory [18]. The scenario used in this
application is a repeated zero sum two players game with imperfect information. The
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game rules are based on Roshambo. The PNSI definition of this scenario contains 161
transitions and 56 places.

8 Conclusion and Future Work

PNSI is a clear convertible game representation for both practical tasks of game com-
puting - game server and game solver definition. PNSI is fully implemented and suc-
cessfully applied. It is additionally expected to model time dependent elements like
delays, timeouts, sudden events and so on. As an approach, which is based on Petri
nets, it provides a possibility of graphical representation. But some games, which can
be represented by logic-based approaches in a couple of simple rules, take too much
space in PNSI. We propose a combination of logic-based game definition and PNSI,
as a direction of future work. It can be also proposed to use PNSI for definition of
multi-agent interaction protocols.
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Abstract. In supply chain management and asset tracking, identifying an item 
and its’ location is very important. RFID technology is suitable to perform the 
identification and tracking for better asset management. RFID tags can be 
embedded and attached to the items and their information can be classified for 
verification process. This is important to avoid problems such as data lost 
during data management as well as for time management. Multi-agent 
technology is useful to be implemented during the verification of RFID system 
architecture because intelligent agent has the capability to define specific 
verification process and can interact to each other in order to improve the 
efficiency of the RFID system. Multi-agent system, in this verification of RFID 
system architecture has a role in formulating the system taxonomy. Therefore, 
in this paper, the verification process of RFID system architecture has been 
discussed and successfully implemented in RFID shopping system. The 
implementation has been tested and evaluated. The results have been 
encouraging based on the investigation and verification done on a simulation 
platform.  

1   Introduction 

Radio frequency identification (RFID) is an automatic identification method, relying 
on storing and remotely retrieving data using devices called RFID tags or 
transponders. RFID tag can be applied to or incorporated into a product, animal, or 
person for the purpose of identification and tracking using radio waves. A technology 
called chipless RFID allows for discrete identification of tags without an integrated 
circuit, thereby allowing tags to be printed directly onto assets at a lower cost than 
traditional tags [7]. The basic building blocks of RFID environment are reader, tags, 
antenna, and air interface, together, these elements form RFID infrastructure that 
provides visibility to tagged items within field of view of the reader’s antennas. A 
reader uses the air interface to transmit control parameter to tag and receive their 
unique serial number or user identity (UID). Fig 1 shows the illustration of the RFID 
building block that is similar to the RFID certification textbook [1].  

Verification of RFID architecture is defined by listing all the steps and parts in the 
RFID layer system architecture that need to be verified. There are researches that 
have been done for RFID that are based on agent technology. One of the works uses 
agent in its RFID architecture [9] and another work is based on how multi agent 
architecture for RFID taxonomy can help the developer to implement a systematic  
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Fig. 1. The illustration of RFID building block 

RFID classification scheme [2][10]. There is a need for a systematic, comprehensive, 
and robust classification scheme in order to enhance the verification process in RFID 
system. Verification in the system means that the system should conform to its 
specification [3]. Verification should establish confidence in which it is fit and is 
depending on the system’s purpose, user expectations, and marketing environment. 
The verification processes need to define the best requirement to optimize the system 
in term of quality of service (QOS) for RFID system. 

Real-time access to item’s information is important for decision-making, 
identifying, and tracking the item in supply chain management. In a store where there 
are many products of different types, customers or the owner have difficulty in 
searching the exact location and finding the details information about the products. 
Lack of system management to manage the products at a specific section makes the 
items unmanageable and sometimes cannot be identified through user shopping 
system. Moreover, customers expect shops or stores to be able to provide up-to-date 
information of products that allows them to better monitor and respond in real-time to 
strategic objectives and operating constraints. 

As a result, efficient management of real-time information becomes a focus and 
challenge to the supply chain management system. Information must be collected and 
transmitted in real time so that all the supply chain players have the latest information 
of product status. When tracking an item, a collected basic data from RFID readers is 
less valuable without effective and efficient software that can transfer the RFID data 
to the back-end server [6]. Usually, RFID middleware is implemented to be located 
between RFID hardware devices and back-end application. It translates requests from 
the back-end application into commands for RFID devices, receives the responses 
from RFID devices, and passes them back to the applications. In order to track item 
location and its environmental information, the RFID middleware in particular needs 
to solve the problems that occur during data collection from diverse RFID devices [7]. 
Since widely adopted standardization does not exist, the solution should have the 
ability to read data from diverse RFID products. Another issue is the reliability of the 
data transfer to the back-end system. It should be able to robustly transfer data under 
variably outdoor communication environment, which is very important when items 
are moving to other locations. 
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In this paper, we have proposed a multi-agent based RFID middleware system for 
the process of identifying and tracking items in RFID shopping system. The system 
promises better performance of multi-agent platform because collected raw data is 
processed locally by an agent before it is transmitted to the system application. Only 
useful information is sent back, thus reducing time and cost of data transfer. The 
structure of this paper is as follows. In section 2, we describe the related works. Next, 
in section 3, we present the RFID layer services and the taxonomy of RFID. Then, 
Section 4 describes the multi agent shopping system. Finally, in section 5, we 
conclude our findings.  

2   Related Work 

For RFID system, usually the features that the researchers provide are the solution to 
the services that are important to the system architecture. Hao He [5] gives a 
definition: “A service is a unit of work done by a service provider to achieve desired 
end results for a service consumer”. Service oriented refers to a concept or approach 
for distributed computing and communication that think of computing and 
communication resources as services available on an information and communication 
technology (ICT) infrastructure [6]. Successful RFID system implementation is more 
than just technology and interconnection that can traditionally be satisfied by the use 
of the 7-layer Open System Interconnection (OSI) model. RFID systems are 
implemented to meet enterprise system needs. To help ensure RFID service 
alignment, a holistic enterprise architecture approach is required. The weaknesses in 
current IT architectures, for example, centralized data processing, delays in 
processing, and point solutions, make them less suitable to handle vast amount of 
RFID-generated data used in retail operations and real-time decision-making at the 
edges of the system. Successful RFID systems implementation requires service, 
multi-agent distributed architectures for verification middleware. The concept of 
service and agent are complementary because they need each other to perform their 
role [7].  

RFID middleware is a middleware system that translates requests from back-end 
application into commands for RFID devices, receives the responses from the RFID 
devices, and passes them back to the applications. RFID middleware applies three-
layer system architecture which includes 1) RFID hardware management (RHM) at 
the bottom layer, 2) RFID data management (RDM) at the middle layer, and 3) RFID 
application interface (RAI) at the top layer. For example, the former MIT Auto-ID 
Center mentioned the three layers of Savant, the most dominant RFID middleware 
infrastructure proposed by EPCglobal, that are named respectively as: the reader 
interface, Savant services, and the application interface [10][11]. RHM provides the 
connection between the middleware and RFID devices. Since there is no RFID 
standardization that is widely accepted, here, the bottom layer module must have the 
capability to hide the detail information of the heterogeneous RFID devices and 
present a universal data interface for RDM at the middle layer. RDM is designed to 
process collected RFID data from different RFID devices. It also responds to control 
commands from back-end applications, and events triggered by RFID data. 
RFIDStack filters and aggregates raw RFID data before disseminating them to utilize 
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the restricted bandwidth efficiently [12]. RAI delivers the filtered information to 
back-end system, and shares the information with other applications. Considering its 
future market potential, many IT giants have combined RFID technology into their 
legacy enterprise system. IBM RFID solution is integrated into WebSphere RFID 
Premises Server V1.1 [14], Microsoft integrates RFID framework into their business 
process management-BizTalk Server 2006 [13], BEA into WebLogic server [16], 
Cisco into Application-Oriented Networking [15], Sybase into RFID Anywhere [17], 
and Sun into Java System RFID Software V3.0 [18]. 

Comparing with the above approaches, our proposed system is built on agent 
platform, which means that users can customize the information of tracked item 
flexibly. It shows benefits for distributed applications, e.g. more efficient bandwidth 
utilization and load balancing.  

3   RFID Layer Services and Taxonomy of RFID System 

There are several methods and algorithms used to verify data on the RFID. Issues 
such as anti-counterfeiting and authentication need to be handled toward verifying the 
tag on the reader and validating the original data, to confirm that the tag is valid on 
the system as the tag we want to read. Anti-counterfeiting and authentication 
technologies can be used to handle the verification of tag scanned by reader and the 
validation of original data, to ensure that the tag is valid and to confirm that it is really 
the requested tag. The basic RFID layer consists of physical, communication, services 
integration, and application layer. Fig 2 shows the RFID layer and the Open System 
Interconnection (OSI) system layer for data transition.  

 

Fig. 2. RFID layer and OSI system layer 

RFID physical layer usually consists of hardware such as reader, antenna, RFID 
tags sensor, and other wireless devices that assist RFID to operate in the air interface. 
It is equivalent to the physical layer in the OSI reference model in which verification 
in the system needs to specify type of reader, identification method used, and 
validation of the device detection at the backend of the system. 

The communication service layer includes the networking of both wired and 
wireless readers and the communication link between readers and tags. The function 
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of this layer is equivalent to the function of data link layer, network layer, and 
transport layer of the OSI reference. Multi-agent application could be developed 
within this layer to handle the interactions and coordination among a network of 
RFID readers [6][8]. This is a layer where the RFID efficiently handles a huge 
volume of raw RFID data in real-time. It also integrates the back-end enterprise 
applications with the RFID infrastructure. It is a service-oriented integration layer that 
becomes an important part of the extended enterprise RFID business solutions. 
Usually, RFID middleware can be implemented here to directly handle the data 
management and data filtering [4][9]. Finally, the last RFID layer is the application 
layer. This layer consists of various back-end enterprise applications that support the 
system including RFID applications. It requires information (data?) from RFID 
systems to process and display it as information or results. 

The top view of each layer of the RFID system presented in Fig 3 illustrates the 
verification process done on each RFID system layer. The Physical layer is a key 
focal point for the RFID industry even though the focus has now moved up the 
protocol stack and other components in RFID architecture. New developments that 
include the “reader chip” like the Intel R1000 [9] would inevitably change the concept 
of an RFID reader. The ability of RFID connection for identification is needed to 
distinguish their length of coverage, especially the RFID reader whether it is passive 
RFID or active RFID. Agent based technology should be managed by different reader 
that has been used in the RFID system.  

 

Fig. 3. RFID system layer and services 

The communication service is important in any RFID system. It has attracted a 
large proportion of academics and researchers to improve the speed and accuracy of 
tag identification. In the communication services, the media access control protocol 
needs to specify verification and validation by using algorithm and protocol to 
communicate. Identification, authentication, and privacy are also included in this 
layer. Fig 3 shows several classifications of media access control protocols for RFID 
which take part in the verification and validation of the RFID devices and system. The 
integration services layer is usually referred to as the middleware of the system that 
provides data filtering, aggregation, routing, and relaying to the appropriate enterprise 
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systems. Verification agent could be implemented here where it can reside on readers 
or servers. There are number of players in the integration layer market [20].  

The application is depending on the system either for identification, tracking, 
censoring, or other functions. For identification, usually the system verifies the access 
control, anti-counterfeiting, surveillance, and distribution. When tracking a person or 
an item attached with RFID tag, the system usually only read the UID on the tag and 
compare it with a UID that is stored on the database for validation process. 
Information about the tag that has been installed at the specific target area can be read 
by the reader for tracking and identification.  

4   Multi-agent Shopping System 

An intelligent agent is a computer system that is capable of flexible autonomous 
actions in order to meet its design objectives. Multi-agent based approaches have been 
proven in many application scenarios to better reduce network traffic as compared to 
client-server based approaches simply by moving code close to the data (code-
shipping) instead of moving large amount of data to the client (data-shipping). Other 
advantages include overcoming network latency, executing asynchronously and 
autonomously, and reacting to changes of environments autonomously [4]. 

4.1   System Overview 

Fig 4 shows the architecture diagram of the RFID shopping system. The architecture 
consists of RFID fixed and mobile reader. The reader is connected to the RFID 
system through the wireless or wired environment as the physical layer 
interconnection. RFID middleware is located between the reader and system 
application because RFID middleware performs data management and filtering of 
collected information. Usually, system database contains information about the RFID 
tags attached to the items and unique identity numbers that can differentiate between 
each of the RFID tags. 

 

Fig. 4. Deployment diagram of shopping system 
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Fig. 5. Agent architecture RFID layers. 

4.2   Agent System Architecture 

Basically, in RFID system, there are several modules that are based on the RFID 
system process. The first module includes RFID layer agents that specify the 
verification process from RFID bottom layer (physical layer) to the upper layer 
(application layer). The physical layer consists of hardware information where tags or 
readers are handled by the agent. The second module is RFID communication 
services agent. This module is responsible to handle and manage interconnection and 
communication activities by using algorithm and protocol to communicate. Finally, 
the last module is the RFID top layer agent which is responsible to manage the system 
integration of data services, such as filtering, routing, integration, and displaying a 
result to the back end of the system. The information about the activity of item 
identification and tracking is handled by the agent to ensure the successful process in 
RFID system. Fig 5 shows the multi-agent interconnection for RFID system that can 
be implemented.  

RFID reader requests information about the scanned item. The information that the 
reader scans from RFID tags includes the item’s information and its serial number or 
UID. At the RFID physical layer, PL agent manages the scanned data by requesting 
the scanning event of that particular tag from the communication layer. Then, the CL 
agent verifies the data. PL agents also respond to the scanned result by doing 
hardware verification to confirm that the reader only requests the valid data from the 
RFID system. 
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The data received from the PL agent follows the CL agent’s feature of verification 
which is important to avoid losing or damaging the data before it is transferred to the 
RFID middleware. Here, the data is scanned again to perform verification event that 
has been specified by the CL agent. The scanning process is verified to confirm that 
the process follows the RFID command protocol. Since the locations of these RFID 
tags attached to the items are already known, we can easily refer to each set of tags by 
their serial numbers or UID addresses, according to the location where user or reader 
scans the tags. This is because UID is unique and the system knows the difference 
between these RFID tags from the verification of the UID at the communication layer. 
Here, RFID middleware supports objects checking in and out, reading, writing, 
filtering, grouping, and routing of data generated by RFID readers. Within this layer, 
the expected agent application can be developed so that readers can communicate 
with each other through the interactions of agents.  

Finally, at the top layer agent which resides in RFID application, information about 
the RFID reader that has been scanned is filtered and managed for validating the 
scanning event at the beginning of the process. Information about the item that is 
attached with the RFID tag can be identified and tracked by sending it to the system 
for data management. Then, the result of the identification is submitted to the system 
and the reader receives the result of the scan stating that the data is successfully read. 
Interconnection between CL agent and TL agent is required here to confirm that the 
RFID data is verified by following the actions justified by the agent.  

 

Fig. 6. Multi agent RFID architecture design. 

4.3   Agent Shopping System Architecture 

As mentioned in the previous section, there are three layer modules developed in the 
RFID system as stated in Fig 6. The first module which is a physical layer specifies 
the verification process of physical devices which involved the physical layer agent 
(PL agent). The PL agent manages hardware information where the tags and reader 
are handled by the reader agent. The second module is the middle layer 
(communication and integration layer). This module is responsible to handle and  
 



 Multi-agent Verification of RFID System 263 

manage interconnection and communication activities using algorithm and protocol to 
communicate. Data Message agent and Management agent process and handle data or 
messages at this middle layer. Finally, the last module is the top layer which consists 
of Interface Agent. This agent is responsible to manage the system integration for data 
services in which RFID middleware usually supports data management such as 
filtering, aggregation, routing, and integration to the back end of the system. This 
module is also responsible to display the result that the system needs. Information 
about the activity of item identification and tracking is handled by the agent to ensure 
the application in RFID system is running well.  

People who use RFID reader to shop can request information about the item they 
scan. The information that a user scans includes price, item information, and the 
number of item that the user has scanned. Reader agent that is requested during the 
scanning process verifies and validates, for confirmation that the process follows the 
RFID command protocol. This can be done when an object that is attached with RFID 
tag is checked into the system by the Management agent and Data agent. Since the 
locations of these RFID tags attached to items are already known, we can easily refer 
to each set of tags by their serial numbers or MAC addresses according to the location 
where the user or reader scans the tags. 

Finally, at the Interface agent, the information about the item that user has scanned 
is filtered and managed. Information about the item that is attached with the RFID tag 
can be identified and tracked by sending it to the system for data management when 
the Data or Message agent interacts with the Interface agent at the top layer. Then, the 
result of the identification is submitted to the system and the user as result or message 
that contains information about the item they shop.  

4.4   Shopping Procedure of Multi-agent RFID System 

Fig 7 shows the procedure of the tag scanning event applied in the multi-agent RFID 
system. 

 

 
 

Fig. 7. Shopping procedure for the multi-agent RFID system 
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The steps involved during the tags scanning process in the multi-agent RFID 
system are as follows: 

 
Step 1:  

 
Mobile RFID reader obtains RFID tag ID from RFID tag that is attached to 
the item. 

Step 2: RFID distributor management searches the RFID database management 
for data repository response command that matches the reader command. 

Step 3: Serial number from the item that is attached with RFID tag is scanned by 
the RFID distributor management for authentication process by referring to 
the system database. 

Step 4: Authentication of UID or serial number with private key between the data 
and the system repository database. 

Step 5: RFID middleware in the RFID system application acknowledges the 
success respond for the successful validation process.   

5   Formal Verification Using CWB-NC New Century Model 
Checker 

During the verification stage, we have used the concurrency workbench of the new 
century CWB-NC model checker [19] in order to ensure the effectiveness of the agent 
validations. The CWB-NC model checker performs a depth-first search on the state 
space and only considers all possible transitions that lead to the states that have not 
been visited. The CWB-NC model checker also checks the property of the system 
specification. After the verification process, the formal verification tests the results 
whether the system is in the correct condition. The CWB-NC model checker will 
provide identification if the model fails and needs to be modified in order to 
overcome the uncertainties. But if the errors are not found, the model checker will 
refine the model and make it reliable to the specification. The verification process will 
continue until all states are completely checked. 

Fig 8 shows RFID system properties specification. This RFID system property is 
based on RFID system operation environment. It starts when the RFID tags are 
scanned by the reader to get the UID at the RFID physical layer in which it is 
managed by the PL agent. Then, when the UID is scanned, the verification and 
validation process will take place to authenticate and route the information on the tags 
to the CL agent as stated in Fig 5. The detail information on the tags will be received 
and the data in a command form of UID will be routed to the next RFID layer 
managed by the TL agent. Results of the UID commands will be responded by the 
reader to determine whether the UID reading is successful. If the tags information is 
successfully read, the tags will be managed by the RFID system where the UID of 
tags will be verified and validated on other properties belonging to the tags specified  
in the design requirements. Finally, the system will be ready for the next UID 
verification and validation.  The specification requirement can be formulated as 
below:- 
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Start initial State 
IF NOT scan trace = STOP 

OR { Physical Layer agent (PL agent) receives information UID;
Communication layer agent (CL agent) receives UID from Physical 
layer agent (PL agent);            
END; 

}OR {     PL agent sends to CL agent; 
CL agent receives UID from PL agent; 
END; 

}THEN 
Requirement is violated; 
End requirement;  

 

Fig. 8. State of RFID system specification for UID checking 

The architecture of the multi-agent and model verification used to check and verify 
the agent model of the RFID system is shown in Fig 8 and 9, respectively. Based on 
the interactions of multi-agents in Fig 5, we have further verified the agent’s 
interaction as shown in Fig 9. The physical layer agent (PL agent) will send the input 
data of the RFID tags with the details containing the tags’ serial numbers or UIDs and 
information to route the data to RFID communication layer where it will be verified 
by the PL agent. The information will be verified and validated by RFID agents based 
on the reader-tag check scheme that states the protocol and syntax of commands of 
the input data as shown in Fig 8.  

The message with the specified syntax received from the PL agent can be accepted 
by the RFID system. If the information received by the RFID system is invalid, then it 
will send an acknowledgement to the PL agent to rescan the RFID tags until the data  
is read in a correct format, otherwise the tags will be blocked. If the information on 
the RFID tags is valid, then the PL agent will transmit the details of the tags to the 
communication layer agent (CLA) where formal verification process will be used to  
check for the suitability of the data in the RFID tags before the authentication process 
will move to the top layer. At the same time, the CLA will send an acknowledgement 
to the PL agent informing that the command respond of information is successfully 
delivered and verified.  
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Fig. 9. The interactions of multi-agents in RFID system layer 

The RFID system database will be updated after the CL agent completes the 
verification process. The TL agent plays an important role in ensuring the data 
transaction is manageable and releasable during the delivery of the tags information. 
At the early state, the RFID information command message has to be verified by the 
PL agent in order to ensure the requirement is satisfied according to the specification 
given by the system. If the specification of the particular state has not been satisfied, 
the PL agent will generate a counterexample of an error. It decides whether the 
systems need to do a refinement or an automatic tag information will be sent to the 
RFID system. The RFID system has used the CWB-NC model checker in order to 
evaluate the validity of the data and verify the correctness of the data by checking the 
information contained in the RFID tags.  

6   Conclusion 

We have proposed a multi-agent architecture for the verification of RFID architecture 
taxonomy based on tree-node diagrams. It is based on a service, multi-agent RFID 
layer architecture that integrates the conventional and familiar open system 
interconnections (OSI) layers with the best practice of enterprise architecture 
components. The implementation of RFID shopping system has been clearly 
discussed. Problems and issues of RFID have been handled by understanding the 
taxonomy of the verification process of the RFID shopping system. Agent based 
technology is helpful to determine the verification of the RFID architecture on the 
RFID layer and allows our system to be open, intelligent, and flexible. For the future 
work, a few RFID network simulations using agent will be studied and used to find 
better technique and more efficient quality of service (QoS) in RFID system. 
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Abstract. Many day-to-day applications involve autonomous agents. When de-
signing autonomous agents, the problem of selecting actions must be considered,
as it governs decision making at all times. In this paper we describe how we de-
signed intelligent virtual cognitive agents representing operators performing tasks
in a high-risk plant. They must respond to expected as well as unexpected events.
The reasoning system controlling the agent behavior is designed to exhibit human
behavior. Agents must be able to plan their actions according to their perception,
their beliefs and their goals. We developed a planning system that interleaves plan
construction and plan execution. The new planner, called AATP1, produces a plan
according to agent goal.

1 Introduction

Autonomous agents should be able to act in the environment following their own de-
cisions. The three main components of autonomy are : perception, planning (decision)
and execution (action). In our work, we aim at creating virtual intelligent agents that use
all accessible information and knowledge to emulate non trivial behaviors with certain
accuracy. The goal is to simulate how humans adapt to deteriorated situations (tempo-
ral pressure, physical constraints, stress, tiredness). Our agent planning system addresses
the problem of how agents in a particular context are able to choose the appropriate tasks,
showing human-like reasoning. We model an agent in charge of managing the world as
well as managing other cognitive agents representing operators performing tasks at a
high-risk plant. Operators agent must respond to expected and unexpected events.

The abstract problem of how one should proceed from the current state of the world
through a sequence of actions to the desired goal state is a planning problem. A planner
in IA is a knowledge-based system. Formally the classical planning problem has three
inputs according to Hendler [7]:

1. a description of the world in a formal language;
2. a description of the agent goal (i.e. what behavior is desired);
3. a description of the possible actions that can be performed.

The planner output is a sequence of actions that, when executed, satisfy the goal. This
classical definition leads to several questions : How do we represent the state of the
world ? How do we manage agent goals ? How do we produce the (best) plan to achieve
the agent goals ?

1 Autonomous Agent Task Planner.

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 269–280.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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In the paper we first present some previous cognitive and goal-oriented approaches
to the problem of action selection. We then introduce our formalism for modeling agent
activity. After that, we describe how we represent the world, we present our planner,
AATP, and finally discuss some results.

2 Cognitive and Goal-Oriented Approaches

Thomas and Donikian [10] developed a crowd simulator in order to model pedestrian
behaviors. They proposed HPTS++ (Hierarchical Parallel Transition Systems) language
to model the reactive behavior of their autonomous agents. The language is organized
as a hierarchy of automata. One of the interesting characteristics of the model is that the
automata allow the description of agent behaviors as well as of their sensors. Informa-
tion is transmitted to the behavioral module in charge of making a decision according
to the behavioral parameters of the pedestrian (prudence, idleness, curiosity, reaction
time, distances anticipation).

Grislin [5] proposed a model in order to simulate the behavior of autonomous pedes-
trians moving in a perturbed environment. Each pedestrian is represented by a config-
urable autonomous agent (morphology, careful/imprudent behavior, personality). The
agent has a perception system and a decision module using a voting mechanism for
selecting actions.

Funge [4] proposed a cognitive animation model allowing users to control character
knowledge, and the way it is acquired or used for planning. Based on this previous
work, Shao and Terzopoulos [9] developed a system representing intelligent virtual
pedestrians. Their algorithms aim at emulating appearance, locomotion, and behavior
for each character, generating complex collective behaviors. Each pedestrian has an
action selection mechanism that determines the action to execute according to its mental
states (physiological and psychological social needs).

In the previous approaches only the good procedure are described for an agent ac-
tivity and tasks are simple. Our goal is different. It is not only to generate expected
behaviors but also to generate deviated behaviors and errors linked to agent personal-
ity, physical and physiological charcateristics and also to its competencies. The already
proposed formalisms aim at describing simple procedures. We need a formalism that
allows us to describe complex tasks that can be performed on an industrial plant. We
propose a new language, HAWAI-DL2 [2] that permits such descriptions, and a planner,
AATP, that produces agent plans according its personality and supports plan execution
or replanning. Unlike the previous approaches, we use a cognitive model to describe
the cognitive state of our agents [6].

3 HAWAI-DL Task Representation

In an application proposed by Laird and Rosemblom [8] plans are represented by a
graph structure known as a hierarchical task network (HTN). Nodes in the network
correspond to tasks, and are represented as STRIPS-style action descriptions [3]:

2 Human Activity and Work Analysis for sImulation-Description Language.
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1. Tasks : <Name-of-the-action (arguments)> <Preconditions><Add-list>
<Delete-list>

2. Preconditions : <Object><Attribute><Value>

Tasks may be abstract or primitive. Abstract tasks may be decomposed into a par-
tially ordered set of more specific tasks. Primitive tasks are executed without further
decomposition. In the network, tasks are connected by a variety of relations. Task rela-
tions define the basic hierarchical structure of the network. Ordering relations defines
the order in which tasks should be executed.

This formalism is not suitable for describing operator activities in a virtual train-
ing environment. To represent activities we add criteria for describing a task more
completely. HAWAI-DL consists of a formal description of the task as an arborescent
decomposition, starting with abstract tasks (root) decomposed into subtasks to reach
actions at the lower level (leafs). Each task is described by several attributes and rela-
tions. A task comprises three parts : the task core, the relations with the world and the
links with the objects (Fig. 1).

The task core contains all the information needed to describe the task; relations with
the world are the world states managing the execution of the task (starting conditions,
realization or stop conditions). For example the task ”manage the leak” will be realized
only if there is a leak.

Scheduling the subtasks of a task is defined by different types of constructors:

1. Seq : Sequential
Subtasks are executed in a given order. The task is finished when all its subtasks
are finished or ignored (optional subtasks).

2. Alt : Alternative
Only one subtask is executed. If the execution of the selected subtask fails, then
another one is tried.

Fig. 1. Representation of HAWAI-DL core
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3. And : Logical And
Subtasks are executed in any order and do not share data or resources. The task is
finished when all subtasks are finished or ignored.

4. Or : Logical Or
Subtasks are executed in any order. The task is finished when at least one subtask
is finished.

5. Par : Parallel
Subtasks are executed in any order and share data and resources. The task is finished
when all subtasks are finished or ignored.

6. Sim : Simultaneous
Subtasks are executed at the same time. The task is finished when all subtasks are
finished or ignored.

Fig. 2. Extract of the task model

The context of realization of the task is described with precondition attributes. The
consequences of the task execution is described with post-condition attributes. For the
preconditions we distinguish :

1. Mandatory preconditions: state of the world required to perform the task;
2. Regulatory preconditions: state of the world required by safety regulations;
3. Resources: tools that are required to accomplish the task;
4. Favorable preconditions: the context in which the task is relevant (environment

conditions, expertise conditions, time conditions); Let us take an example. There
are two ways to remove a pipe. The environment conditions can be: ”bolts are not
rusted” or ”bolts are rusted”. If the bolts are rusted it is better do the task with the
following environment condition : ”bolts are rusted”.

The description of the activity integrates individual features and situational con-
straints. A task has conditional and dynamic states. When a precondition is true the
task becomes active for this precondition. The conditional states are: mandatory active,
regulatory active, favorable active, resource active. The dynamic states are used during
plan execution : active/inactive, pending/finished, conflicting, concurrent.
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In the remainder of the paper, we will use the following formalism.
Ω(Υ ) = space of tasks.

We represent a task as follows: Υ =< ci, P rζi, Ai, P sζi > where :

1. Υ = Task
2. ci = Task constructor
3. Prζi : Preconditions (conditions)

(a) ζm :mandatory conditions
(b) ζrs :resources conditions
(c) ζr :regulatory conditions
(d) ζf c :favorable contextual conditions
(e) ζf e :favorable environment conditions
(f) ζsc :safety conditions
(g) ζse :safety environment conditions

4. Ai : Action
5. Psζi : Postconditions (conditions)

Preconditions as well as postconditions have the same formalism. Both are conditions.
Conditions can be combined with some logical operators (AND, OR). We represent
conditions as a quadruple: ζ =< opi, obji, propi, vali > where :

1. ζ = Condition
2. opi = logicaloperator(=, >, <, and, or)
3. obji : object
4. propi : object property
5. vali : value needed for the property

Example : ζm : (= Pipe6 status normal), ζfe : (> Pipe6 diameter 50)

4 World Representation

Usually the world model is constituted by a set of facts that represent the state of the
world, associated with operators (actions). The operators represent the way to transform
the world from a state into another state. Such operators can be primitive or complex
(that can be decomposed into other operators). Usually the functioning of the system
is not explained. One describes only the consequences on the object taking part in an
action. This is a problem in particular when objects are linked together by relations.

In our approach, we selected an ontology formalism to describe the world. Objects
and actions are concepts. They are made of operations, attributes, is-a links and states
(example: a nut and a screw form a bolt. If the screw is unscrewed and removed then
the bolt is unscrewed too). The ontology representation allows users to have access
to various elements of information (example: what are all the possible actions on an
object? What is the link between object i and objet j). The world state is given by the
perception of the environment. Each time the state of the world changes, the model is
updated by the manager agent. When an action is done on an object, its state is modified
but also the state of the linked objects.
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Objects. Objects correspond to all tools, equipment and installation on the modeled
industrial site. We establish a hierarchy between objects. Each object is linked to actions
regarding this question : what actions can be done with this object? (open, close, wear,
knock, unscrew). The main attributes of an object are :

1. State : state of the object according to its role (open/close, plug/unplug)
2. Status : functioning state of the object (normal, broke, jammed)
3. Position : position in the environment
4. Property : owner, weight, height, diameter
5. Main action : main function of the object (screwdriver : unscrew)
6. Secondary actions : other actions that can be done with the object (screwdriver :

knock, open a box)

Actions. Actions are represented by methods that have preconditions and postcondi-
tions to apply when the action is successful or when it is a failure. Actions are modeled
as follows :

1. Action code : this code identifies the action when a message is sent to the virtual
environment

2. Rules : An if-then rule determines if the action can be applied
3. Target Object : An action belongs but not necessarily to a specific object (unscrew

bolt5)
4. Main resources : objects/tools needed to accomplish the action
5. Secondary resources : objects that can be used to do the action instead of the main

resources.
6. Postconditions : effects on the world

Events. An event indicates an internal or external changing state (bad weather, fire,
alarm, leak) of the environment (world). It is not (always) a consequence of the agent
actions but it influences the agent activity (goals). Events are linked to a task and tasks
can be triggered by an event.

1. Name : Name of the event
2. Auditory : if the event is an audio event (alarm, explosion)
3. Visual : if the event is an visual event (fire, light)
4. Triggered task : the task triggered by the event
5. Triggering task: the task triggering the event

5 AATP

We developed a planning system which interleaves plan construction and plan execu-
tion. AATP produces a hierarchic and ordered plan based on HAWAI-DL. Fig. 3 shows
the architecture of our planner. According to the goal of the agent, the planning process
produces a plan composed of tasks retrieved from the space of available tasks. Then
the execution process executes the plan, it uses the state of the world (to check precon-
ditions) and cognitive rules designed to take into account the state of the agent in the
reasoning (Example : a tired agent will not do a task with a high physical load or if it
does it, the action will not succeed).
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Fig. 3. AATP Architecture

Definition 1. A goal g is a given state of the world that the agent has to reach. A goal
has the same formalism as a condition gi := (opi, obji, propi, vali).
For example : the task ”unscrew bolt5” will be assigned to the goal
g1(= bolt5 state unscrew). A goal can be a desired state for the agent, for example
g2(= agent − thirst value 0).

Definition 2. A plan is a sequence of actions responding to a goal g by defining a path
in the tree of tasks Ω(Υ ).

5.1 Perception

Each agent has its own representation of the world as a space of concepts with relations
and attributes. As fot he world, e use the same ontological formalism. A continuous
process informs the agent about what is in its field of vision. The agent perception
is what they effectively see, sense, or hear. Consequently, agents do not have a full
representation of the environment. If agent1 is doing an action that modifies the state
of an object, agent2 will have access to this information only when the object is in its
perception field or when it will effectively interact with the object (try do an action).
We add constraints linked to the agent state influencing its perception. For example, a
stressed agent will not perceive everything in the environment, a tired agent will not
perceive all the events or will not pay attention to the perceptive feedbacks (e.g. it will
not verify the result of an action after its execution).

5.2 Goals

The goal module retrieves information from the perception module. All events modify
the agent goal; the updating goal module creates a new goal that is stored in the agent
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goal base. This goal will be satisfied according to its priority (a fire for example) or
when the agent is available. It could be a goal linked to the task (example : if the agent
decides to do a task and it does not have the appropriated tools a new goal will be to
find a tool). It can also be a goal linked to an agent physiological state. We add three
physiological characteristics (thirst, tiredness, hunger) in order to give our virtual agent
some more interesting behaviors. If the agent thirst reaches a critical value, its goal will
be to ”have a drink”.

5.3 Cognitive States

We rely on the the COCOM cognitive model proposed by Hollnagel [6]. The model
enables to describe, what he called, the control mode of an operator that depends on the
time pressure. Hollnagel defines four types of control modes associated to time zones
in which an agent can operate: (i) a strategic control mode, in which the agent has a
wide time horizon and looks ahead at higher-level goals; (ii) a tactical control mode
characterizing situations where performance more or less follows a known procedure
or rule, in which the user often chooses the simplest situation and can therefore not re-
spect the safety constraints; (iii) an opportunistic control mode, in which the next action
reflects the salient features of the current context (only little planning or anticipation is
involved); and (iv) a scrambled control mode, in which the next action is in practice
unpredictable or random. Thus depending on the control mode, the operator will plan
broadly and choose the actions more adapted to the situation or plan to a more limited
degree and compromise on safety aspects to gain productivity. Agent internal states are
updated after each action and a new control mode is computed [2].

5.4 Plan Execution Process

According to agent personality (caution, optimism), knowledge level (inexperienced or
expert), physiological characteristics (stress, strength, tiredness) and its control mode
(strategic, tactic, opportunist or scrambled) the process will choose the task to perform.
In the interpretation of the preconditions we add rules linked to the cognitive state of the
agent (example : favorable environment conditions are evaluated only by expert agents).
Preconditions are tested typically by checking the status (value) of the concerned object.
This can be done by sending a query to the manager agent. We describe below how
preconditions are evaluated during the execution.

1. Mandatory conditions ζm : If they are not true, the task cannot be executed. Agents
are trying to make them true by replanning. The state of the current task is settled
to pending. The process looks for tasks that respond to the following condition:
their postconditions must match the mandatory preconditions of the current task.
The founded tasks are executed as a general OR-task.

2. Regulatory conditions ζr : If an agent is in a strategic or tactical state, expert and
cautious it will check the regulatory conditions. They are not blocking like the
mandatory conditions. But in the case of an ALT-task, if there is no tasks to execute,
the planner can try to solve the regulatory conditions.
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3. Favorable environment conditions ζfe : These conditions are interpretable only by
expert agent. If they are not true the agent will not execute the task. Example of
environment conditions : ζfe : (> Pipe6 diameter 50)

4. Favorable contextual conditions ζfc : They are not blocking. They are useful in
the case of an OR-task, if all the tasks can be executed then these conditions allow
to choose the appropriate task depending on the context. Example of contextual
conditions : ζfc : (= weather state rainy)

5. Safety conditions ζsc : A safety task will be executed by an agent depending on
its control mode (strategic, tactical) and its competencies (expert, inexperienced).
Same as the ζfe, only expert agents will evaluate the safety environment condi-
tions ζse .

6. Resources conditions ζrs : First we check if the agent has the resource in its tool
box or in its pockets. If the agent does not have the resource, if it is not in a hurry
it will look for a plan to get the resource. It has also the possibility to ask another
agent (search or lend). If an agent is in opportunistic mode it will reason by analogy.
This means it looks for a similar tool that can be used to do the task.

Table 1. Planning Algorithm

Algorithm : Task-Execution-Algorithm(Υi)

1. Check Υ (ζm

⋂
ζrs)

2. If ζm

⋂
ζrs = true

Then If (agent(cautious) = true)
⋂

(agent(mode) = strategic
⋃

tactical)
Then Check ζr

Else Solve-mandatory-task-conditions(ζm)
Solve-resource-condition(ζrs)

3. If agent(expert) = true
Then Check ζfe

4. Check ζf c
5. If Υ (safety) = true

Then If (agent(expert) = true)
⋂

(agent(mode) = tactical)
Then Check ζsc

⋂
ζse

5.5 Replanning

Replanning may be triggered in response to unexpected events. If the effect of an un-
expected event creates a default in the existing plan, the planner modifies the plan. The
plan can be repaired by extending it (by adding tasks), or retracting some portion and
replanning. However it is not always possible to retain the original plan structure. If the
unexpected event is incompatible with the existing plan structure, this structure must be
retracted. To find a new plan, the planner will find a corresponding tasks in the space
of tasks, especially in what we call hyperonymics tasks, i.e. tasks that do not have links
with the main root (independent tasks).
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6 Results

6.1 Virtual Environment

We developed a virtual environment corresponding to our working scenario: a pipe
substitution operation in a high-risk industrial plant. The operations comprises three
phases: (1) prepare and secure the intervention zone, (2) dismantle the mono-pomp
group, (3) assemble the new mono-pomp group. The characters were modeled with
3DSMAX and the virtual environment designed with VIRTOOLS.

6.2 Planning Execution

We developed our multi-agent system (manager agent, operators agent) on the OMAS
multi-agent platform [1]. Each operator agent has an interface agent called MIT in

Fig. 4. Virtual environment for training

Fig. 5. Planning Execution
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charge of sending all information about the agent states and the value of its different
characteristics to a module interface developed with QT. The values are used to show
the evolution in real time of the agent states and plans. We tested our algorithms on a
small part of the scenario (Fig. 2).

Agent has to do the task ”Drain the pipe”. This order matches the goal
g1(= pipe06 state drained). The planner generates a plan to achieve the goal. Fig. 5
illustrates the action mechanism for four steps. Yellow tasks are active, greens are ended
and red are in failure. At step 1, Agent1 chose to prepare the recuperation by putting
a bucket under the Pipe06. The other choice is a task related to safety, inexperienced
agent cannot do this type of task. Agent2 is an expert, and chooses the second way that
is to throw absorbent and ammonia on the floor. The second main task of the scenario is
to open the gate so that the liquid can flow. There are two ways of doing the task : turn
the handle of the gate slowly or roughly. Agent1 chose the first alternative that is to turn
slowly. As the handle is rusted the task does not succeed. In the remainder of the simu-
lation, the agent looks for a task for achieving the goal g2(= handle05 state unblock).
Agent2 chose the same task but it also tried the other alternative related to safety i.e.
to turn roughly the handle. It does not succeed and its agitation increases. It will also
looks for a way to unblock the handle. Depending on the environment states a leak can
appear (this decision is taken by another module).

7 Conclusion and Outlook

In this paper we presented an action selection architecture, called AATP, for virtual au-
tonomous cognitive agents. We described how AATP produces and executes a plan. It
takes a goal to achieve in entry, and produces a plan composed of tasks. Plan execu-
tion depends on the state of the world and also on state of the agent. We designed a
formalism to express actions that can be done in the environment and also tasks. By
introducing different categories of preconditions and cognitive rules we are able to gen-
erate deviated behaviors according to an agent personality and competencies. The next
step of our work will be to test if our model still behaves in an acceptable way with
more than 100 tasks to perform. The communication with the virtual environment will
be also enriched in order to have a complete interaction between our modules and to
validate our system.

In a multi-agent system, agents often perform actions unexpectedly and indepen-
dently. When each agent is planning on its own without communicating and coordinat-
ing with the other agents, each agent has to solve some conflicting problems. This study
will be also conducted in the next step of our work.
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Abstract. Current techniques of language identification are based on a method
that assigns one or more textual documents into a set of predefined languages that
are relevant to page contents. In this paper, we proposed an agent architecture that
is used in criminal mobile devices identification systems. It is based on the usage
of a software agent to process at least one document by using a dictionary that
belong to a set of languages in order to determine the type of language features to
be used in the text preprocessing module. Then, the agent will map at least one of
the documents with the content of the dictionary in order to identify the languages
used in the text by the language identification agent. Finally, the digital forensic
agent will check the potential criminal short messages through the predefined
keyword repository of corresponding language. Form our experiments, the agent
architecture has been able to identify correctly the types of languages written in
the short text messaging (SMS) system.1

1 Introduction

This chapter discusses how an agent based language identification tool can be used in
the real time application [1]. Nowadays, the Short Messaging Services (SMS) is a com-
mon technology all around the world. People use it to send a message or information
to other users in a simple and fast way. In Malaysia, SMS is used in many languages
such as Malay, English, Tamil, Mandarin and others. Moreover, there are many foreign
workers from various countries like as Philippine, Myanmar, Bangladesh, Thailand and
so on. However, this technology increases several potential criminal activities. For ex-
ample, threats and spam SMS [2,3]. In this work, agent architecture is developed in
order to detect the potential criminal activities of mobile devices. The input to the sys-
tem will be the text, and this tool will automatically identify the language [4]. The
suspicious input data will then be processed for keyword matching detection, based on
the corresponding library. The developed tool is able to identify multi languages such
as Arabic, Persian, Urdu, Japanese, Indonesian, etc. From the initial experiments, we
have found that the agent architecture of identification system can perform the language
identification and digital forensic in a good manner.

1 The portion of this research has been certified under Intellectual Property Corporation of
Malaysia with the application number PI 20084793 on 26 November 2008.

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 281–290.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009

http://www.sps.utm.my/iselab/
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Fig. 1. Agent architecture for criminal mobile devices identification systems

2 Background

In computer science, a software agent is a piece of software that acts for a user or
other related programs in an of agency. Such action on behalf of implies the authority
to decide which (and if) action is appropriate. The idea is that agents are not strictly
invoked for a task, but activate themselves [1]. Currently it is time consuming to do an
investigation on mobile devices especially on short messaging services. Currently, it is
an important issue to develop a method for efficient information searching and retrieval.
In order to achieve this, efforts for reducing tremendous data for investigation should
be taken into serious consideration [1]. The practice of digital forensic is new. When
computer became common in homes and businesses, the police more and more often
came across computers which contained forensic evidence. Thus, police organizations
have realized the need for establishing special police units to handle electronic devices.
United States of America (USA) was the first to do so, when the FBI established the
Computer Analysis and Response Team (CART) on 1984. Later, a similar unit was
established in Scotland Yard, United Kingdom (UK).

On criminal activities, languages play an important role. With the rapid growth of
computer and network systems in recent years, there has been a corresponding explo-
sive cyber-crime activity [5]. The most commonly seen crime involves: hacking into
computer systems, computer viruses, groundless allegation (rumor), threats, etc. Digi-
tal forensics can be defined as the practice of scientifically derived and proven technical
methods and tools toward the preservation, collection, validation, identification, analy-
sis, interpretation, documentation and presentation of after-the-fact digital data derived
from digital sources, for the purpose of facilitating or furthering the reconstruction of
events as forensic evidence [6]. Moreover, it can be extended to forensic examination of
mobile phones because the proliferation of mobile phones in society has led to a con-
comitant increase in their use in and connected to criminal activities [7]. Conventional
techniques do not provide a further method, which with little expenditure could help
identify reliably the language in which the text is composed, even in the case of short
texts. Similarity measurements are used for potential threat determination in document.
Suspects or relevant data that are identified includes data that are identical to or similar
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to the extracted unknown data. If there are suspect data, the system transmit an alert to
the parties of interest or generates the critical report on a storage device.

Language identification task can be commonly divided into two classes, which are
spoken and written language . Spoken language identification method has to choose
signal processing, however language identification from text is a particular symbolic
or term processing task [8]. In our work, we are focusing on language identification
from written words rather than from speech. The main reason for the apparent lack
of activity in written language identification is probably that it is not considered as a
difficult problem [9,10]. This might be true if the amount of written text available in the
identification stage is large enough and computational of very few words such as names
and constraints are embedded in the systems [10].

The globalization of the communication industry has resulted with producing various
approaches of multilingual system. It is a core technology in many applications such
as multilingual conversational system, automatic transliteration system, multilingual
speech recognition, text categorization and spoken document retrieval [11,12]. Gener-
ally, the phonetic transcription of terms must be obtained online from written text using
either rules-based or some other kind of pronunciation models [8]. Most pronunciation
models depend on clearly expressed knowledge of the language, and therefore it must
be recognized by the system in order to enable the match model. Language identifica-
tion is often based on only written text, which produces an interesting problem [8]. User
intervention is always a possibility, but a completely automatic system would make this
phase run easier, and increase the usability of the system. Searching for names in a
phonebook using voice input is a good example of a system requiring language identifi-
cation [8]. Perhaps it can be extended to short messaging services (SMS) or multimedia
messaging service (MMS).

Accordingly, there is a need for the suspect data to be identified automatically and
precisely, without human intervention.

3 Agent Architecture

The invention relates to a computer software application for enterprise data manage-
ment. Specifically, it relates to a system and method of automatic language determi-
nation for potential tracks in computer systems. Our concern is to identify potential
threats of digital textual data from various mobile devices such as PDA, mobile, Blue-
tooth, laptop, etc. The raw data or text is a combination of a token of letters. N-grams
have been applied on raw data for producing features of machine-learning methods due
its reliability in language identification. Similarity measurements are used for potential
threat determination in document. Suspect or relevant data that are identified includes
data that are identical or similar to the extracted unknown data. If there are suspect data,
the system transmits an alert to the interested parties, or generates the critical report on
a storage device. Parties of interest are local authorities, researchers, news agencies,
policy makers, commercial company, etc. In this manner, the suspect data are identified
automatically, without any human intervention. Therefore, we have developed the agent
architecture as shown in Fig. 1.
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3.1 Language Identification Agent

First of all, raw data will be extracted from various mobile devices and then fed into
language identification agent. Only digitalized data will be extracted, others will be dis-
carded. The system will check whether the inputs belong to textual data. If the answer is
yes, then it proceeds to the following step of code point conversion, otherwise the agent
will stop the whole process. The agent then converts the extracted data into the Unicode
format. Unicode is a standard encoding method, which has been used worldwide for
any language data processing. For those non unicode letters, the agent will remove the
irrelevant or unrecognized letters that exist in a particular content. This is done to avoid
noisy data from getting mixed with the useful data. The following step is Unicode rang-
ing. Unicode ranging is used to identify the category of particular raw data in Unicode
such as Latin, Arabic, Cyrillic, etc. Number of occurrence of each letters in that par-
ticular raw data will be summed. The maximum probability is used to select the script
language of the particular content. Feature selection takes part by using n- grams for
selecting the appropriateness features according to the script language that have been
identified. Combination of unigram, bigrams, and trigrams are used for producing the
reliable features of input patterns. The following step is to ascertain the language by us-
ing machine -learning method, fuzzy ARTMAP. It is based on winner take all concept
in both the learning and testing process. Learning is the process of training the model
based on the samples have been identified in a particular language. Then, that model is

START

UNICODE CONVERTION

UNICODE RANGING

REMOVE NON-UNICODE LETTERS

FEATURE SELECTION

ASCERTAIN LANGUAGE

EXTRACT RAW DATA

SEND INFORMATION TO PARTIES
OF INTEREST AND DIGITAL

FORENSIC MODULE

END

TEXTUAL
DATA?

YES

NO

Fig. 2. Action of language identification agent
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used to ascertain the language in real time application. When the language of a particu-
lar content have been identified, report will be generated and stored in a storage device
for further reference by digital forensic module and parties of interest. Finally, the tasks
of the language identification agent end.

The algorithm used by language identification agent is stated as follows:

Start
Check format of original document
If the original document is not a textual document

then the document is discarded and the end
Read data from original document
Check the encoding utilized in the original document
Convert the original document to unicode document
Remove all non-unicode letters from unicode document
Segment the document according to the boundary of unicode
Extract features from the segmented document
Identify the language of particular segmented document
The end

3.2 Language Identification Agent System Architecture

Referring to Fig. 3, the LIAM will monitor and extract the raw data from any mo-
bile devices, respectively will identify the textual data to the UCAArabic, UCAPersian,
UCAJapanese and until UCAn. The number of UCA will be based on the multi lan-
guage of the corresponding system in order to ensure the text data can be handled in
parallel. However, if the LIAM has identified the non textual data in the raw data, the
process will be automatically be stopped by the SA. Next, for each parent in UCA will
have the number of RA (RA1, RA2, RA3 until RAn) that will remove the irrelevant or
unrecognized letters that exist in a particular content. The number of letters that have
been removed by the RAs will be combined by the existed URA for ranging the uni-
code. The process will be repeated until the last agent, FSA takes part to select the
appropriate features. The total number of agents in LIA system able to create the less
number of the total time (t) to retrive the information to the parties of interest.

3.3 Digital Forensic Agent

Digital forensic agent is used to identify the potential threats in a text or message. Simi-
larity measurements are used for potential threat determination in document. Suspect or
relevant data that are identified include data that are identical or similar to the extracted
unknown data. If there are suspect data, the system transmits an alert to the parties of
interest, or generates the critical report on a storage device. In this manner, the suspect
data are identified automatically, without intervention by a human being.

For the digital forensic module, it starts with the system receiving textual data and
reading its language from the storage device. The tokenization process will divide the
document into a number of tokens. Space in the document is the identity for spread out
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Fig. 3. Architecture of language identification agent approach

the word from the documents. Each token will be held in temporary memory for sim-
ilarity measurements. Before the process is continued, each word in the token will go
through process case folding. All the case of the words will change to small letters. The
corresponding language library is read from the storage device for similarity measure-
ments. The content of the language library is already pre-defined based on the analysis
that has been done on the potential threat words in the document. Each of the token will
be compared with the key words in the library for similarity measurements. If the num-
ber of token matched is more than the threshold, then the process will proceed to next
step. Otherwise the digital forensic process will be ended. The following step is report
generation. The relevant results will be recorded in the storage device or be alerted to
the parties of interest. Finally, the process of digital forensic will end.

The algorithm used by digital forensic agent of criminal mobile devices identification
system is stated as follows:

Start
Read data from original document and its language
Segment the data into token by word
Read corresponding language’s semantic library
Calculate the score based on similarity measurement
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START

RECEIVE TEXTUAL DATA AND ITS
LANGUAGE

TOKENIZATION

CASE FOLDING

READ CORRESPONDING
LANGUAGE’S LIBRARY

SIMILARITY MEASURE

OUT > THR?

REPORT GENERATION

ALERT TO PARTIES OF INTEREST

END

YES

NO

Fig. 4. Action of digital forensic agent

If score bigger then threshold
then generate the report of particular message
Alert to party of interest

The end

3.4 Digital Forensic Agent System Architecture

Referring to the Fig. 5, the DFA will read the language in the raw data or textual data
(from LIA) in the storage device. Next, the DFA will send it to TA in order to divide
the document into a number of tokens. Before the identification similarity process con-
tinued, the process will be segregated by several CFA (CFA1, CFA2, CFA3 and until
CFAn). A number of CFAs will change all the case to small letters and read the cor-
responding language library in a minimum time. The similarity measurement will be
compared by the SA based on the threshold weight. SA will dispatch the result to RA
for generate alert reports if the process in identified has potential threats in a text or
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Fig. 5. Architecture of digital forensic agent approach

message. The alert report will be send to DFA back to alert the parties of interest. How-
ever, if the process is null, the process will be dismissed by the DA.

4 Result Analysis and Discussion

In general, most of the works are focusing on English SMS spam filtering instead of mi-
nority languages. It will lead to highly misclassification of spam or non-spam messages.
Some of the researchers suggested doing a language conversion from other languages
into English as a preprocessing step in spam filtering. Some of the particular words are
hardly to be translated into other language as it cannot represent the real meaning of a
particular word. Therefore, language identification module is used as a preprocessing
step is important to correctly identify the potential criminal SMS. As a result, we have
proposed agent architecture with a combination of language identification agent and
digital forensic agent. Once the language of a particular message has been determined,
then the digital forensic agent can further process in order to find out the potential SMS
spam.

We have selected 500 samples data for testing the language identification agent. The
algorithm used to generate the dictionary was the n-grams algorithm proposed by the
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[13]. In the initial experiment, we have selected English and Indonesia as the desired
languages. For each language dictionary, the n-grams generate the particular semantic
in the process training. With such dictionary, we have used it to compare with the tested
document and find out the argument minimum. The Table 1 shown the result have been
done on this experiment. It is noticed that the language identification agent able to
determine English and Indonesia precisely. The morphology used on both languages
are quite significant different, so it can differentiate the language very well, even on
single sentence only. However, we have found that the n-grams algorithm hardly to be
used to determine too close languages like Malay and Indonesia or the Arabic script
languages.

Table 1. The performance of language identification agent using n-grams algorithm

Number of Training Documents 101-500 201-600 301-700 401-800 501-900
Number of Testing Documents 1-100 101-200 201-300 301-400 401-500
Unigram 99.8% 100% 100% 100% 100%
Bigrams 100% 100% 100% 100% 100%

In the future work, we intended to solve the constraints found on the language identi-
fication agent and further investigate on how the language identification agent will give
an impact on the digital forensic agent. It is assumed that, the correctness of the lan-
guage identification will directly affect the performance of the digital forensic process.

5 Conclusion

In this work, we have proposed an agent architecture for criminal mobile devices identi-
fication systems. It comprises of two agents: language identification and digital forensic.
It is time and cost consuming if the investigation of digital raw data involves more than
a million units. It is desirable to automate the process by using the agent architecture.
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Abstract. Recently, electronic commerce has been increasing and is also a
promising field of applied multiagent technology. In the automated electronic
marketplace, agents can trade as buyers and sellers. Buyers and sellers agents
evaluate each tradable item with each other, and buy/sell the item. Many elec-
tronic commerce sites provide high anonymity for sellers and buyers. Even
though there is a special relationship between them such as friends in real world,
they generally can not know their individual information in electronic commerce.
In actual trade in real world, item’s price is sometimes affected by the relation-
ship between them. This paper focuses on the trading in which buyers and sellers
have an asserted relationship such as colleague in a company. This paper ana-
lyzes items’ values which is defined by items’ prices and the relationships. Also,
we propose a trading protocol including the relationship between sellers and buy-
ers based on the analysis. In the protocol, first, the seller and the buyer evaluate
the relationship. Then, the successful trader is determined based on synthesis
evaluations. Finally, the seller and successful buyers trade with each other in the
calculated price. The Advantage of our protocol is that appropriate evaluations
of trading partners can be obtained by various attributes based on Multi-Attribute
Utility Theory.

1 Introduction

Recently, the network used electronic commerce has been increasing by the diffusion
of the Internet. Multigent-based technique is one of the promising method of automated
electronic commerce[5][6]. In this paper, we propose a new electronic trading mecha-
nism design of agent-based commerce.

Existing electronic commerce have various forms of dealing. All participants trade
based on the trading rule which is defined by each market. The participants evaluate
the items and business partners from various factors, and they negotiates on the item
price. However, electronic commerce has high anonymity. For instance, even though a
special relationship between buyers and sellers as friendships exists , the relationship
is not considered by the negotiation and the price decision in anonymous web-based
trading.

An item price is determined by negotiations between buyer and seller. However, we
consider a situation in which the item price depends on the relationship between traders.

N.T. Nguyen et al. (Eds.): New Challenges in Compu. Collective Intelligence, SCI 244, pp. 291–302.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Items prices are determined by the relationship and the item’s common value. Let τ be
an indirect value which is determined by negotiation between seller and buyer. We
propose a trading protocol in which we apply τ to the electronic economic mechanism.

In this paper, we also propose a trading method, reflected the relationships between
buyers and sellers and satisfied the agreed price. In the protocol, first, the buyer and the
seller evaluate the relationship with each other. Second, we use Multi-Attribute Utility
Theory to determine τ based on the relationship. Then, the item price is calculated. We
develop a new dealing form of the electronic commerce which focuses on the interper-
sonal relationships between buyers and sellers.

The rest of this paper consists of the following six parts. In Section 2, we explain
some terms and the theory used as a preliminary by this research. Also, we describe the
result and analysis of questionnaire about their trading experience between acquain-
tances. In Section 3, we propose a mechanism applying τ to an electronic commerce. In
Section 4, we show an example of trading in our mechanism. In Section 5, we discuss
the properties and advantages of our mechanism, after that, we show our concluding
remarks.

2 Preliminaries

2.1 Multi-attribute Utility Theory

The utility is an index that shows the degree of satisfaction of the player, when he/she
selects an item from two or more choices[1]. Philosophers who discovered the concept
of ”utility” define it as a quantitative standard of the individual happiness[2]. However,
they did not argue how to measure it. Today, economists regard it as a method for the
descriptions of the preference. The preference is the ranked favors of the individual.
Generally, when there are two choices a and b, we describe that a player prefers a to b
if he/she chooses a. This is written as a � b.

Multi-Attribute Utility Theory is used in the situation where players select the utility
value from two or more reasons (or factors). In general, each factor is defined indepen-
dently. Namely, a certain factor is not correlated with other factors. The utility value of
choices are shown by adding the utility value of the factor when Multi-attribute linear
utility function is employed. However, such factor may be important for traders, other-
wise be not important. Factors can be mapped by a certain function, however that is not
just an additive function. We employ the Weight-based Multi-Attribute Utility Theory
shown by the utility value of choices with

∑
(multiplication of each weight of factor

and evaluated value of the factor).
When people choose something such as the case of purchasing, they usually choose

it based on an intuitive judgment[3]. The criteria of choices are yielded intuitively in ac-
tual decision making. Therefore, we should not cause contradiction between choices by
using the Multi-Attribute Utility Theory and choices by a judgment known by intuition.
Humphreys proved that there is a high correlation during these seal determination, when
the factor was six or less by the experiment. Moreover, it was proven that the more seven
or more, that is, the factor increased, the more the correlation decreased[4]. A selector
accepts using addition, when the factor is few. However, it is difficult to use addition
in the case of a lot of factors, since we have to think about a complex relation between
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amends between factors. Tversky is described for exclusion by the attribute (factor) to
show person’s behavior[7]. Exclusion by attribute, first, excludes a factor which is a low
utility value about a most important factor. Second, it excludes a factor which is a low
utility value about a secondarily important factor. Similarly, a selector excludes some
choices and chooses the last one.

Thus, the chosen choices change by only slightly different of selector’s condition.
Weight and the evaluation of the factor are different since the each person’s favor and
purpose are different. In this paper, we use the Multi-Attribute Utility Theory with these
characteristics to the method of evaluating seller and buyer in commodity exchange.
This is written at the following as MAUT.

2.2 Preliminary Research

In this paper, we give a preliminary discussion of correlation between the value of items
and traders. For example, if a seller trades with a strange buyer, he/she may deal in the
items higher price than the trading with his/her friends. Otherwise, if the buyer declares
that he/she handles careful of the bought items, the seller might sell the item at a low
price. Namely, the item’s value for traders depends on the relationship of them, con-
ditions, and situations. To clarify and investigate such features in trading, we does the
questionnaire about trading in actual dealings for traders. The investigations are based
on 179 university students. In this questionnaire, the questionnaire includes the expe-
rience of buying and selling between their friend, and their items’ value that affected
from relationships. We also make them imagine the situation of item trading with their
friends by the self-role-play. The experiments focus on the influences in the ”interper-
sonal business partner and item’s value” and ”trading partner’s character and item’s
value” give to decision of negotiation partner and shows the result. The following sec-
tion explains the result of experiments.

Investigation of experiences as a buyer. As a preliminary research, we investigate
that people have ever traded with their friends, colleagues, and acquaintances. Totally,
there are one hundred and seventy-nine answerers for our question, that is, answerer
has any experience of trading of second-hand goods with your acquaintances. As the
result of the question, one hundred and nine people answered that they have had an
experience of trading at least one. Forty-seven people answered that they have not had
the experiences and the rest is unknown. We asked 109 people the situation in which
they traded.

They answered all things that applied as follows for the impression at that time.
Table 1 shows the result of concrete impressions in trading with their acquaintance.
The followings are options that answerers choose. When the impression did not exist in
the options, it answered as ”Other impressions”.

(impressionA) I could buy cheaper price than the trading with strangers.
(impressionB) I reassured in the trading.
(impressionC) I felt not so good although trading with acquaintances.
(impressionD) I had a delight trading.
(impressionE) I hope again dealings in the future.
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Other impressions include ”It was easy to negotiate on the price on tradings with ac-
quaintances”, ”The dealt item’s condition was well because he/she considers the credit
as a friend”, and etc.

Table 1. Investigation 1

Answer A B C D E
Total 92 62 4 27 18

Table 2. Investigation 2

Answer Yes No Other
Total 78 77 24

Table 3. Investigation 3

Answer F G H I J
Total 19 41 2 44 11

Investigation of experiences as a seller. Table 2 is a result of answer about experi-
ences as a seller, that is, he/she sold the second-hand goods to his/her acquaintances.
Table shows that people more than forty percent have experiences selling the items to
their friends, colleagues, and other acquaintances. Seventy-eight people answered their
utility at the trading. Table 3 shows the result of concrete impressions in trading with
their acquaintance. When the impression that did not exist in choices was obtained, it
answered as ”Other impressions”.

(impressionA) Buyer could buy higher price than the trading with strangers.
(impressionB) I reassured in the trading.
(impressionC) I felt not so good although trading with acquaintances.
(impressionD) I had a delight trading.
(impressionE) I hope again dealings in the future.

Other impressions include ”It was easy to negotiate on the price on tradings with ac-
quaintances”, ”The dealt item’s condition was well because he/she considers the credit
as a friend”, and etc.

Self-Role-Playing. In the self-role-playing simulation, to investigate the situation of
trading, we ask answerers in the following conditions whether they want to trade or do
not. Conditions include trader’s character, attitude, and several other factors in trade and
subsequent treatment.

In the question for answerers, we assume the following three traders exist in trading.
When they trade with such traders, we asked how they consider and feel and whether
they want to sell/buy or do not.

In any case, we assume that the proposed price is the same and that three people in
each case are individuals.

[Case1] When judging based on the person who have a different interpersonal rela-
tionship.
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(Trader A) He/She knows answerer very well, and intimate.
(Trader B) He/She is not intimate for answerer, but physical distance is short like per-

son who lives near answer’s house.
(Trader C) Though it is an acquaintanceship, he/she doesn’t have relations at all like

staff in same company.

From these options, Table 4 shows the result; trader in which answerers want to trade
with. Table 5 also shows the result; trader in which answerers do not want to trade
with. Each table includes number of answerers that they do/don’t want to trade with a
buyer/seller.

Table 4. [Case1] The trader whom answerers want to trade as buyer and seller

A B C
As a seller 103 53 25
As a buyer 110 48 21

Table 5. [Case1] The trader whom answerers do not want to trade as buyer and seller

A B C
As a seller 20 7 152
As a buyer 18 9 154

Next, we discuss the trading where trading partner handles the traded items, like that
answerer does not favor: For example, the case that traders resale.

[Case2] When judging based on the purpose of dealing and the different character.

(Trader D) He/She is careful handling his/her bought items.
(Trader E) He/She is not careful handling his/her bought items.
(Trader F) He/She purchases the item to make money by resaling.

From these options, Table 6 shows the result; trader in which answerers want to trade
with. Table 7 also shows the result; trader in which answerers do not want to trade
with. Each table includes number of answerers that they do/don’t want to trade with a
buyer/seller.

Table 6. [Case2] The trader whom answerers want to trade as buyer and seller

D E F
As a seller 151 24 6
As a buyer 166 13 0
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Table 7. [Case2] The trader whom answerers do not want to trade as buyer and seller

D E F
As a seller 8 86 88
As a buyer 1 13 165

Analysis of Preliminary Research. In the preliminary research, we investigated the
trading between the people who have relationships . The investigation includes influ-
ences of determination of traders and prices for other-side trader from human relation-
ships between them, trading partner’s character and temper, and intention of trading.
We consider based on the result of investigations as follows.

1. From Table 2 and Table 3, a lot of people want to sell the item to the acquaintance
cheaply.

2. From the result of self-role-play, there is a trend that traders want to deal with
chummy person.

3. On contrary, the order of importance of dealings falls down the trading with the
unfamiliar person.

4. About 20 percent people have a great value about ”Easiness of trading” more than
human relationships.

5. When an answerer is the case as a seller, most of answerers answered that they want
to sell the item to the other party who has the definite reason and carefully uses it.

6. When the answerer is the case of a buyer, most of them answered that they want to
buy the item from the other party whose items are in good preservation.

7. Even though the trade has been finished, most of them consider that they want to
trade subsequently with creditable traders.

3 Proposal Technique

In this section, first, we explain the indirect value τ . Then, we show the definition and
protocol based on τ .

3.1 The Indirect Value τ

From the result of the preliminary research in Section 2, the relationship between buyers
and sellers affects the decision of the business partners and the trading price. For ex-
ample, some traders may want to trade with their buddy-buddy (good friend). Further,
they may sell item to him/her at a low price. In this paper, we propose a trading method
in which the business matching and the price determination are taken such relationship
between buyers and sellers into consideration. We define the indirect (heterogeneous)
value between buyer and seller as τ in which we mentioned previously.

3.2 Model

We give some definitions as follows in our proposed trading mechanism.
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– We define a seller set as S = {s1, s2, · · · , si, · · · , sn}. si is ith seller in the set.
– We define a buyer set as B = {b1, b2, · · · , bj , · · · , bm}. bj is jth buyer in the set.
– We define an item set as G = {g1, g2, · · · , gk, · · · , gl}. gk is kth buyer in the set.
– We define the price Rsi

gk in which seller si evaluates item gk.

– We also define the price V bj
gk that buyer bj evaluates item gk.

– We define an evaluation attribute set as E = {e1, e2, · · · , ex, · · · , ez}. ex is xth
attribute in the set.

– We define ex[si, bj ] about that seller si evaluates buyer bj .
– We define the importance degree of the evaluation for the seller as W si

ex. W si
ex shows

the valuation in which si gives a weight on ex.
– Similarly, we define the evaluation from buyer bj to seller si as ex[bj , si].
– We define the importance degree of evaluation for the buyer as W bj

ex . W bj
ex shows

the valuation in which bj gives a weight on ex.
– Trust value T si

bj of buyer bj for si is defined by total sum of evaluation values in
which the seller evaluates the buyer. T si

bj =
∑z

x=1 ex[si, bj] · W si
ex.

– Trust value T bj
si of seller si for buyer bj is defined by total sum of evaluation values

in which the buyer evaluates the seller. T bj
si =

∑z
x=1 ex[bj, si] · W bj

ex .

Figure 1 shows a visual example of trust value of traders. The graph shows the
trader’s various attitudes of reliability by nonlinear lines. The horizontal axis repre-
sents a value of the trust. The vertical axis represents a magnification rate added to the
presentation price. The curves of three patterns are shown in Figure 1. These sorts of
patterns are employed in our mechanism.

Fig. 1. Example of Trust
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– We define the magnification rate obtained in trust value T si
bj as M = f(T si

bj ).
– We define the magnification rate obtained by reliability T bj

si as M = f(T bj
si ).

– We define the price Rsi
gk in which seller si presents buyer bj in the negotiation. It is

multiplied by M = f(T si
bj ) to Rsi

gk .

– We define the price Rbj
gk that the buyer bj presents the seller si as in the negotiation.

It is multiplied by M = f(T bj
si ) to Rbj

gk .
– We compare with the price between the sellers and the buyers, and decide a suc-

cessful trader in the negotiation in which the combination of difference of prices
Dsi

bj = |V − R| is maximum.
– We define the amount of the final trading price as P , and it is decided by the cal-

culation of P = R + k(V − R). We define k as a magnification rate (trading
magnification), which the manager and the traders decide. This magnification rate
is decided between 0 ≤ k ≤ 1.

3.3 Protocol

In this section, we describe the protocol in our proposed trading mechanism based on
τ . In our protocol, the presented price is sealed.

Step1 (The negotiator determination)

First, the seller decides the other party (buyer) who wants to sell items. Second, the
buyer who receives the intention answers whether he/she can negotiate with the seller
or can not. Then, the buyer and the seller negotiate with each other.

Step2 (Seller’s price declaration)

First, seller estimates the price of the item. Second, the seller evaluates the buyer with
multi-attribute preferences, and the trust value is put out by the weighted evaluation. Ta-
ble 8 shows the table of multi-attribute evaluation of buyers. The trust value is dropped
to a function shown as the curve in Figure 1. Actually, a lot of patterns of curves exist.
To simplify, in this paper, we employ three patterns shown in Figure 1. The magnifica-
tion rate is multiplied to the price of the item, and the declared price is decided.

Table 8. Multi Attribute Evaluation of Buyer by Seller

{si, B} b1 b2 · · · bj · · · bm W

e1 e1si
b1 e1si

b2 · · · e1si
bj · · · e1si

bm W si
e1

e2 e2si
b1 e2si

b2 · · · e2si
bj · · · e2si

bm W si
e2

· · · · · · · · · · · · · · · · · · · · · · · ·
ex exsi

b1 exsi
b2 · · · exsi

bj · · · exsi
bm W si

ex

· · · · · · · · · · · · · · · · · · · · · · · ·
ez ezsi

b1 ezsi
b2 · · · ezsi

bj · · · ezsi
bm W si

ez

T si
bj T si

b1 T si
b2 · · · T si

bj · · · T si
bm
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Step3 (Buyer’s price declaration)

As same as Step2, first, the buyer estimates the price of the item. Then, the buyer eval-
uates the seller, and the trust value is put out by the weighted evaluation. Table 9 shows
the table of multi-attribute evaluation of sellers. Also, the trust value is dropped to a
function shown as the curve in 1. To simplify, as same as the case of seller, we employ
three patterns shown in Figure 1. The magnification rate is also multiplied to the price
of the item, and the declared price is decided.

Table 9. Seller evaluation tables of buyer

{bj , S} s1 s2 · · · si · · · sn W

e1 e1bj
s1 e1bj

s2 · · · e1bj
si · · · e1bj

sn W bj
e1

e2 e2bj
s1 e2bj

s2 · · · e2bj
si · · · e2bj

sn W bj
e2

· · · · · · · · · · · · · · · · · · · · · · · ·
ex exbj

s1 exbj
s2 · · · exbj

si · · · exbj
sn W bj

ex

· · · · · · · · · · · · · · · · · · · · · · · ·
ez ezbj

s1 ezbj
s2 · · · ezbj

si · · · ezbj
sn W bj

ez

T bj
si T bj

s1 T bj
s2 · · · T bj

si · · · T bj
sn

Step4 (Decision of final trading partner and the actual trading price)

The difference of declared price are computed. The successful traders are determined
based on the maximum difference. The actual trading price P is decided based on the
trading magnification rate.

4 Example

In this section, we explain an example when a seller and three buyers exist in the market.
Tradable item g is one (single item). We assume the evaluation criteria as ”Friendship
degree”, ”Easiness of trading”, and ”Expectation degree for item”. The evaluation value
and priority are assumed to be five level rating evaluation from 1 to 5. For example, the
total value is calculated as

∑
s · W . Through Table 10 to 12 show the examples of

multiplication of evaluation values and weights. We give a concrete situation of negoti-
ation process using these tables. The maximum value of magnification rate M obtained
from the trust value is set as 40%. When the actual trading price is decided, trading
magnification rate k is set as 50%.

1. Seller s applies a negotiation to three buyers b1, b2, b3. As the result, buyer b1, b2

agrees with the seller’s proposal. Seller s starts negotiating with buyer b1, b2.
2. Seller s estimates that item g is $ 1000 yen or more than . Seller s evaluates buyer

b1, b2 by multiple attribute evaluations.
3. Buyer b1, b2’s valuations of item g are each $ 900 and $ 1200 for item. Each buyer

b1, b2 evaluates seller s based on multiple attribute evaluations.



300 T. Matsuo et al.

Table 10. Buyers Evaluation by Seller s

Evaluation of seller s b1 b2 W

Friendship degree 4 3 4
Easiness of trading 3 2 5

Expectation level to item 4 5 4

Trust value T 47 42

Table 11. Seller Evaluation by Buyer b1

Evaluation of buyer b1 s W

Friendship degree 4 4
Easiness of trading 3 5

Expectation level to item 5 4

Trust value T 51

4. After the calculation of trust value, we apply this value to the curves as shown in
Figure 1. We calculate the magnification rate of the item. The magnification rate is
multiplied to the item price. As an example, we use nonlinear curves in Figures 2
and 3.

5. Seller s chooses the curve in the graph (Figure 2) regarding reliability of buyer
b1, b2. The magnification rate of the rating regarding trust value is multiplied with
the item price. Buyer b1, b2 also choose the curve in the graph (Figure 3) regarding
reliability of seller s.

6. From the determined magnification rate, the each price in which seller s presents
to buyer b1, b2 is decided as Rs

b1 = 1000 × 0.75 = 750 dollars and Rs
b2 = 1000 ×

0.78 = 780 dollars. Also, the price in which buyer b1 presents to seller s is V b1
s =

900 × 1.33 = 1197 dollars, and the price in which the buyer b2 presents to seller s
becomes V b2

s = 1200 × 1.25 = 1500 dollars.
7. To decide the combination of dealings, like a combinatorial matching, we calculate

a price difference D. When seller s trades with buyer b1, D = 1197 − 750 = 447
dollars. When seller s trades with buyer b2, D = 1500 − 780 = 720 dollars. Thus,
the matching result is s, b2.

8. In this example, since trading magnification rate k is 50%, the actual trading price
becomes 780 + 0.5(1500 − 780) = 780 + 360 = 1140 dollars.

Table 12. Seller Evaluation of Buyer b2

Evaluation of buyer b2 s W

Friendship degree 3 4
Easiness of trading 3 5

Expectation level to item 5 4

Trust value T 47
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Fig. 2. A Curve in which Seller s Selects

Fig. 3. A Curve in which Each Buyer Selects

The actual trading price is between each trader’s valuation. Thus, it is insured indi-
vidual rationality.

5 Conclusion

This paper focuses on the relationship between the buyer and seller in trading. The
proposed mechanism is a trading form where traders relationships are considered. The
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advantage of our mechanism is what an appropriate trading price are calculated based
on multiple attribute evaluations including both business partner in himself/herself and
items. The relations between individuals are reflected in the price by applying the effect
value obtained from multiple attribute evaluation.

As the development of our work, our mechanism can be reputation system in the
Internet auctions. While the existing Internet auction reputation system employs only
rating method, our mechanism separates trader’s humanity from item condition. Thus,
new comer traders can know appropriately the potential business partner’s information.
Further, our trading price determination mechanism help traders’ decision making.
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Abstract. The main goals of Internet service providers are to maximize profit 
and maintain a negotiated quality of service. However, achieving these 
objectives could become very complex if we know that Internet service users 
might during the session become highly dynamic and proactive. This connotes 
changes in user profile or network provider/s profile caused by high level of 
user mobility or variable level of user demands. This paper proposes a new 
pricing architecture for serving the highly dynamic customers in context of 
dynamic user/network environment. The most convenient concept that could 
comprise highly adaptive and proactive architecture is agent based architecture. 
The proposed agent based architecture places in context some basic parameters 
that will enable objective and transparent assessment of the costs for the service 
those Internet users receive while dynamically change QoS demands and cost 
profile.  

Keywords: QoS, Price Optimization, Agent architecture, Proactive. 

1   Introduction 

In parallel with rise of a confidence in Internet network, also rise the expectations to 
its reliability which connotes satisfactory level of Quality of Service (QoS).  These 
expectations force the Internet users to negotiate with its Internet Service Providers – 
ISPs, about the guaranties required for specific levels of QoS. The price for Internet 
access is generally the main (but also the easiest) criterion for new customers to 
compare different ISPs. Very important questions for customers are how to estimate 
the received quality of service and how to get the optimal service value. This process 
is obviously very complex and connotes dynamic analyze and adaptation of many 
different parameters. These parameters can be used to compare the services offered by 
different ISPs and to inform a price/quality trade-off decision for a consumer. 
Parameters should be designed to be sufficiently flexible to be used across a mixture 
of connection technologies. Some elements of QoS can’t always be clearly 
measurable in a numerical and objective way (security, reliability and ease of billing). 
Usually, these parameters can be measured only subjectively, and may also not ever 
be a part of price/quality trade-off [2][13].  
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A development of recent complex and demanding applications continuously 
increases the requirements on a quality of the service, provided by communication’s 
infrastructure. It is very possible that the same complex applications and the services 
will be executed by different level of quality that would satisfy every single user. This 
is much more important if we know that applications and services could, during the 
communication, require different level of QoS. The variable QoS requirements could 
become from variable demands of a user and an application and from the variable 
network characteristics, respectively. Furthermore, variations of QoS as well as the 
QoS degradations can also be a consequence of using on user's devices with different 
possibilities, in different networks, or on mobile devices. A proper relation between 
the quality and the cost of the service will result in adequate user satisfaction. 

The variable requirements have to be negotiated between the end system and the 
network, every time when the user or the network changes the demands on QoS [18].  

At the moment there exist several pricing models that could be used for Internet 
accounting, but not all are generally applicable. This is especially emphasized in 
dynamic user/network environment in which user and network could change their 
QoS characteristics and profiles. The dynamic accounting model could be a benefit 
for the customer, because he will find the appropriate and optimal model of network 
usage. 

This paper presents a new pricing architecture for serving the dynamic users in 
context of dynamic user/application/network environment. The most convenient 
concept that could comprise highly adaptive and proactive architecture is agent 
based architecture. The proposed agent based architecture places in context some 
basic parameters that will enable objective and transparent assessment of the costs 
for the service those Internet users receive while dynamically change QoS demands 
and cost profile. 

The paper is organized as follows: second section presents different aspects of 
service price estimation and optimization as a motivation for new proposal, the third 
section proposes a new agent based architecture for dynamic pricing the services in 
distributed network environment, the fourth section presents price optimization 
procedure for the services with dynamic QoS demands and last section concludes 
the paper. 

2   Aspects of Service Price Estimation and Optimization 

The service price on the market is established in close connection between service 
user and service provider. The service providers set and adapt the service price in 
order to maximize the profit. The service users try to optimize the ratio of received 
service value and the service price.   

Revenue from services can be basically calculated in accordance to different 
factors (e.g. time, cost, quantity of services). Consumers select the class of service in 
accordance to their preferences and habits, and compare prices of similar services 
enabled by the various service providers. The main goal is to maximize the benefits 
(level of satisfaction) within limited budget [3][4][5]. 

There exist many different strategies for optimization of service price from 
different aspects. They could include different pricing architectures, pricing strategies 
and service models. Flat rate pricing model is stimulant to over use the network, 
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which, especially in connection with the increasing number of subscribers, can lead to 
network congestion. The result is a reduction of the quality of service and QoS 
management. In contrast, usage-based pricing scheme can be a good step to general 
price/resources optimisation. The QoS architectures that are mostly used and 
relatively largely implemented (e.g. Diffserv model) deal with this problem in a user 
oriented manner i.e. a user always chooses the service class providing the best QoS 
[6] [11][12]. 

Classical pricing schemes are becoming outdated because of three major reasons: 

i. Existing simple schemes are not stimulant to improve utilization.  
ii. Some users might wish to pay more than others to avoid congestion and get 

better QoS.  
iii. The current Internet and, even much more, the next-generation Internet has to 

deal with numbers of applications with very diverse quality of service 
requirements. If we comprise these requirements in a pricing model, we could 
improve users’ level of satisfaction [8].  

Additionally to these reasons we might add the fourth, which is obvious: the users 
could during the session dynamically change their demands in accordance to variable 
requirements and network condition. In such a way the user can get the improved 
(optimal) cost per session (service). 

The study of dynamic pricing a QoS-enabled network environment has become 
one of the hottest research areas in recent years. Many optimal pricing schemes have 
been proposed in the past few years. QoS pricing schemes proposed so far often entail 
either congestion control or admission control or even both. Most of them either 
assume a well-known user utility function or user demand function and establish an 
optimization model to maximize either the social welfare or provider’s revenue [9]. 

Some early versions of congestion-dependent pricing also considered charges per 
packet. Such approaches often use an auction to determine the optimal price per 
packet, resulting in prices that vary with demand. Several research studies investigate 
the issue of user behavior upon price change [7][12].  

Users’ willingness to pay will simply depend on the type of services offered and on 
the price charged which could be described by the utility function. This function gives 
a measure of the user’s sensitivity to the perceived QoS level that is to the variations 
of the network resources allocated to the relevant flow. From an economic point of 
view, the utility function is strictly related to the users’ demand curve, which 
describes users’ willingness to pay as a function of the perceived QoS level [10].  

Some researchers presume that optimal pricing schemes require a centralized 
architecture to collect all the required information and perform an optimal price 
setting or resource allocation. From this, very probable point of view, it is obvious 
that the optimal pricing schemes do not scale well. Also, it is not feasible to adopt a 
centralized approach when multiple domains/service providers are involved. If the 
centralized approach is used only within a domain, then it is not clear if the locally 
optimal solution will lead to a globally optimal one. 

An ideal model for network access would be the continuous accessibility. In every 
access point we could have defined a price for Internet access, and user willing to pay 
can approach the network. The price should be set as high as optimal network 
usability will be achieved. One mechanism for access price estimation could be 
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"Walrasian tatonnement", in which a trial price could be set and the users can decide 
whether to accept or refuse the offer. If the total amounts of users’ requests exceed the 
network capacity then the price should be set to a higher level. The main problem by 
this scheme is that user must cautiously monitor the price. If a time of day traffic 
sample is enough predictive than this scheme could work, but it is well known that 
Internet traffic will be highly penetrating and unpredictable [1]. 

To provide a better QoS guarantee in accordance to service price a proactive 
approach is preferred to a reactive approach in many cases. This fits dynamic 
environment much better, especially if we know that users are free to adjust their 
QoS demands during a service session although this should not be mandatory.  

As well as the centralized QoS pricing approach obviously doesn’t lead to a 
general solution our attempt introduces distributed agent based architecture for QoS 
pricing. It is especially appropriate for dynamic network environment and can 
proactively lead a system to state which is dynamically optimized. 

3   An Agent Based Architecture 

A process of QoS negotiation could be a very complex procedure, time wasting, and 
burden by huge number of the measures to define the quality of service and by 
shortage of proper definition of applied measures. Furthermore, we often do not have 
the appropriate methodology to measure and observe the negotiated QoS. If these 
problems were addressed on an ad-hoc basis, between every single customer and its 
ISP, the implementation of QoS will lead to big effort and large traffic measurements 
that don’t scale well in general network model. These problems are much more 
emphasized if we introduce dynamic network environment, which could be lunched by 
different variations in network surroundings.  The dynamic distributed environment 
could be shown as tight connection between network, user and application (Figure 1.). 
Variations of QoS as well as QoS degradations are not necessarily caused by overall 
traffic in the network, but could also be a consequence of using devices with different 
possibilities, different networks, or mobile devices. We can assume that during the 
communication new and complex applications and services would require a different 
level of service quality and would be executed with different level of quality of service. 
Furthermore, characteristics of services offered in distributed environments are 
exposed to high variations, from the light quality degradation to a complete loss of 
communication link. The end system has to compensate these variations and provide 
the user with acceptable level of service quality. The proactive applications are 
predestined for distributed and dynamic environment with limited resources and 
unpredictable variations in quality of communications [14][15].  

The processing quality of service in distributed dynamic environment includes 
several coherent activities:  

♦ definition of demands on service quality in the form of subjective user wishes or 
acceptable applications quality; performances, synchronization, costs, etc.;  

♦ mapping of obtained results into parameters of service quality for different 
system components or layers;  

♦ negotiation between system components or layers to insure that all components 
can satisfy the desirable quality of service. 
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Fig. 1. Distributed dynamic environment 

The main motivation for proposing new agent based architecture was a need to 
improve QoS, user costs and user satisfaction. This is especially request of the 
applications that could require a different level of QoS during the session. Examples 
of such applications are distributed multimedia, virtual reality, mobile applications, 
telemedicine, etc. They all have in common that in order to reduce the costs could 
during the session change their requests on QoS and could be executed with variable 
(acceptable) quality of service. 

The architecture proposal should be based on the following three underlying 
objectives: 

• Economic efficiency; 
• Simplicity and scalability and 
• Optimal revenue from the user point of view. 

The first goal is to achieve the optimal overall customer value of received services. 
The second goal is to design a simple and scalable architecture/scheme. The last goal 
is to provide optimal level of user QoS guarantees and to minimize the cost/service 
ratio. 

These objectives are sometimes conflicting or even contradictory. Most researchers 
believe that optimal pricing solutions are very hard or even impossible to achieve as 
the scale of the problem is becoming large. Taking into account all measures that 
should be taken to improve different aspects of service pricing it must be pointed out 
that in practice, as in many other fields, maximal simplicity is often more important 
than maximal efficiency [9][16][17]. 

In the Figure 2. is shown the proposed architecture for pricing the services in 
dynamic user/network environment. The architecture consists of different service 
providers competing for users. Every service provider should have its own price 
strategy that will attract the users to choose it. Every user also should have its own 
price strategy that will obtain the optimal QoS/price value. If the user changes the ISP 
during the communication (mobility, QoS request change, device change…) this 
process should be as transparent as possible. The best way to employ dynamic price 
system is implementation of price agents by users’ and ISPs’. By using predefined 
price strategies price agents have to dynamically negotiate QoS pricing. A very 
important question is how to implement a billing system in dynamic environment in 
efficient and secure manner. One obvious solution could be a centralized approach by 
independent agency that could provide service of cost management. Every user  
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Fig. 2. The architecture for pricing the services in dynamic user/network environment 

should open a user account which could be managed dynamically by User cost 
management agent. User cost management agent could communicate with user price 
agent and network price agents as well as user bank account or credit system to 
arrange independent and transparent billing process. 

4   Price Optimization for the Services with Dynamic QoS 
Requirements 

The proposed architecture enables efficient User/Network QoS/price management. In 
order to optimize a level of QoS service the applications and services could, during 
the communication, require different level of QoS. The variable requirements have to 
be negotiated between the end system and the network, every time when the user or 
the network changes the QoS demands. In Figure 3. is shown a process of QoS/price 
adaptation. The price should be adapted when external factors change. Some of 
external factors could be user request, application request and changes in network 
environment. The negotiation strategy is based on price adaptation/optimisation that is 
implemented in end system and service providers. In order to improve negotiation the 
user and ISP (ISPs) could change QoS/price policy. The dynamic result will be 
QoS/Price working point that will worth till the next QoS change. 

An oftenness of price change is also very important detail. For transparent and 
continuous QoS providing it is necessary to define the limits (QoS, price…) that will 
trigger a new negotiation procedure. As a result the negotiation process between  
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Fig. 3. QoS/Price adaptation policy 

 

Fig. 4. Dynamic QoS management  

network and user could become more efficient. In the Figure 4. is shown the process 
of QoS adaptation in which the received QoS should be as close as requested QoS. To 
best meet the QoS requirements the QoS difference ∆QoS should be as small as 
possible. 
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5   Conclusions 

In response to fluctuations in either end system or network resources the dynamic 
heterogeneous network environment is desirable to dynamically adapt QoS/Price. 
Variations that are comprised could be caused by the limited/changed system 
resources or by variations in the application demands. The main goal of QoS/Price 
control is to maximise user’s satisfaction by the best use of limited resources. 

This paper proposes pricing architecture for serving the highly dynamic customers 
in dynamic user/network environment. The most convenient concept that could 
comprise highly adaptive and proactive architecture is agent based architecture. The 
proposed agent based architecture incorporates some basic parameters that will enable 
objective and transparent assessment of the costs for the service those Internet users 
receive while dynamically change QoS demands and cost profile. 

In the proposed agent based QoS/Price architecture model, the main improvements 
could be summarised as follows: 

• Proactive agent based approach insures transparent pricing in dynamic QoS 
environment. 

• proposed model insures the best level of QoS/Price ratio that end user 
receives and an optimal level of user’s satisfaction; 

• centralised accounting served by independent User cost management agent 
enables transparent dynamic accounting; 

Further work will include a formal verification and experimental validation of the 
proposed agent based architecture for pricing in dynamic user/network environment. 
The proposed architecture will be a base for further investigation related to 
heterogeneous and dynamic QoS environment. 
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Abstract. Ionic channels are among the most difficult proteins for experimental 
structure determining, very few of them has been resolved. Bioinformatical 
tools has not been tested for this specific protein group. In the paper, prediction 
quality of ionic channel secondary structure is evaluated. The tests were carried 
out with general protein predictors and predictors only for transmembrane 
segments. The predictor performance was measured by the accuracy per residue 
Q and per segment SOV. The evaluation comparing ionic channels and other 
transmembrane proteins shows that ionic channels are only slightly more 
difficult objects for modeling than transmembrane proteins; the modeling 
quality is comparable with a general set of all proteins. Prediction quality 
showed dependence on the ratio of secondary structures in the ionic channel. 
Surprisingly, general purpose PSIPRED predictor outperformed other general 
but also dedicated transmembrane predictors under evaluation. 

Keywords: ionic channel, secondary structure, prediction. 

1   Introduction 

Ionic channels are transmembrane proteins with a gated pore that control passive 
influx and outflow of ions and molecules through the cellular membrane. Channels 
play a crucial role in the living processes of cells and mutations that alter their three-
dimensional structure lead to very serious health consequences. Although 
conductivity of ionic channels is usually very selective, they have successfully been 
used for intracellular drug delivery. Therefore, the knowledge on their structure and 
functionality is of great importance. Since ionic channels are water insoluble 
transmembrane proteins, anchored deeply in the lipid bilayer, and are usually very 
large molecules, their extraction, crystallization and analysis are very difficult tasks. 
Consequently, very few structures of ionic channels have been resolved. Hence, 
possibility of computational structure prediction would be very valuable.  

Predicting secondary structure of an ion channel is an essential step towards 
obtaining a complete three-dimensional architecture of the molecule. This process 
                                                           
* Corresponding author.  
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involves predicting secondary structure of the overall protein and location of the 
transmembrane region. Many specialized tools, including PHDhtm, HMMTOP, DAS, 
PRED-TMR, SOSUI, CONPRED, address the problem of transmembrane region 
detection. Their reliability was reported as close to 70% (for a review see [1-3]). 
Since they only predict residues from transmembrane segments, they do not provide 
information about the secondary structure of the overall protein. For this purpose, 
general secondary structure prediction (SSP) tools could be employed. Evaluation of 
the most contemporary SSP tools show that their efficiency on soluble proteins 
reaches 80% of the correctly predicted helices, beta structures and coils [4].  

Although methods and tools dedicated to SSP have been available for more than 
thirty years, since the Chou & Fasman algorithm was published [5], they have not 
been thoroughly tested on an extensive ion channel data set since, until recently, only 
a few channel structures were available in the Protein Data Bank (PDB) [6] in the 
form of pdb files. Due to technology advances, the number of resolved proteins is 
growing steadily. Therefore, it is now possible to evaluate SSP tools based on a 
significant number of ionic channels, for example using database published by S. 
White’s group [7,8].  To our knowledge, it has not been tested whether the efficiency 
of general purpose SSP tools is equally high for ionic channels as for soluble proteins 
and how it compares to a set of other transmembrane proteins. We would also like to 
know what the shortcomings of their predictions are in case of ionic channels. 
Moreover, we want to identify which tools should be recommended for such a 
specific subset of transmembrane proteins,  especially for the more complex channels 
which are made of several chains and/or contain beta strands.   

In the presented work, we test the performance of SSP tools, comparing their 
outcome for a set of ionic channels and other transmembrane (TM) proteins. The 
results are related to evaluation on all proteins provided by Eva benchmark [4,9]. The 
analysis concerns prediction quality for three standard secondary structures: α-helix 
(H), β-strand (E), and coil (C). The evaluation is expressed by Qi value reflecting per 
residue accuracy and SOVi value showing the accuracy per segment. For the general 
purpose tools the analysis is performed on the whole protein sequence, while it is 
limited to transmembrane regions for the tools dedicated to transmembrane proteins. 
Furthermore, we investigate what is the relation between the predictor’s quality and 
the ratio of each secondary structure in the channel, derived for each of the predictors. 

2   Materials and Methods 

2.1   Protein Data Sets 

The set of ionic channels consisted of proteins from the redundant database published 
by S. White’s Laboratory at UC Irvine [8]. From this database (of 9.04.2009) we 
excluded the channels that did not meet some quality criteria, i.e.  resolution < 5 A, 
factors evaluating quality of the pdb model: R < 0.3 and |R − Rfree| < 0.05 (Rfree 

defined in [10]). The set included 76 chains from 19 ionic channels, and the set with 
recognized transmembrane region had 57 chains from 18 ionic channels. For control, 
a set with resolution < 2.5 A was also tested. The results with this very small set (only 
18 chains available in PDB) did not differ significantly from those obtained with the 
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larger set (data not shown). Hence, we decided that currently the larger, 
lower-resolution set can be used as more reliable, due to the larger representation. 

In the case of other transmembrane proteins, where a larger number of structures is 
available, the quality criteria were like of the strict channel set: similarity cutoff 40%, 
resolution < 2.5 A, R > 0.3, |R − Rfree| < 0.05. The set of other transmembrane proteins 
was generated based on the database PDBTM maintained by Institute of Enzymology 
in Budapest [11,12] as the set of α-helical proteins (of 9.04.2009) excluding ionic 
channels. Finally the set included 64 chains from 47 proteins, while the subset with 
recognized transmembrane region consisted of 55 chains from 39 proteins. 

2.2   Evaluation 

The evaluation was based on PDB files where α-helices and β-strands are defined. 
Other residues were assumed to be within a coil. Prediction quality was evaluated by 
per residue accuracy Qi, and per segment accuracy SOVi, i ∈ {H, E, C} [13]. Qi is the 
percentage of correctly predicted residues in the i-th state related to the real number of 
aminoacids in the relevant secondary structure; Q3 is the percentage of correctly 
predicted residues in all three states related to the chain length. SOV and SOVi show a 
segment overlap for all three states and the i-th state, respectively [14].  

2.3   Tools 

2.3.1   Predictors 
The efficiency and applicability of SSP predictors for deriving a channel protein 
secondary structure was tested on three highly effective general purpose predictors: 
PSIPRED, JNET and Proteus Consensus methods. All the methods utilize Position 
Specific Scoring Matrices (PSSM) profiles generated by PSI-BLAST [15] and 
implement feed-forward back-propagation neural networks, however their details 
differ significantly. The evaluation of the methods is presented after EVA [4] as of 
April 2008 [9]. 

PSIPRED algorithm [16] consists of two neural networks, each with a single 
hidden layer. First of the nets receives a PSSM with window length of 15 as an input 
and outputs 3-state secondary structure prediction. Second neural network is designed 
to filter outputs from the main net. Hidden layer sizes were 75 and 60 respectively. 
Interestingly, transmembrane fragments were excluded from PSIPRED training set.  
The EVA evaluation of PSIPRED showed AVE_Q3: 77.8 and AVE_SOV: 75.3 (see 
Fig.1). JNET [17] also utilizes the architecture based on two neural networks: one for 
sequence to structure prediction and one for structure to structure filtering. In addition 
to a PSSM based module, it consists of three other pairs of nets fed with multiple 
sequence alignments, PSI-BLAST frequency profiles and HMM profiles generated by 
HMMER [18]. Then, if there is a disagreement between predictions from different 
modules, a separate neural network is trained to make the final decision. The window 
lengths for the basic nets were 17 and 19 respectively. Hidden layers in JNET v.1.0 
used for the tests were built from 9 neurons. The EVA evaluation of JNET showed 
AVE_Q3: 72.3 and AVE_SOV: 67.7.  

PROTEUS CONSENSUS [19] method combines the three stand-alone secondary 
structure predictors (JNET, PSIPRED and their own TRANSSEC).  Their results are 
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used as an input to a standard feed-forward network containing a single hidden layer, 
which acts as a jury-of-experts. While TRANSSEC follows the two-tier design, its 
first neural network includes two hidden layers (sizes: 160 and 20) and uses a 19 
residues window. The second net has one 44-neuron large hidden layer and operates 
on window of size 9. Moreover second network input is based on secondary structure 
multiple alignment. 

Accuracy in predicting secondary structure of transmembrane region in ionic 
channels was tested by specialized transmembrane SSP tools: TMHMM, DAS, 
HMMTOP, ConPred and PHDhtm. These tools only predict the structure of 
transmembrane protein regions. 

HMMTOP [20,21] and TMHMM [22,23] use probabilistic framework of the 
Hidden Markov Model to predict transmembrane helixces. In TMHMM, various 
regions of a membrane protein are represented by submodels, which consist of several 
HMM states. This architecture allows modeling lengths of helices. HMMTOP applies 
similar concepts. 

PHDhtm is a two-level feed-forward neural network method developed by Rost 
and coworkers [24,25]. First level network is fed with the data from local sequence 
alignment for a window size of 13 and with global statistics for the whole protein. 
The output units code whether the central residue of the window is a transmembrane 
one or not. This data together with global statistics become an input of the second 
level network, which is used to elongate predicted helices. 

Dense Alignment Surface (DAS, [26,27]) predictor consists on a protein sequence 
comparison by using a dot-plot based on scoring matrices which emphasize polarity 
properties of sequence regions. Therefore, when two transmembrane proteins are 
processed, a characteristic chess-board pattern is produced. A query sequence is 
compared with known transmembrane proteins from the library and an average cross-
weighted cumulative score profile is calculated.  

CONPRED2 [28,29] is a method that combines the results of several TM 
predictors. It offers two similar algorithms to localize the consensus position of the 
center of a given helix. Then, the TM region is extended by 10 residues towards N 
and C termini from the center. 

Transmembrane region from the pdb file was recognized based on the data 
provided by TMDET [30] by transmembrane database PDBTM. 

2.3.2   Evaluation Analysis 
The analysis was carried out by SSPE, home made software developed by B.K. in 
National Instruments CVI environment, with a major use of ANSI C functions. The 
input streams contain PDB files of tested proteins and relevant files with predicted 
secondary structures. The software produces a set of parameters and the superposition 
of the predicted and the original sequences. 

3   Results 

The general purpose SSP tools were tested on the ionic channels and other 
transmembrane proteins data sets. Table 1 shows a comparison of their results. The 
overall accuracy Q3 for the whole molecule prediction was typically around 80%, and 
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per segment accuracy SOV above 70%. The highest accuracy for all protein sets was 
shown by PSIPRED (Fig.1), slightly outperforming the CONSENSUS method. The 
poorest results were obtained by JNET, especially in both groups of transmembrane 
proteins (Table 1A,B)). However, since JNET tends to underpredict the limits of 
helices and β-strands, it showed a very good result in the coil prediction for all protein 
groups. 

The overall prediction accuracy of ionic channels was lower than for other 
transmembrane proteins (Table 1A,B). However, it was comparable with the overall 
prediction accuracy of soluble proteins evaluated by EVA (Fig.1) [9]. Interestingly, 
two best predictors performed very unequally for different secondary structures of 
transmembrane proteins (Table 1A,B). For example, in the set of ionic channels 
β-strands were very accurately predicted (QE = 88%, SOVE = 83%), similarly good 
result were obtained for α-helices (QH = 79%, SOVH = 82%), coils were predicted 
very poorly (SOVC = 59%, for the best result by CONSENSUS algorithm). In 
contrast, prediction quality of β-strands for other transmembrane proteins was 
surprisingly low (QE = 49%, SOVE = 45%, Table 1B). Therefore, we tested the 
hypothesis whether these results are related to the ratio of each secondary structure 
within a molecule.  In prediction of α-helices in ionic channels, PSIPRED 
performance showed dependence on the ratio of helices (Fig.2); JNET did not show 
any relation, however its prediction of α-helices was very dispersed (Fig.3). This 
phenomenon was not observed in other transmembrane proteins (Fig.4 shows the 
results for PSIPRED). 

Table 1. Prediction quality of the general purpose SSP tools applied for the set of (A) ionic 
channels, (B) other transmembrane proteins, (C) soluble proteins. The whole molecule was 
modeled. The best results are underlined, the worst in italics – if discernible. 

(A) ionic channels 

SSP 
Statisti

c 
Q3 QH QE QC SOV SOVH SOVE SOVC 

Mean 77 79 88 65 70 82 83 57 PSIPRED 
SD 8 14 5 14 16 13 4 19 

Mean 61 47 73 72 55 49 72 57 JNET 
SD 13 21 8 15 15 19 8 17 

Mean 76 75 86 66 70 79 81 59 CONSENSUS
SD 8 17 6 14 15 16 6 18 

 
(B) other TM proteins 

SSP Statistic Q3 QH QE QC SOV SOVH SOVE SOVC 

Mean 81 84 49 76 76 83 45 62PSIPRED SD 9 12 38 17 13 13 39 20 
Mean 61 52 44 82 55 52 42 61 JNET 
SD 16 23 32 14 17 23 33 19 
Mean 80 81 48 78 76 81 43 62 CONSENSUS
SD 10 15 37 17 14 14 36 20 
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Fig. 1. Performance of PSIPRED, a general purpose SSP tool that showed best overall 
reliability on ionic channels in our tests. The evaluation shows that this predictor does not 
perform worse for ionic channels than other transmembrane proteins and an average (results 
from EVA benchmark [9]). 

Prediction quality of β-strands in ionic channels did not show any dependence on 
their rate (Fig.5). However, the analysis on other transmembrane proteins showed that 
β-structures had a higher chance to be unrecognized if their residue number is very 
low (below 5%), Fig.6; at higher representation the prediction quality was constant. 
The very low representation of β-residues in non-channel transmembrane proteins 
adversely affected the results of QE and SOVE (Table 1B). 

We also tested the predictors performance with regard to the most difficult ionic 
channel, i.e. the channel which was evaluated the least accurately. In the set of all 
ionic channels, the worst prediction for all SSP tools was obtained for the channel 
3beh. This is the transmembrane regions of a bacterial cyclic nucleotide-regulated 
channel, solved in 2008, at the resolution of 3.2 A [31]. All 4 chains of this protein 
showed very poor performance – slightly above 60%, the worst prediction was 
obtained for chain A. Comparison of the general purpose SSP tools (Table 2) 
confirms that PSIPRED outperforms other tested tools, even in such a difficult case. 
Interestingly, JNET confirmed its superiority in coil prediction also in this case (Table 
2). Another example of a poorly predicted ionic channel (below 70%) with more 
balanced rate of all three structures is presented in Table 3 – 2vl0, chain A. Here, all 
predictors obtained similar performance with JNET very significantly outperforming 
the others in coil prediction.  

The results of transmembrane predictors applied on TM regions of ionic channels 
are presented in Table 4 and compared with the prediction accuracy by general 
purpose SSP tools only applied to the transmembrane parts of the ionic channels and 
other transmembrane proteins (Table 5). According to the tests of 2002 by Chen et al. 
[1], they obtained the following predictors performance on transmembrane helices: 
TMHMM (QH = 66%), DAS (QH = 46%), HMMTOP (QH = 67%), ConPred 
(QH = 65%), PHDhtm (QH = 74%).  Our results obtained in 2009 on the set of ionic 
channels are much more promising (Table 4) – typically QH ≈ 80% with PHDhtm 
obtaining QH = 89%. Even better results are achieved in segment prediction, where 
HMMTOP obtained  SOVH = 85% (Table 4). 

Surprisingly, better prediction was provided by general purpose SSP tools, where 
PSIPRED obtained QH = 92% and was the best in segment prediction, obtaining  
 



 Accuracy in Predicting Secondary Structure of Ionic Channels 321 

 

Fig. 2. For ionic channel proteins modeled by PSIPRED, prediction quality of α-helices QH 
depends on the rate H of α-helical residues (dots). Similar dependence was observed for 
CONSENSUS. 

 

Fig. 3. For ionic channel proteins modeled by JNET, prediction quality of α-helices QH is very 
dispersed with no evident trend. 

 

Fig. 4. For other transmembrane proteins, prediction quality of α-helices does not depend on 
the rate H of α-helical residues although very low rate of H adversly affects the prediction. 
Data shown for PSIPRED, similar results found for CONSENSUS. 

SOVH = 86% (Table 5). The summary of the SSP tool prediction on transmembrane 
helices in ionic channels is presented in Fig.7. Note that the prediction rate was also 
affected by the quality of the transmembrane region recognition. 
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Fig. 5. For ionic channel proteins, prediction quality of α-structures QB does not depend on 
their rate in any general purpose SSP predictor (data shown for PSIPRED). 

 

Fig. 6. For other TM proteins, QE is low with high standard devation since many chains have 
less than 3% of α-structures. Data for PSIPRED, similar results for all general SSP tools. 

Table 2. The worst case study of ionic channel prediction. Data for 3beh, chain A. 

3beh, chain A, H = 53%, E = 0%, C = 47%, 3beh - 4 chains channel 

Q3 QH QE QC SOV SOVH SOVE SOVC 

PSIPRED 64 89 no 35 24 89 no 9 
JNET 39 38 no 40 19 48 no 11 

CONSENSUS 63 86 no 38 28 85 no 11 

Table 3. Good performance of JNET in coil prediction is an asset in case of some ionic 
channels with a high coil rate. Data for 2vl0, chain A. 

channel 2vl0, chain A, H = 26%, E = 30%, C = 44% 

 Q3 QH QE QC SOV SOVH SOVE SOVC 

PSIPRED 67 71 85 52 61 87 83 40 
JNET 63 36 67 76 57 42 67 60 

CONSENSUS 66 69 83 54 66 84 82 49 
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Table 4. Prediction of transmembrane α-helices in ionic channels and other transmembrane 
proteins by SSP-TM predictors. 

  ionic channels other TM proteins 

SSP Statistic QH SOV_H QH SOV_H 
Mean 78 77 85 88 TMHMM 
SD 15 18 15 16 
Mean 77 84 74 80DAS 
SD 8 9 17 16 
Mean 80 85 81 85 HMMTOP 
SD 9 14 22 23 
Mean 81 83 85 87 CONPRED 
SD 10 14 20 20 
Mean 89 72 84 80 PHDhtm 
SD 8 16 20 19 

Table 5. Prediction of transmembrane α-helices in ionic channels and other transmembrane 
proteins by general purpose SSP predictors. 

  ionic channels other TM proteins 

SSP Statistic QH SOV_H QH SOV_H 
Mean 92 86 97 87 PSIPRED 
SD 6 11 4 13 
Mean 56 50 57 54 JNET 
SD 27 22 29 27 
Mean 92 82 95 84 CONSENSUS 
SD 7 16 7 15 

 

Fig. 7. Performance of all tested SSP tools in predicting transmembrane α-helices of ionic 
channels. PSIPRED holds the highest result. 
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4   Conclusions 

The applicability of currently available secondary structure predictors for ionic 
channels was evaluated. The experiments included three general SSP tools 
(PSIPRED, JNET, and Proteus CONSENSUS method) and five dedicated 
transmembrane predictors (TMMHMM, DAS, HMMTOP, CONPRED, PHDhtm). 
All of the tools were applied to the whole molecule of ionic channel and to molecules 
of other transmembrane proteins. The results were related to their outcome for all 
proteins (populated mostly by soluble proteins) published by Eva. The predictor 
performance was measured by the accuracy per residue Q and per segment SOV. 
Correlation between predictor performance and protein structure was studied and the 
worst case analysis for low-performance ionic channels provided.  

The study shows that the overall result for general SSP tools is very satisfactory. 
The best prediction quality was obtained by PSIPRED: Q3 = 77%, QH = 79%, 
QE = 88%, SOV = 70%, SOVH = 82%, SOVE = 83%. Very similar results were 
obtained by Proteus CONSENSUS, the worst accuracy came from JNET, especially 
in predicting α-helices. However, since JNET had a good accuracy in coil prediction, 
it could be utilized in some proteins. PSIPRED maintained its superiority also for the 
most complex ionic channel according to prediction performance. The experiments 
also reveal that a high helix content improves helix prediction quality of the best 
tools. However, if the content of β-sheets exceeds at least 5%, their amount does not 
influence predictor accuracy of this secondary structure. In general, it was shown that 
ionic channels are predicted at a similar level of accuracy as soluble proteins, and 
only slightly worse than other transmembrane proteins.  

The analysis of the prediction of transmembrane helices of ionic channels by 
transmembrane predictors showed that, although the best predictor could reach almost 
90% of accuracy per residue (PHDhtm), they are outperformed by the general SSP 
tool, i.e. PSIPRED (QH = 93%). The same SSP tools also show superiority in the 
prediction per-segment, obtaining SOVH = 86.  

The superiority of PSIPRED in both groups of predictors is surprising for two 
reasons. First, PSIPRED is a general purpose tool. More than that – all 
transmembrane proteins were excluded from the training set of PSIPRED, contrary to 
JNET. Secondly, the recognition method of PSIPRED is simpler than that of JNET. 
We propose the hypothesis that, in protein recognition, less complex heuristic 
methods work better in situations when the final testing set comes from a different 
group that that for which the solution was optimized (all general purpose prediction 
tools are biased towards soluble proteins, as the most numerous in PDB). Very 
complex methods seem over-sensitive for such changes. The TM-devoted tools have 
been optimized towards transmembrane regions, therefore their performance in the 
structure prediction is influence by the correct prediction of the TM residues.      

The study revealed that the whole molecule of ionic channel could be modeled by a 
general purpose SSP tool with a sufficiently good accuracy. It indicated PSIPRED is 
the predictor of the best quality among tested and showed the relation between the 
ratio of each state in the channel and the prediction accuracy. Moreover, predictions 
could be refined or confirmed by transmembrane predictors that are capable of 
indicating the location of transmembrane regions. 
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Abstract. Information splitting is used in many tasks of the intelligent sharing 
of secrets and key data in business organisations. The significance of informa-
tion splitting depends on its nature, while the significance of information shar-
ing may depend on its importance and the meaning it has for the organisation or 
institution concerned. This study presents and characterises models for multi-
level information splitting and information management with the use of the lin-
guistic approach and formal grammars. The appropriate methods for secret 
sharing to be chosen for the specific type of an organisational structure will be 
identified depending on this structure. 

Keywords: Secret sharing, threshold schemes, intelligent information 
management. 

1   Introduction 

Multi-level information splitting algorithms are named after the type of splitting they 
perform. This split can, for example, be hierarchical or by layers. The principal dif-
ference between the presented types of splits concerns the method of introducing the 
split itself. When a split is made within homogenous, uniform groups of layers, then 
it is a layer split, whereas if the split is made regardless of the homogeneity of  
the group or layer but by reference to several groups ordered hierarchically, this is a 
hierarchical split.  

Information can be divided both within the entire structure in which some hierar-
chical dependency is identified, or within a given group as well as within any ho-
mogenous layer. This is why, depending on the type of information split, it makes 
sense to identify correctly selected information splitting algorithms.  

Algorithms for the multi-level splitting of confidential or secret information are de-
signed using structural analysis and the linguistic recording of data. The structural 
analysis used for this kind of task is based on the analysis of the structure of the busi-
ness organisation and can be designed for a specific organisation, or splitting and 
sharing algorithms can be designed for a broader group of organisations, which 
proves that the method is universal. However, one must be aware that the group 
should be homogenous in terms of the structure of organisations forming part of it. 

Another important component of information splitting algorithms is the use of lin-
guistic data recording methods [13]. This type of information recording and presentation  
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refers to a syntactic data analysis. The key in this approach is that it uses mathematical/ 
informatics formalisms and linguistic methods which allow an additional stage to be in-
troduced which enhances the functionality of classical threshold schemes of information 
sharing [3, 4, 10, 12, 16]. Such enhanced linguistic schemes can be used for information 
sharing in various data management structures. 

2   Information Splitting in Layered Structures  

The essence of the presented approach is that within a given layer it is possible to di-
vide secret information in such a way that every person involved in the process of en-
crypting the information becomes the owner of a certain part of the secret. Even 
though such persons are equal owners of parts of the secret from the perspective of 
the information splitting process, the secret can be recreated omitting some of them.  
If the secret is split between the members of a given group in equal parts, this means 
that every member will receive the same amount of the secret, and then all of them 
have to reveal their parts to recreate the original message. There is obviously no abso-
lute requirement for all owners of parts of the secret to reveal their parts, because, for 
example, threshold schemes for information splitting (like the Tango algorithm [16]) 
guarantee that secret information can be recreated with the involvement of a smaller 
number of participants than the number between which the shares were distributed.  

Since every participant of the information splitting and also the information recon-
struction process is treated as an equal process participant, there is no person in the  
 

 

Fig. 1. Splitting information constituting a secret within a selected layer 
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group who could reconstruct the information without involving others. This situation 
is shown in Fig. 1 which presents the method of splitting a secret within a given layer. 

Such a split of information between the members of a given group in which every 
one has the same privileges is a layer split. It is worth noting that the layer split may 
refer to the following types of splits: 

• Of various secrets split in various layers in the same (similar) way - this situa-
tion means that the secret is split in the same way (in the sense of the method), re-
gardless of the layer dealing with this secret (Fig. 1). Obviously, the number of 
participants of the secret split in various layers is determined by the instance su-
pervising the split (the decision-maker), and in addition it is unchanged in the re-
maining layers. What does change is the information constituting the secret being 
split in the specific layer.  

• Of the same secret split in different ways depending on the layer - if we take 
information A, which can be a secret for several layers within which it is split, then, 
for instance, this secret can be split among n participants in the first layer, the same 
secret can be split in the superior (second) layer between n-k participants, which is 
a number smaller than in the subordinate layer, and in the third layer the same se-
cret can be split among n-k-p participants. The values n, k, p can be defined freely 
depending on the size of the group from which the selected persons - secret trustees 
- are chosen (Fig. 2). 

• Various secrets in different layers - this type of a split concerns a situation in 
which different pieces of information can be split between different groups of per-
sons (Fig. 3). So for a business organisation this situation may mean that at the de-
cision-making level the secret split comprises specific strategic information of the 
organisation, but at the executive stage marketing and promotion information of 
the organisation may be split.  

 
Fig. 2. The split of the same secret within various layers 
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Fig. 3. Various splits of secret information within different layers 

The above layer splits of secrets can apply to splitting information (constituting a 
secret) at various levels - the operational, tactical and strategic levels of a given or-
ganisation. Of course, the selection of the appropriate splitting method depends on the 
type of the organisational structure and the materiality (importance) of the shared in-
formation.  

A layer split is characteristic for flat structures, as it is very easy to split informa-
tion within a given layer. Such a split makes sense only within a specific layer of a 
flat structure, as the split of information between the director and managers is already 
characteristic for a layered split of information. 

3   Information Flow in a Hierarchical Split 

The essence of the hierarchical approach lies in considering the hierarchy operating 
within the business organisation. It is the hierarchical nature of business organisations 
that allows hierarchical secret splits to be introduced. Such a split may have the form 
of a split of varied information (secret) within a given hierarchy, taking into considera-
tion that higher up in the hierarchy this secret can be reconstructed by other trustees (or 
a single other trustee) of parts of the secret. This situation is illustrated in Fig. 4. 

Hierarchical information splits are much more frequent than layered splits, as the 
hierarchical nature of the structure is much more commonplace in various types of or-
ganisations. This is why a hierarchical information split can be used both in lean and 
flat structures, taking into account the superiority of persons managing the organisa-
tion and the subordination of particular departments and their managers.  
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Fig. 4. Hierarchical secret split 

In the case of a hierarchical information split, it is noticeable that secret splits are 
very varied and the ways of splitting and sharing information are very numerous and 
depend on the individual situation of the organisation and the materiality of shared in-
formation. This is why the methods of secret splitting presented in this publication, 
concerning both the hierarchical and the layered split, can be used in various types of 
organisational structures.  

4   Proposed Splitting Algorithm Based on the Mathematical 
Linguistic Concept 

This chapter proposes an original algorithm enhancing the operation of information 
splitting and sharing schemes which generates an additional information component 
(called a shadow) in the form of the linguistic information necessary to reconstruct the 
entire secret. The general methodology of using formal languages to enhance a tradi-
tional threshold scheme is as follows: 

1. one of the traditional secret splitting schemes (e.g. Blakley’s, Shamir’s or Tang’s 
algorithm [6, 14, 16]) is used in the given organisational structure; 

2. the split data is transformed into a bit sequence; 
3. a grammar is defined which generates bit positions for the shared data; 
4. the bit sequence is parsed with an analyser defined for the introduced grammar; 
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5. the parsing generates a sequence of production numbers (grammar rules) which al-
low the bit representation of the shared secret to be generated; 

6. the secret represented by a sequence of production numbers is split using the 
threshold scheme selected (in step 1); 

7. shadows are distributed to particular participants of the protocol. 

These stages determine the basic actions necessary to generate the components of 
shared information which can be communicated to the participants of the entire pro-
cedure of allocating the split data. A proposal for splitting information using context-
free grammars is presented below.  

The first type of a multi-level information split algorithm is based on single-bit in-
formation recording, which is converted into a linguistic record of information using 
the proposed grammar when the algorithm is executed.  

An example of this type of grammar is the GBIT1 grammar presented below which 
looks as follows: 

GBIT1=(VN, VT, SP, STS) 
where: 

VN = {BIT, Z, O} –  a set of non-terminal symbols; 
VT = {0, 1, λ} – a set of terminal symbols; 
{λ} – an empty symbol; 
STS = BIT – a grammar start symbol; 
SP – a set of productions, defined as follows: 

1. BIT  Z BIT | O BIT | λ  
2. Z  0 
3. O  1 

The presented grammar is a context-free grammar which makes a bit conversion of 
sequences of zeroes and ones into sequences of numbers of the grammar productions. 
In practice, this operation means that the resultant sequence will contain numbers  
of the derivation rules of the grammar, i.e. integers from the [1,..,5] interval. The rep-
resentation is converted by a syntax analyser which changes the bit sequence into 
numbers of the linguistic rules of the grammar within a time of square complexity. Its 
operation is exemplified in Figure 5. 

The solution presented in Fig. 5 shows how selected information is converted into 
its bit representation which is coded using the proposed grammar. The coded form of 
information can be split in the way presented in Figure 5. This is an (m, n)-threshold 
split in which just the main part of the secret, that is m or n-m of secrets is necessary 
to reconstruct the split secret. Every one of these main split parts allows the split se-
cret to be successfully reconstructed. However, combining these components yields 
only the contents of the secret, which allows the input information to be decoded us-
ing grammatical reasoning methods (i.e. meaning analysis methods).  

The proposed modification of a threshold algorithm for information splitting and 
sharing consists in using a grammar at the stage of converting the bit representation 
into sequences of numbers of linguistic rules in the grammar. 

After this transformation is completed, any secret splitting scheme can be used, and 
the components can be distributed among any number n of protocol participants. If 
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the allocation of grammatical rules remains a secret, then this is an arbitration proto-
col in which the reconstruction of a secret by the authorised group of shadow owners 
requires the involvement of a trusted arbitrator who has information on grammar 
rules.  

If the grammar is disclosed, the secret can be reconstructed without the involve-
ment of a trusted person just on the basis of the secret components possessed by the 
authorised group of participants of the information splitting algorithm. 

The proposed information sharing algorithm may apply to the execution of any 
classical (m, n)-threshold secret sharing algorithm. In the case of data splitting and 
sharing algorithms, the split secret is not the bit sequence itself, but the sequence 
composed of numbers of syntactic rules of the grammar introduced for the splitting. 
Depending on its structure and type, it can contain values of two or more bits. This is 
why the stage of converting the bit representation of the shared secret can also be 
generalised from the version coding single bits to the coding of bit blocks of various 
lengths. However, to avoid too many generation rules in the defined grammar, it is 
worth imposing a restriction on the length of coded bit blocks in the proposed scheme. 
It seems easy and natural to consider bit blocks no longer than 4-5 bits. Information 
theory says that all representations of values coded with such lengths of machine 
words will fall within the range of 16 or 32 values, which, when combined with a few 
additional grammatical rules, allows us to estimate the total number of productions of 
this grammar as not exceeding 20 for 4-bit words and 40 for 5-bit words. 

To illustrate the idea of an enhanced linguistic coding, a generalised version of a 
linguistic information splitting algorithm will be presented for a grammar that con-
verts blocks of several bits. The graphic representation of using grammar expansion in 
classical threshold schemes is presented in Fig. 5. 

G=( VN, VT, SP, STS),  
where: 

VN = {SECRET, BIT_BLOCK, 1_BIT, 2_BIT, 3_BIT, 4_BIT} –  a set of non-
terminal symbols 
VT = {ONE BIT VALUE, TWO BITS VALUE, THREE BITS VALUE,  

FOUR BITS VALUE, λ} – a set of terminal symbols which define each bit block 
value.  

{λ} – defines an empty symbol. 
STS = SECRET - the grammar start symbol.  
A production set SP is defined in following way. 

1. SECRET  BIT_BLOCK  
2. BIT_BLOCK  BIT_BLOCK BIT_BLOCK  
3. BIT_BLOCK  1_BIT | 2_BIT | 3_BIT | 4_BIT 

4. BIT_BLOCK  λ  
5. 1_BIT  ONE BIT VALUE 
6. 2_BIT  TWO BITS VALUE 
7. 3_BIT  THREE BITS VALUE 
8. 4_BIT  FOUR BITS VALUE 
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Fig. 5. A linguistic threshold scheme. The enhancement consists in using a grammar at the 
stage of changing the bit representation into sequences of numbers of grammar rules 

This type of grammar allows more complex information coding tasks to be exe-
cuted, as the information is converted into the bit representation and in the next step is 
converted into a record of 2, 3 or 4-bit clusters which become the basis for coding the 
original information. The rest of the information splitting process is the same as in the 
previous case, but the presentation itself of the coded information is completely dif-
ferent, as it is created using a completely different grammar. 

With regard to the proposals of the linguistic enhancement of threshold schemes 
presented here it is notable that the level of security achieved is independent of the 
length of blocks subjected to conversion with the use of rules of the introduced 
grammar. 

The methods of multi-level information splitting or sharing presented in this  
chapter, which use bit blocks of various lengths, show how information splitting algo-
rithms can be significantly enhanced by adding elements of linguistic and grammati-
cal data analysis. This is a novel solution. The length of bit blocks has a major impact 
on the speed and length of the stage of coding the input information representation, 
which is the stage that prepares information to be coded as a secret.  
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5   Conclusion 

This publication presents new methods of developing linguistic threshold schemes 
used to split and share information. Such methods constitute a secure enhancement of 
traditional secret splitting algorithms and utilise a stage at which information is coded 
using the appropriately defined regular or context-free grammar [13]. The introduc-
tion of such formalisms yields more robust threshold schemes and also and additional 
component of the secret, which can be assigned to one of the splitting protocol  
participants. The many possible applications of such methods include their use for the 
intelligent management of important or confidential information in government insti-
tutions or businesses. Algorithms of multi-level information splitting allow informa-
tion which is not available to all employees of a given organisation or its environment 
to be securely split or shared. The security of such algorithms is due to using crypto-
graphic information encryption protocols at the stage of developing these algorithms, 
which, combined with linguistic methods of describing and interpreting data (infor-
mation in this case) means that these protocols ensure the security of the entire split-
ting process, that is information encryption, its splitting and reconstruction. An impor-
tant characteristic of the proposed method is its suitability for use in hierarchical 
structures and layered management models. 
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Abstract. The experiments aimed to compare machine learning algorithms to 
create models for the valuation of residential premises were conducted using the 
SAS Enterprise Miner 5.3. Eight different algorithms were used including 
artificial neural networks, statistical regression and decision trees. All models 
were applied to actual data sets derived from the cadastral system and the 
registry of real estate transactions. A dozen of predictive accuracy measures 
were employed. The results proved the usefulness of majority of algorithms to 
build the real estate valuation models. 

Keywords: neural networks, real estate appraisal, AVM, SAS Enterprise 
Miner. 

1   Introduction 

Automated valuation models (AVMs) are computer programs that enhance the 
process of real estate value appraisal. AVMs are currently based on methodologies 
from multiple regression analysis to neural networks and expert systems [11]. The 
quality of AVMs may vary depending on data preparation, sample size and their 
design, that is why they must be reviewed to determine if their outputs are accurate 
and reliable. A lot need to be done to create a good AVM. Professional appraisers 
instead of seeing in AVMs a threat should use them to enhance services they provide. 

Artificial neural networks are commonly used to evaluate real estate values. Some 
studies described their superiority over other methods [1], [7]. Other studies pointed 
out that ANN was not the “state-of-the-art” tool in that matter [13] or that results 
depended on data sample size [9]. Studies showed that there is no perfect 
methodology for real estate value estimation and mean absolute percentage error 
ranged from almost 4% to 15% in better tuned models [4] . 

In our pervious works [3], [5], [6] we investigated different machine learning 
algorithms, among others genetic fuzzy systems devoted to build data driven models 
to assist with real estate appraisals using MATLAB and KEEL tools. In this paper we 
report the results of experiments conducted with SAS Enterprise Miner aimed at the 
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comparison of several artificial neural network and regression methods with respect to 
a dozen performance measures, using actual data taken from cadastral system in order 
to assess their appropriateness to an internet expert system assisting appraisers’ work. 

2   Cadastral Systems as the Source Base for Model Generation 

The concept of a data driven models for premises valuation, presented in the paper, 
was developed on the basis of the sales comparison method. It was assumed that 
whole appraisal area, which means the area of a city or a district, is split into sections 
(e.g. clusters) of comparable property attributes. The architecture of the proposed 
system is shown in Fig. 1. The appraiser accesses the system through the internet and 
chooses an appropriate section and input the values of the attributes of the premises 
being evaluated into the system, which calculates the output using a given model. The 
final result as a suggested value of the property is sent back to the appraiser. 

 

Fig. 1. Information systems to assist with real estate appraisals 

Actual data used to generate and learn appraisal models came from the cadastral 
system and the registry of real estate transactions referring to residential premises sold 
in one of big Polish cities at market prices within two years 2001 and 2002. They 
constituted original data set of 1098 cases of sales/purchase transactions. Four 
attributes were pointed out as price drivers: usable area of premises, floor on which 
premises were located, year of building construction, number of storeys in the 
building, in turn, price of premises was the output variable. 

3   SAS Enterprise Miner as the Tool for Model Exploration 

SAS Enterprise Miner 5.3 is a part of SAS Software, a very powerful information 
delivery system for accessing, managing, analyzing, and presenting data [8], [10]. 
SAS Enterprise Miner has been developed to support the entire data mining process 
from data manipulation to classifications and predictions. It provides tools divided 
into five fundamental categories: 
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Sample. Allows to manipulate large data sets: filter observation, divide and merge 
data etc. 
Explore. Provides different tools that can be very useful to get to know the data by 
viewing observations, their distribution and density, performing clustering and 
variable selection, checking variable associations etc. 
Modify. That set of capabilities can modify observations, transform variables, add 
new variables and handle missing values etc. 
Model. Provides several classification and prediction algorithms such as neural 
network, regression, decision tree etc.  
Assess. Allows to compare created models. 

SAS Enterprise Miner allows for batch processing which is a SAS macro-based 
interface to the Enterprise Miner client/server environment. Batch processing supports 
the building, running, and reporting of Enterprise Miner 5 process flow diagrams. It 
can be run without the Enterprise Miner graphical user interface (GUI). User-friendly 
GUI enables designing experiments by joining individual nodes with specific 
functionality into whole process flow diagram. The graph of the experiments reported 
in the present paper is shown in Fig. 2. 

Following SAS Enterprise Miner algorithms for building, learning and tuning data 
driven models were used to carry out the experiments (see Table 1):  

Table 1. SAS Enterprise Miner machine learning algorithms used in study. 

Type Code Descritption 
Neural 
networks 

MLP Multilayer Perceptron 
AUT AutoNeural 
RBF Ordinary Radial Basis Function with Equal Widths 
DMN DMNeural 

Statistical 
regression 

REG Regression 
DMR Dmine Regression 
PLS Partial Least Square 

Decision 
trees 

DTR 
 

Decision Tree (CHAID, CART, and C4.5) 
 

 
MLP - Neural Network. Multilayer Perceptron is the most popular form of neural 

network architecture. Typical MLP consists of input layer, any number of hidden 
layers with any number of units and output layer. It usually uses sigmoid activation 
function in the hidden layers and linear combination function in the hidden and output 
layers. MLP has connections between the input layer and the first hidden layer, 
between the hidden layers, and between the last hidden layer and the output layer. 

AUT - AutoNeural. AutoNeural node performs automatic configuration of neural 
network Multilayer Perceptron model. It conducts limited searches for a better 
network configuration. 

RBF - Neural Network with ORBFEQ i.e. ordinary radial basis function with 
equal widths. Typical radial neural network consists of: input layer, one hidden layer 
and output layer. RBF uses radial combination function in the hidden layer, based on 
the squared Euclidean distance between the input vector and the weight vector. It uses 
the exponential activation function and instead of MLP’s bias, RBFs have a width 
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associated with each hidden unit or with the entire hidden layer. RBF has connections 
between the input layer and the hidden layer, and between the hidden layer and the 
output layer.  

DMN – DMNeural. The DMNeural node enables to fit an additive nonlinear 
model that uses the bucketed principal components as inputs. The algorithm was 
developed to overcome the problems of the common neural networks that are likely to 
occur especially when the data set contains highly collinear variables. In each stage of 
the DMNeural training process, the training data set is fitted with eight separate 
activation functions. The algorithm selects the one that yields the best results. The 
optimization with each of these activation functions is processed independently.  

REG – Regression: Linear or Logistic. Linear regression method is a standard 
statistical approach to build a linear model predicting a value of the variable while 
knowing the values of the other variables. It uses least mean square in order to adjust 
the parameters of the linear model/function. Enables usage of the stepwise, forward, 
and backward selection methods. Logistic regression is a standard statistical approach 
to build a logistic model predicting a value of the variable while knowing the values 
of the other variables. It uses least mean square in order to adjust the parameters of 
the quadratic model/function. Enables usage of the stepwise, forward, and backward 
selection methods.  

PLS - Partial Least Squares. Partial least squares regression is an extension of the 
multiple linear regression model.  It is not bound by the restrictions of discriminant 
analysis, canonical correlation, or principal components analysis. It uses prediction 
functions that are comprised of factors that are extracted from the Y'XX'Y matrix.  

DMR - Dmine Regression. Computes a forward stepwise least-squares regression. 
In each step, an independent variable is selected that contributes maximally to the 
model R-square value.  

DTR - Decision Tree. An empirical tree represents a segmentation of the data that 
is created by applying a series of simple rules. Each rule assigns an observation to a 
segment based on the value of one input. One rule is applied after another, resulting in 
a hierarchy of segments within segments. It uses popular decision tree algorithms 
such as CHAID, CART, and C4.5. The node supports both automatic and interactive 
training. Automatic mode automatically ranks the input variables, based on the 
strength of their contribution to the tree. This ranking can be used to select variables 
for use in subsequent modeling. 

4   Experiment Description 

The main goal of the study was to carry out comparative analysis of different neural 
network algorithms implemented in SAS Enterprise Miner and use them to create and 
learn data driven models for premises property valuation with respect to a dozen of 
performance measures. Predictive accuracy of neural network models was also 
compared with a few other machine learning methods including linear regression, 
decision trees and partial least squares regression. Schema of the experiments 
comprising algorithms with preselected parameters is depicted in Fig. 2. 
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Fig. 2. Schema of the experiments with SAS Enterprise Miner 

The set of observations, i.e. the set of actual sales/purchase transactions containing 
1098 cases, was clustered and then partitioned into training and testing sets. The 
training set contained 80% of data from each cluster, and training  one – 20%, that is 
871 and 227 observations respectively. As fitness function the mean squared error 
(MSE) was applied to train models. A series of initial tests in order to find optimal 
parameters of individual algorithms was accomplished. Due to lacking mechanism of 
cross validation in any Enterprise Miner modeling nodes, each test was performed 4 
times (with different data partition seed) and the average MSE was calculated.  

Table 2. Performance measures used in study 

Denot. Description Dimen-
sion 

Min 
value

Max 
value

Desirable 
outcome 

No. of 
form. 

MSE Mean squared error d2 0 ∞ min 1 
RMSE Root mean squared error d 0 ∞ min 2 
RSE Relative squared error no 0 ∞ min 3 
RRSE Root relative squared error no 0 ∞ min 4 
MAE Mean absolute error d 0 ∞ min 5 
RAE Relative absolute error no 0 ∞ min 6 
MAPE Mean absolute percentage error % 0 ∞ min 7 
NDEI Non-dimensional error index no 0 ∞ min 8 
r Linear correlation coefficient no -1 1 close to 1 9 
R2 Coefficient of determination % 0 ∞ close to 100% 10 
var(AE) Variance of absolute errors  d2 0 ∞ min 11 
var(APE) Variance of absolute 

percentage errors 
no 0 ∞ min 12 
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In final stage, after the best parameters set for each algorithm were determined, 
a dozen of commonly used performance measures [2], [12] were applied to evaluate 
models built by respective algorithms. These measures are listed in Table 2 and 
expressed in the form of following formulas below, where yi denotes actual price and ݕොi – predicted price of i-th case, avg(v), var(v), std(v) – average, variance, and 
standard deviation of variables v1,v2,…,vN, respectively and N – number of cases in the 
testing set.  ܧܵܯ ൌ 1ܰ ෍ ሺݕ௜ െ ො௜ሻଶே௜ୀଵݕ  (1) 

ܧܵܯܴ ൌ ඨ1ܰ ෍ ሺݕ௜ െ ො௜ሻଶே௜ୀଵݕ  (2) 

ܧܴܵ ൌ ∑ ሺݕ௜ െ ∑ො௜ሻଶே௜ୀଵݕ ሺݕ௜ െ ሻሻଶே௜ୀଵݕሺ݃ݒܽ  (3) 

ܧܴܴܵ ൌ ඨ ∑ ሺݕ௜ െ ∑ො௜ሻଶே௜ୀଵݕ ሺݕ௜ െ ሻሻଶே௜ୀଵݕሺ݃ݒܽ  (4) 

ܧܣܯ ൌ 1ܰ ෍ ௜ݕ| െ ො௜|ே௜ୀଵݕ  (5) 

ܧܣܴ ൌ ∑ ௜ݕ| െ ∑ො௜|ே௜ୀଵݕ ௜ݕ| െ ሻ|ே௜ୀଵݕሺ݃ݒܽ  (6) 

ܧܲܣܯ ൌ 1ܰ ෍ ௜ݕ| െ ௜ே௜ୀଵݕ|ො௜ݕ כ 100% (7) 

ܫܧܦܰ ൌ  ሻ (8)ݕሺ݀ݐݏܧܵܯܴ

ݎ ൌ ∑ ሺݕ௜ െ ሻሻே௜ୀଵݕሺ݃ݒܽ ሺݕො௜ െ ∑ොሻሻඥݕሺ݃ݒܽ ሺݕ௜ െ ሻሻଶே௜ୀଵݕሺ݃ݒܽ ඥ∑ ሺݕො௜ െ ොሻሻଶே௜ୀଵݕሺ݃ݒܽ  (9) 

ܴଶ ൌ ∑ ሺݕො௜ െ ∑ሻሻଶே௜ୀଵݕሺ݃ݒܽ ሺݕ௜ െ ሻሻଶே௜ୀଵݕሺ݃ݒܽ כ 100% (10) 

ሻܧܣሺݎܽݒ  ൌ ݕ|ሺݎܽݒ െ ሻܧܲܣሺݎܽݒ ො|ሻ (11)ݕ ൌ ݕ|ሺݎܽݒ െ ݕ|ොݕ ሻ (12) 



 Comparative Analysis of Neural Network Models for Premises Valuation 343 

5   Results of the Study 

5.1   Preliminary Model Selection 

Within each modeling class, i.e. neural networks, statistical regression, and decision 
trees, preliminary parameter tuning was performed using trial and error method in 
order to choose the algorithm producing the best models. All measures were 
calculated for normalized values of output variables except for MAPE, where in order 
to avoid the division by zero, actual and predicted prices had to be denormalized. The 
nonparametric Wilcoxon signed-rank tests were used for three measures: MSE, MAE, 
and MAPE. The algorithms with the best parameters chosen are listed in Table 3. 

Table 3. Best algorithms within each algorithm class 

Name Code Description 

Neural Network: 
MLP 

MLP 
Training Technique: Trust-Region; Target Layer Combination 
Fun: Linear; Target Layer Activation Fun: Linear; Target Layer 
Error Fun: Normal; Hidden Units: 3 

AutoNeural AUT 
Architecture: Block Layers; Termination: Overfitting; Number 
of hidden units: 4 

Neural Network: 
ORBFEQ 

RBF 
Training Technique: Trust-Region; Target Layer  Combination 
Fun: Linear; Target Layer Activation Fun: Identity; Target 
Layer Error Fun: Entropy; Hidden Units: 30 

DMNeural DMN 
Train activation function (selection): ACC; Train objective 
function (optimization): SSE 

Regression REG Regression Type: Linear; Selection Model: None 
Dmine Regression DMR Stop R-Square: 0.001 
Partial Least 
Square 

PLS Regression model: PCR 

Decision Tree DTR 
Subtree Method: N; Number of leaves: 16; p-value Inputs: Yes; 
Number of Inputs: 3  

5.2   Final Results 

Final stage of the study contained comparison of algorithms listed in Table 3, using 
all 12 performance measures enumerated in pervious section. The results of respective 
measures for all models are shown in Fig. 3-14, it can be easily noticed that 
relationship among individual models are very similar for some groups of measures. 

Fig. 9 depicts that the values of MAPE range from 16.2% to 17.4%, except for PLS 
with 18.9%, what can be regarded as fairly good, especially when you take into 
account, that no all price drivers were available in our sources of experimental data. 

Fig. 11 shows there is high correlation, i.e. greater than 0.8, between actual and 
predicted prices for each model. In turn, Fig.12 illustrating the coefficients of 
determination indicates that above 85% of total variation in the dependent variable 
(prices) is explained by the model in the case of AUT and REG models and less than 
60% for DMS and PLS models.  
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Table 4. Results of Wilcoxon signed-rank test for squared errors comprised by MSE 

MSE MLP AUT RBF DMN REG DMR PLS DTR 
MLP  0.962 0.494 0.022 0.470 0.218 0.000 0.064 
AUT N  0.758 0.180 0.650 0.244 0.001 0.114 
RBF N N  0.284 0.924 0.271 0.001 0.035 
DMN Y N N  0.426 0.942 0.000 0.780 
REG N N N N  0.152 0.007 0.023 
DMR N N N N N  0.002 0.176 
PLS Y Y Y Y Y Y  0.097 
DTR N N Y N Y N N  

Table 5. Results of Wilcoxon test for absolute percentage errors comprised by MAPE 

MAPE MLP AUT RBF DMN REG DMR PLS DTR 
MLP  0.957 0.557 0.031 0.000 0.178 0.000 0.106 
AUT N  0.854 0.102 0.000 0.372 0.001 0.143 
RBF N N  0.088 0.000 0.180 0.000 0.067 
DMN Y N N  0.000 0.392 0.001 0.977 
REG Y Y Y Y  0.000 0.000 0.000 
DMR N N N N Y  0.001 0.286 
PLS Y Y Y Y Y Y  0.097 
DTR N N N N Y N N  

Table 6. Results of Wilcoxon signed-rank test for absolute errors comprised by MAE 

MAE MLP AUT RBF DMN REG DMR PLS DTR 
MLP  0.946 0.619 0.050 0.739 0.260 0.002 0.134 
AUT N  0.692 0.145 0.934 0.306 0.001 0.135 
RBF N N  0.178 0.799 0.195 0.001 0.091 
DMN N N N  0.212 0.646 0.000 0.887 
REG N N N N  0.166 0.004 0.059 
DMR N N N N N  0.006 0.350 
PLS Y Y Y Y Y Y  0.111 
DTR N N N N N N N  

 
differences in mean values of respective errors, and Y indicates that there are 
statistically significant differences between particular performance measures. In the 
majority of cases Wilcoxon tests did not provide any significant difference between 
models, except the models built by PLS algorithms, and REG with respect to MAPE.  

Due to the non-decisive results of majority of statistical tests, rank positions of 
individual algorithms were determined for each measure (see Table 7). Observing 
median, average, minimal and maximal ranks it can be noticed that highest rank 
positions gained AUT, MLP, REG, RBF algorithms and the lowest PLS and DMR. 
Table 7 indicates also that some performance measures provide the same rank 
positions, and two groups of those measures can be distinguished. First one based on 
mean square errors contains MSE, RMSE, RSE, RRSE, NDEI, and the second one 
based on mean absolute errors comprises MAE and RAE.  
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Table 7. Rank positions of algorithms with respect to performance measures (1 means the best) 

 MLP AUT RBF DMN REG DMR PLS DTR 
MSE 2 1 4 5 3 7 8 6 
RMSE 2 1 4 5 3 7 8 6 
RSE 2 1 4 5 3 7 8 6 
RRSE 2 1 4 5 3 7 8 6 
MAE 3 2 4 7 1 5 8 6 
RAE 3 2 4 7 1 5 8 6 
MAPE 4 2 1 7 3 5 8 6 
NDEI 2 1 4 5 3 7 8 6 
r 3 1 4 6 2 7 8 5 
R2 4 1 3 6 2 7 8 5 
var(AE) 2 1 4 5 3 7 8 6 
var(APE) 1 2 3 5 6 4 8 7 
median 2.00 1.00 4.00 5.00 3.00 7.00 8.00 6.00 
average 2.50 1.33 3.58 5.67 2.75 6.42 8.00 5.92 
min 1 1 1 5 1 4 8 5 
max 4 2 4 7 6 7 8 7 

6   Conclusions and Future Work 

The goal of experiments was to compare machine learning algorithms to create 
models for the valuation of residential premises, implemented in SAS Enterprise 
Miner 5.3. Four methods based on artificial neural networks, three different 
regression techniques and decision tree were applied to actual data set derived from 
cadastral system and the registry of real estate transactions.  

The overall conclusion is that multilayer perceptron neural networks seem to 
provide best results in estimating real estate value. Configuration of AutoNeural node 
(which is actually implementation of MLP) gave a bit better results than MLP itself 
almost in every error/statistical measure. The analysis of charts leads to a conclusion 
that these eight algorithms can be divided into two groups with respect to their 
performance. To the first group with better results belong: AutoNerual, Neural 
Network: MLP, Linear Regression and Neural Network: ORBFEQ. In turn, to the 
second group with worse outcome belong: Decision Tree, DMNeural, Partial Least 
Squares and Dmine Regression.  

Some performance measures provide the same distinction abilities of respective 
models, thus it can be concluded that in order to compare a number of models it is not 
necessary to employ all measures, but the representatives of different groups. Of 
course the measures within groups differ in their interpretation, because some are 
non-dimensional as well as in their sensitivity understood as the ability to show the 
differences between algorithms more or less distinctly. 

High correlation between actual and predicted prices was observed for each model 
and the coefficients of determination ranged from 55% to 85% . 

MAPE obtained in all tests ranged from 16% do 19%. This can be explained that 
data derived from the cadastral system and the register of property values and prices 
can cover only some part of potential price drivers. Physical condition of the premises 
and their building, their equipment and facilities, the neighbourhood of the building, 
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the location in a given part of a city should also be taken into account, moreover 
overall subjective assessment after inspection in site should be done. Therefore we 
intend to test data obtained from public registers and then supplemented by experts 
conducting on-site inspections and evaluating more aspects of properties being 
appraised. Moreover further investigations of multiple models comprising ensembles 
of different neural networks using bagging and boosting techniques is planned. 
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Rodŕıguez, Alejandro 27
Ruiz, M. Carmen 193
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