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Preface 

First established in 1993 with a conference in Elba, Italy, COSIT (the International COn-
ference on Spatial Information Theory) is widely acknowledged as one of the most im-
portant conferences for the field of spatial information theory. This conference series 
brings together researchers from a wide range of disciplines for intensive scientific ex-
changes centered on spatial information theory. COSIT submissions typically address 
research questions drawn from cognitive, perceptual, and environmental psychology, 
geography, spatial information science, computer science, artificial intelligence, cogni-
tive science, engineering, cognitive anthropology, linguistics, ontology, architecture, 
planning, and environmental design. Some of the topical areas include, for example, the 
cognitive structure of spatial knowledge; events and processes in geographic space; 
incomplete or imprecise spatial knowledge; languages of spatial relations; navigation by 
organisms and robots; ontology of space; communication of spatial information; and the 
social and cultural organization of space to name a few. This volume contains the papers 
presented at the 9th International Conference on Spatial Information Theory, COSIT 
2009, held in Aber Wrac’h, France, September 21–25, 2009. 

For COSIT 2009, 70 full paper submissions were received. These papers were 
carefully reviewed by an international Program Committee based on relevance to the 
conference, intellectual quality, scientific significance, novelty, relation to previously 
published literature, and clarity of presentation. After reviewing was completed, 30 
papers were selected for presentation at the conference and appear in this volume. 
This number of papers reflects the high quality of submissions to COSIT this year. 
These papers were presented in sessions held September 22–24, 2009 at the Centre de 
la Mer, Aber Wrac’h, France.  

The conference began with a day of tutorials and workshops. Two tutorials were of-
fered for COSIT registrants. They included a half-day tutorial on “Processes and 
Events in Geographical Space” (Antony Galton) and a full-day tutorial on “Perspec-
tives on Semantic Similarity for the Spatial Sciences” (Martin Raubal and Alex  
Klippel). Full-day workshops were offered on “Spatial and Temporal Reasoning for 
Ambient Intelligence Systems” (Mehul Bhatt and Hans Guesgen) and “Presenting 
Spatial Information: Granularity, Relevance and Integration” (Thora Tenbrink and 
Stephan Winter). Based on the outcome of the workshops, special issues of journals 
are planned that will feature the research presented at these workshops. The final day 
of the conference is traditionally reserved for the COSIT doctoral colloquium. The 
COSIT 2009 doctoral colloquium was organized and chaired by Clare Davies of the 
Ordnance Survey, UK. This colloquium provides an opportunity for PhD students to 
present their research in a friendly atmosphere to an international audience of fellow 
students, researchers, and industry participants. Students at any stage of their PhD can 
apply to participate. This colloquium is an ideal forum for presenting research in the 
early stages, as well as work that is nearing completion. 

A highlight of the COSIT conference series is its excellent keynote speakers. At 
COSIT 2009, three keynote speakers were featured. On the first day of full presentations, 
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the speaker was James Pustejovsky, Director of the Brandeis Lab for Linguistics and 
Computation, Brandeis University. The next speaker on day two of the conference was 
Neil Burgess, Deputy Director, Institute of Cognitive Neuroscience, at University Col-
lege London. The third speaker was Bill Hillier, Director of the Space Syntax Labora-
tory, University College London. 

COSIT is held every two years, most recently during the month of September. 
COSIT 2009 was held in the Centre de la Mer that overlooked the beautiful Baie des 
Anges, site of the picturesque village of Aber Wrac’h in Brittany, France. In addition 
to the beautiful location on the coast, conference participants also enjoyed an exhibi-
tion by a modern artist, Bruno Kowalski, who kindly organized an exhibition of his 
recent paintings. 

We are very grateful to the numerous generous sponsors of COSIT 2009 that 
helped us to organize a high-level event, in particular the Region Britanny and city of 
Brest, Groupement d’Intérêt Scientifique Europôle Mer, Institute Géographique Na-
tional, Ordnance Survey, UK, Taylor and Francis, and the German Transregional 
Collaborative Research Center SFB/TR 8 on spatial cognition. The Cognitive Science 
Society of the United States assisted student participation at the doctoral colloquium. 
The success of the conference can be also attributed to the members of staff and doc-
toral students of the French Naval Academy Research Institute that provided continu-
ous support to the organization of the event from the very start. Special thanks to 
Marie Coz, who supervised much of the administration and day-to-day organizing.  

COSIT has both a Steering Committee and a Program Committee. The Steering 
Committee now has 16 members, while the Program Committee for COSIT 2009 
consisted of 63 leading researchers drawn from the fields listed previously. The 
COSIT 2009 organizers would like to thank both committees for their help with this 
conference. These committees oversaw all the reviewing and contributed greatly to the 
shaping of the conference program. We thank also any additional reviewers who con-
tributed reviews on the papers submitted. Sadly, in late May 2009, the COSIT com-
munity lost a valued member, Professor Reginald Golledge of the Geography Depart-
ment at the University of California, Santa Barbara. Professor Golledge’s pioneering 
work in spatial cognition and behavioral geography, for example, developing personal 
guidance systems for blind travelers, has been immensely important for the field and is 
widely recognized for its significance. Professor Golledge contributed greatly to the 
COSIT conference series right from the early years of this conference, serving on both 
the Steering Committee and the Program Committee, and he will be missed very much 
by all COSIT participants. 

In addition to the Steering Committee and Program Committee, the COSIT organizers 
would also like to acknowledge Matt Duckham, who maintained the main COSIT web-
site and Jean-Marie le Yaouanc, who set up the local COSIT website. The organizers 
thank all these individuals for their hard work in making COSIT 2009 a great success. 

 

 
September 2009 Kathleen Stewart Hornsby 

Christophe Claramunt 
Michel Denis 

Gérard Ligozat 
 



 

Organization 

General Chairs 

Christophe Claramunt Naval Academy Research Institute, France 
Michel Denis University of Paris-Sud, France 

Program Chairs 

Kathleen Stewart Hornsby  The University of Iowa, USA 
Gérard Ligozat  University of Paris-Sud, France 

Steering Committee 

Anthony Cohn University of Leeds, UK  
Michel Denis LIMSI-CNRS, Paris, France   
Matt Duckham University of Melbourne, Australia  
Max Egenhofer University of Maine, USA  
Andrew Frank Technical University Vienna, Austria  
Christian Freksa University of Bremen, Germany  
Stephen Hirtle University of Pittsburgh, USA   
Werner Kuhn University of Münster, Germany   
Benjamin Kuipers University of Michigan, USA   
David Mark SUNY Buffalo, USA  
Dan Montello UCSB, USA   
Barry Smith SUNY Buffalo, USA   
Sabine Timpf University of Augsburg, Germany  
Barbara Tversky Stanford University, USA   
Stephan Winter University of Melbourne, Australia  
Michael Worboys University of Maine, USA  

Program Committee 

Pragya Agarwal, UK 
Thomas Barkowsky, Germany 
John Bateman, Germany 
Brandon Bennett, UK 
Michela Bertolotto, Ireland 
Thomas Bittner, USA 
Mark Blades, UK 
Gilberto Camara, Brazil 
Roberto Casati, France 
Eliseo Clementini, Italy 



 Organization VIII 

Anthony Cohn, UK 
Helen Couclelis, USA 
Clare Davies, UK 
Leila de Floriani, Italy 
Matt Duckham, Australia 
Geoffrey Edwards, Canada 
Max Egenhofer, USA 
Carola Eschenbach, Germany 
Sara Fabrikant, Switzerland 
Andrew Frank, Austria 
Christian Freksa, Germany 
Mark Gahegan, New Zealand 
Antony Galton, UK 
Chris Gold, UK 
Reg Golledge, USA 
Mary Hegarty, USA 
Stephen Hirtle, USA 
Gabriele Janzen, The Netherlands 
Christopher Jones, UK 
Marinos Kavouras, Greece 
Alexander Klippel, USA 
Barry Kronenfeld, USA 
Markus Knauff, Germany 
Werner Kuhn, Germany 
Lars Kulik, Australia 
Michael Lutz, Italy 
David Mark, USA 
Damir Medak, Croatia 
Harvey Miller, USA 
Daniel Montello, USA 
Bernard Moulin, Canada 
Reinhard Moratz, USA 
Gerhard Navratil, Austria 
Matthijs Noordzij, The Netherlands 
Juval Portugali, Israel 
Jonathan Raper, UK 
Martin Raubal, USA 
Jochen Renz, Australia 
Andrea Rodriguez, Chile 
Christoph Schlieder, Germany 
Michel Scholl, France 
Angela Schwering, Germany 
Barry Smith, USA 
John Stell, UK 
Holly Taylor, USA 
Sabine Timpf, Germany 
Andrew Turk, Australia 



                                                     Organization  IX 

Barbara Tversky, USA 
David Uttal, USA 
Nico Van de Weghe, Belgium 
Robert Weibel, Switzerland 
Stephan Winter, Australia 
Michael Worboys, USA 
May Yuan, USA 

 



Table of Contents

1 Cognitive Processing and Models for Spatial
Cognition

A Conceptual Model of the Cognitive Processing of Environmental
Distance Information . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Daniel R. Montello

Spatial Cognition of Geometric Figures in the Context of Proportional
Analogies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

Angela Schwering, Kai-Uwe Kühnberger, Ulf Krumnack, and
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A Conceptual Model of the Cognitive Processing of 
Environmental Distance Information 

Daniel R. Montello 

Department of Geography 
University of California, Santa Barbara 

Santa Barbara, CA 93106 USA 
montello@geog.ucsb.edu 

Abstract. I review theories and research on the cognitive processing of envi-
ronmental distance information by humans, particularly that acquired via direct 
experience in the environment.  The cognitive processes I consider for acquir-
ing and thinking about environmental distance information include working-
memory, nonmediated, hybrid, and simple-retrieval processes.  Based on my 
review of the research literature, and additional considerations about the sources 
of distance information and the situations in which it is used, I propose an inte-
grative conceptual model to explain the cognitive processing of distance infor-
mation that takes account of the plurality of possible processes and information 
sources, and describes conditions under which particular processes and sources 
are likely to operate.  The mechanism of summing vista distances is identified 
as widely important in situations with good visual access to the environment.  
Heuristics based on time, effort, or other information are likely to play their 
most important role when sensory access is restricted. 

Keywords: Distance information, cognitive processing, spatial cognition. 

1   Introduction 

Entities and events on Earth are separated by space—this separation is distance. Hu-
man activity takes place over distance and involves information about distance. Dis-
tance information helps people orient themselves, locate places, and choose routes 
when traveling.  It also helps people evaluate the relative costs of traveling from one 
place to another and utilize resources efficiently, including food, water, time, and 
money [1]. Understanding how humans think about and understand distance contrib-
utes to predictive and explanatory models of human behavior.  For example, it has 
been axiomatic to geographers, planners, and transportation engineers that humans are 
effort minimizers and choose routes and destinations partially out of their desire to 
minimize functional distance [2], [3], [4].  Because overcoming the separation be-
tween places that are further away generally requires more time, effort, money, or 
other resources, we expect less interaction between places further away.  This gener-
alization has been considered so fundamental to explanation in geography that it has 
been dubbed the “First Law of Geography” (the repeated use of this phrase in  
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textbooks and research literature suggests it is taken quite seriously, e.g., see the Fo-
rum [5] in the journal Annals of the Association of American Geographers). 

Behavioral geographers and others proposed some time ago that is was not  
objective or actual distance that alone accounted for human activity.  Instead, they 
proposed that models of human spatial activity could be improved by considering 
subjective distance—what people know or believe about distance [4], [6], [7], [8].  
For example, when I choose to visit one store rather than another because it is closer, 
I base this choice on my belief that the one is closer, whatever the true distance is.  
Thus it is evident that understanding human perception and cognition of distances is 
necessary for understanding human spatial activity and interaction between places. 

Although much navigation and spatial planning can occur without precise metric 
information about distances, or even without distance information at all, I have argued 
elsewhere that some quantitative information about distances is required to explain 
human behavior in the environment, for both conceptual and empirical reasons [1], 
[9].  Neither information about the sequences of landmarks nor information about 
travel times are sufficient by themselves (of course, travel time could provide the ba-
sis for metric information about the separations between places).  Conceptually, some 
quantitative distance information was needed by our evolutionary ancestors in order 
to navigate creatively; such creativity includes making shortcuts and detours in an 
efficient manner.  Inferring the direction straight back to home after several hours or 
days of circuitous travel requires distance information, not just information about 
landmark sequences or travel times. Such creativity clearly is still valuable in present 
times for many of us, in many situations.  Empirically, systematic observation that 
people can make metrically accurate distance estimates, and can perform shortcut and 
detour tasks with some accuracy, supports the psychological reality of distance 
knowledge [1], [10], [11]. 

Recognizing its importance and pervasive role in human activity, this paper pro-
vides a comprehensive and interdisciplinary review of the cognitive processing of 
distance information by humans.  It also proposes a conceptual model of the percep-
tion and cognition of environmental distance.  As I stated in [1], a complete model of 
environmental distance knowledge and estimation provides answers to four questions: 

 

1. What is perceived and stored during travel that provides a basis for dis-
tance knowledge? 

2. What is retrieved from long-term memory (LTM) when distance infor-
mation is used (e.g., when travel planning is carried out) that determines 
or influences distance knowledge?  

3. What inferential or computational processes, if any, are applied to infor-
mation retrieved from LTM to produce usable distance knowledge? 

4. How does the technique used to measure distance knowledge influence 
estimates of distance? 

 

Distance knowledge and its expression as measured data in cognitive research result 
from processes and information sources addressed by the first three questions, in addi-
tion to aspects specific to the measurement technique used to collect estimates, ad-
dressed by the fourth question.  In [12], I reviewed techniques for measuring distance 
knowledge, comparing techniques based on psychophysical ratio, interval, and ordinal 
scaling; mapping; reproduction (i.e., retraveling); and route choice.  Of course, re-
searchers have uncovered significant new insights about distance estimation since my 
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review. One of the most significant insights about estimating distance (and other spa-
tial properties such as slope) concerns an apparent dissociation between spatial 
knowledge expressed via direct motoric action, such as retraveling a route as part of 
distance reproduction, and knowledge expressed via indirect, symbolic techniques, 
such as verbal estimation in familiar units (a common technique I grouped with ratio 
scaling methods in [12]), [13], [14]. 

In [1], I focused on the sources of information for distance knowledge, addressing 
primarily the first two questions above.  To the extent that distance information is 
acquired via travel through the environment, knowledge of distances must ultimately 
be based on some kind of environmental information, such as the number of land-
marks encountered, or proprioceptive information, such as the bodily sense of travel 
speed.  I organized these sources of information into three classes: (1) number of en-
vironmental features, typically but not exclusively visually perceived, (2) travel time, 
and (3) travel effort or expended energy.  I concluded that environmental features 
enjoys the most empirical support as a source of distance information, although not all 
types of features are equally likely to influence beliefs about distance.  Features no-
ticed by travelers and used by them to organize traveled routes into segments will 
most impact distance knowledge, e.g., [15], [16].  Two explicit variants of features as 
a source of distance information are step counting and environmental pattern counting 
(e.g., counting blocks). 

Travel time is logically compelling as a source of distance information, especially 
in situations of restricted access to other kinds of information, but it has not been con-
vincingly demonstrated in much research and is often misconceptualized insofar as 
researchers have failed to consider the role of movement speed.  Also, travel effort 
enjoys very little empirical support but may still function when it provides the only 
possible basis for judging distances.  Since 1997, new research has been reported on 
the perception of travel speed [17] and its role in distance cognition [18], [19].  Also, 
research has been reported on the role of effort that suggests it can influence the per-
ception of vista distances when people anticipate they will need to climb a sloped 
pathway [20], [21].  Nonetheless, showing that experienced effort influences esti-
mates of environmental distances that have actually been traveled remains an elusive 
phenomenon. 

In this paper, I address the remaining question relevant to a complete model of di-
rectly experienced environmental distance knowledge and estimation, Question 3.  
This question asks what inferential or computational processes, if any, are brought to 
bear on information retrieved from LTM so as to produce usable distance information.  
To address this question, I describe alternative processes for how humans acquire, 
store, and retrieve directly experienced distance information.  I summarize these proc-
esses in the form of a conceptual model that comprehensively presents alternative 
ways people process distance information and the conditions likely to lead to one al-
ternative or another. 

My review and model are organized around a theoretical framework that proposes 
there are alternative processes accounting for distance knowledge in different situa-
tions and multiple, partially redundant information sources that differentially provide 
information about distances as a function of availability and spatial scale.  A few 
models of environmental distance processing have been proposed in the literature.  
The model I present below modifies and extends models proposed some time ago by 
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Briggs [22], Downs and Stea [23], and Thorndyke and Hayes-Roth [24].  These pro-
posals contributed to a comprehensive theory of environmental distance information 
but have not been significantly updated in over two decades.  Furthermore, these older 
models did not fully express the plurality of plausible distance processes, the idea that 
a single process can operate on different information sources, nor the idea that a sin-
gle source might be processed in different ways.  Thus, the evidence that researchers 
have put forth for some aspect of distance cognition is often consistent with multiple 
specific explanations, making its interpretation ambiguous.  What’s more, there are 
partially redundant cognitive systems for processing and estimating traveled dis-
tances.  More than one system can operate within and between research studies, and 
even within individual people on different occasions. 

2   Environmental Distance, Directly Experienced 

As in my earlier review of sources of distance information [1], I am concerned in this 
manuscript with information about distances in environmental spaces [25].  These are 
physical spaces (typically Earth-surface spaces) that are much larger than the human 
body and surround it, requiring considerable locomotion for their direct, sensorimotor 
apprehension.  Examples of environmental spaces include buildings, campuses, parks, 
and urban neighborhoods (it is largely an open research question as to how well spa-
tially talented people can directly apprehend the spaces of large cities and beyond).  
Their direct apprehension is thus thought to require integrating information over sig-
nificant time periods, on the order of minutes, hours, days, or more.  However, unlike 
gigantic spaces (termed geographic spaces in [25]), environmental spaces are small 
enough to be apprehended through direct travel experience and do not require maps, 
even though maps may well facilitate their apprehension.  Many studies, especially in 
geography, concern distance information acquired indirectly (symbolically) in natu-
ralistic settings, at least in part, e.g., [26], [27], [28], [29], [30].  The results of theses 
studies are somewhat ambiguous with respect to how travel-based environmental dis-
tance information is processed. 

There is a great deal of research on the perception of distance in vista spaces, visu-
ally perceptible from a single vantage point [31], [32], [33], [34], [35].  This research 
has often been concerned with evaluating the fit of Stevens’s Power Law to vista dis-
tance estimates under various conditions.  The Power Law states that subjective dis-
tance equals physical distance raised to some exponent and multiplied by a scaling 
constant.  Most interest has been in the size of the exponent, which has usually been 
found to be near 1.0, a linear function (exponents < 1.0, a decelerating function, have 
been reported more often than exponents > 1.0, but both have been found).  This work 
is relevant to our concern with environmental distance for at least two reasons.  First, 
psychophysical distance scaling has been methodologically important in the study of 
environmental distance information, as I reviewed above.  Second, I propose below 
that perceived distances in vista spaces provide an important source of information for 
environmental distance knowledge. 

However, it is important to distinguish between “visual” and “spatial.”  Spatial in-
formation expresses properties like size, location, movement, and connectivity along 
one or more dimensions of space.  Most visually-acquired information has a spatial 
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aspect to it, but not all does—color provides perhaps the best example.  And although 
vision provides extremely important spatial information to sighted people, especially 
spatial information about external reality distant from one’s body, other sensory  
modalities also provide important information about space.  These senses include 
audition, kinesthesis, and haptic and vestibular senses (some evidence even suggests 
olfaction may play a role for people [36]).  There is apparently a spatial mode of cog-
nitive processing that is more abstract than any sensory mode, and it is clear that spa-
tial processing is not limited to or wholly dependent on visual processing [37], [38], 
[39], [40].  The fact that blind and blindfolded people can accurately estimate dis-
tances in the environment shows that vision is not required for the perception and 
cognition of distance, e.g., [41], [42].  The cognitive processes discussed below differ 
in their reliance on different sensory modalities, but it is apparent that different mo-
dalities provide partially redundant means of picking up distance information. 

2.1   Active versus Passive Travel 

Even restricting ourselves to distance information acquired directly during travel in 
the environment, we must consider whether this travel is active or passive [43], [44], 
[45], [46].  The terms actually reflect two relevant distinctions.  More commonly 
made is the distinction between voluntarily controlling one’s own course and speed 
versus being led along a given path by another agent—that is, making navigation de-
cisions or not.  Active travel in this sense could be called “self-guided.” Driving an 
automobile is typically self-guided; riding as a passenger is not.  The distinction is 
important because distance knowledge depends in part on one’s attention to the envi-
ronment, to one’s own locomotion, or to the passage of time.  Attention likely varies 
as a function of the volition of one’s locomotory and wayfinding decisions. 

A second, less commonly made, distinction is between travel that requires consid-
erable energy output by the body versus travel that does not.  Active travel in this 
sense could be called “self-powered.” Walking and running are self-powered; driving 
an automobile and being carried are not.  This distinction is important for distance 
cognition because of its implications for travel time, speed, and physical effort, all 
likely influences on distance knowledge.  Furthermore, motor feedback resulting from 
self-powered travel provides input to a psychological system that updates one’s loca-
tion in the environment [47], [48].  These considerations cast doubt on the validity of 
using desktop virtual environments as environmental simulations in distance cogni-
tion research, e.g., [49].  Thus, the two distinctions between active and passive travel 
are relevant to distance knowledge because of their implications for the relative im-
portance of different information sources and cognitive processes. 

3   Cognitive Processes 

I turn now to the question of how distance information acquired directly is cognitively 
processed during its acquisition, storage, and retrieval.  In particular, how extensive 
and elaborate are the mental computations or inferences one must carry out in order  
to use information about environmental distance?  I propose four different classes of 
processes that answer this question: working-memory, nonmediated, hybrid, and  
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simple-retrieval processes.  Working-memory processes are those in which relatively 
effortful (i.e., demanding on limited resources of conscious thought) inferential or 
computational processes are brought to bear on cognitive representations constructed 
in working memory (WM) when distance information is used; information about dis-
tance per se is not explicitly stored in memory during locomotion.  Nonmediated 
processes are those in which distance information is encoded and stored directly dur-
ing locomotion, without the need for much explicit inference or computation when 
distance information is used.  Hybrid processes combine the two: Information about 
the distances of single segments is directly stored and retrieved, but effortful WM 
processes are required to combine the segments into knowledge of multi-segment 
distances.  Finally, simple retrieval occurs when distance information is well learned 
and can be retrieved from long-term memory (LTM) as an explicit belief without any 
inferential processes.  For example, one may have stored in LTM that it is about 240 
miles from Fargo to Minneapolis, and can directly retrieve (i.e., recall or recognize) 
that without making an inference or computation.  In some cases, a simple-retrieval 
process results from the explicit storage of distance information originally derived via 
other processes.  Explicit estimates of distance would especially be available for sim-
ple retrieval when a person has previously made an explicit estimate based on other 
processes and then externalized it in words or numbers.  In many other cases, it 
probably results in the first place from knowledge acquired indirectly via maps or 
language. 

Models of spatial working-memory processes typically describe the WM represen-
tations as analogue or imagistic, although WM representations may be numeric,  
verbal, and so on.  Two types of analogue representations may be considered.  Travel 
re-creation refers to a process in which a temporally-ordered sequence of environ-
mental images is generated that essentially re-creates a sequence of percepts experi-
enced while moving through the environment.  Survey-map scanning refers to a  
process in which a unitary, map-like spatial image is generated that represents part of 
an environment more abstractly, essentially from a vertical or oblique perspective.  
Foley and Cohen [50] refer to travel re-creation as scenographic encoding and sur-
vey-map scanning as abstract encoding.  The distinction between travel re-creation 
and survey-map scanning is similar to the distinction by Thorndyke and Hayes-Roth 
[24] between environmental representations learned via navigation and those learned 
via maps.  However, the distinction I make here refers to the nature of the representa-
tion and not to its manner of acquisition.  Although the nature of one’s learning ex-
perience almost certainly influences the nature of one’s environmental representations 
(as Thorndyke and Hayes-Roth proposed and empirically supported), the extent to 
which this is true is still an open question (see review and discussion in [51]). 

The generation and use of one or the other type of analogue representation might 
be empirically distinguishable in several ways.  Thorndyke and Hayes-Roth [24] con-
jectured that patterns of performance on certain distance and angular estimation tasks 
would differ for the two.  For instance, straight-line distance estimates should be less 
accurate than distance estimates along a route in the case of travel re-creation; the 
opposite should be true in the case of survey-map scanning.  Siegel et al. [52]  
proposed that when a route is represented and accessed as a linear sequence (travel re-
creation), distance estimates in opposite directions would differ in accuracy as a func-
tion of the direction in which the route was learned.  Palij [53] suggested that what he 
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called imagined terrains (re-created travels) should be readily accessible in any 
alignment that is necessary for the task at hand.  Cognitive maps (Palij’s term for sur-
vey maps) should require extra time and effort to access in alignments that differ from 
a canonical alignment, such as the alignment in which one has viewed the layout.  
Such alignment effects are robust and well established when involving in-situ naviga-
tion maps, e.g., [54], but somewhat inconsistent when involving mental representa-
tions acquired from direct experience, e.g., [55].  Either way, however, it is likely that 
a re-created travel would also be less accessible in non-canonical alignments, such as 
those not based on the forward direction of travel. 

What types of effortful processes might be applied to the representations generated 
in working memory as part of WM (and hybrid) processes?  Thorndyke and Hayes-
Roth [24] provided detailed possibilities.  In the case of information acquired via 
navigation (travel re-creation), they proposed that individual straight-line segments 
are estimated and summed in WM to arrive at an estimate of total route distance (they 
did not specify how individual segments are estimated).  If straight-line estimates 
were required between points not in the same segment, angular estimation coupled 
with some “mental trigonometry” would also be required.  In the case of information 
acquired via maps (survey-map scanning), straight-line distance between any two 
points is estimated from scanning the imaged map, as in image scanning [56].  If route 
distance is required, individual segments would have to be scanned and the resulting 
distances summed. Whatever the case, the existence of such WM processes is sug-
gested by introspection, logical analysis of task demands, and scanning-time data, 
e.g., [57].  Furthermore, research shows that the context created when representations 
are constructed in WM during estimation can affect the magnitude of estimated dis-
tances considerably [58].  Among other things, it can lead to patterns of asymmetries 
wherein the distance from A to B is estimated to be different than the distance from B 
to A [59], [60]. 

Hirtle and Mascolo [61] suggested additional WM processes.  They conducted a 
protocol analysis in which subjects thought aloud while estimating distances between 
US cities.  Although such information would be strongly influenced by maps and 
other symbolic sources, their work richly suggests many possible processes that could 
be used to generate estimates from directly-acquired knowledge.  Hirtle and Mascolo 
identified as many as 20 strategies or heuristics claimed to have been used by sub-
jects, including simple retrieval, imagery, translation from retrieval of time, compari-
sons to other distances, and various forms of mathematical manipulation of segments 
(e.g., segment addition).  They also found that the use of compound strategies (as in a 
hybrid process) was more likely with longer distances and less familiar places.  That 
is, various indirect heuristics are more likely to be used when people do not have di-
rect travel experience with a particular route. 

For the most part, the WM processes described by Thorndyke and Hayes-Roth, and 
by Hirtle and Mascolo, do not explain what information is used to estimate the lengths 
of individual segments, nor how it is processed.  But it is clear that processes used to 
access information with WM representations would be demanding of attentional  
resources—effortful and accessible to consciousness. With both WM and hybrid 
processes, however, repeated retrieval and inference with some particular distance 
information could eventually result in its processing by simple retrieval. 
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The class of nonmediated processes contrasts sharply with the WM and hybrid 
processes.  Nonmediated processes do not rely on effortful inferences operating on 
WM representations.  Instead, nonmediated processes lead to direct storage of dis-
tance information.  Alternatively, information about time or effort might be acquired 
via a nonmediated process of some kind.  Estimates of distance could then be derived 
from simple computational processes translating time or effort into distance. 

Nonmediated processes essentially offer an alternative to the idea that the genera-
tion and manipulation of images in WM is necessary for generating environmental 
distance knowledge.  In the general context of imagery and psychological processing, 
Gibson [62] wrote that: 

No image can be scrutinized...[a]n imaginary object can undergo an 
imaginary [italics in original] scrutiny...but you are not going to dis-
cover a new and surprising feature of the object this way.  For it is the 
very features of the object that your perceptual system has already 
picked up that constitute your ability to visualize it. (p. 257) 

This quote suggests that it would be necessary to “know” how far it is from A to B in 
order to construct an accurate image of it in WM—that “new” information cannot be 
extracted from images. If so, the imagery experienced and reported during distance 
estimation would be epiphenomenal. Pylyshyn [63], whose theoretical orientation 
otherwise differs radically from Gibson’s, offers a related criticism of the functional 
scanning of images based on a theory of tacit information. 

Gibson did not specifically address environmental distance information. However, 
his framework does suggest one way that nonmediated processes might work to gen-
erate distance knowledge. The visual system is attuned to pick up dynamic changes in 
the optic array, called optic flow, that specify movement of oneself through the envi-
ronment (visual kinesthesis).  When coupled with perceptions of environmental lay-
out, visual kinesthesis might lead to information about traveled distance without the 
necessity of constructing analogue memory representations.  Rieser and his colleagues 
[48] developed this approach in their theory of visual-proprioceptive coupling. Ac-
cording to this, information about distance gained from optic flow is used to calibrate 
proprioceptive systems.  These proprioceptive systems also produce distance informa-
tion during locomotion, allowing acquisition of environmental distance information 
by blind or blindfolded subjects (also see [64]). An interesting way in which Rieser 
and his colleagues demonstrated calibration is to show that reproductions of walked 
distances can be altered by recalibrating the visual-proprioceptive coupling when re-
search subjects are required to walk on treadmills pulled around on trailers. 

Vestibular and kinesthetic sensing would likely play an important role in a nonmedi-
ated process for generating distance information [65], [66], although there are appar-
ently situations where these proprioceptive body senses play a restricted role, such as 
when riding in an automobile [67].  The acceleration picked up by the vestibules and the 
semicircular canals is integrated over time by the central nervous system, again without 
the need for effortful scanning or manipulation of images.  Information about traveled 
distance is thus available as a function of relatively automatic perceptual updating proc-
esses that have evolved to allow humans and other organisms to stay oriented in the 
environment without great demands on attentional resources [68], [69]. 
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3.1   Processes: Summary and Discussion 

I propose four classes of mechanisms by which humans process information about  
environmental distances: working-memory, nonmediated, hybrid, and simple-retrieval 
processes.  These are primarily distinguished from one another on the basis of the exten-
siveness of the computations or inferences people carry out in WM in order to use dis-
tance information.  According to a working-memory process, effortful manipulations 
are carried out on explicit representations constructed in WM.  These representations are 
frequently analogue representations (i.e., images of path extensions) but need not be.  
Two major types of relevant analogue representations can be identified—travel re-
creation and survey-map scanning; I considered ways the two might be empirically dis-
tinguished.  I also detailed several ways that WM representations could be manipulated 
in order to infer explicit estimates of distance (e.g., image scanning).  

In stark contrast, a nonmediated process does not require the construction or ma-
nipulation of WM representations, analogue or otherwise.  Instead, distance informa-
tion is acquired and stored during locomotion as a result of implicit computational 
processes that are outside of the conscious awareness of the locomoting person.  Hy-
brid processes combine WM and nonmediated processes.  The lengths of single seg-
ments are stored and retrieved by a nonmediated process; information about the single 
segments is manipulated in WM in order to arrive at information about multi-segment 
distances.  Finally, simple retrieval occurs when an explicit distance judgment can be 
retrieved from LTM without any inferential or computational processes.  This would 
take place with directly experienced extents when an estimate of the length of some 
particular route has become well learned and stored explicitly in LTM. 

Although only one of these processes can operate during a particular occasion in 
which distance information is used, it is not necessary to conclude that only one of 
them generally characterizes the processing of distance information.  On the contrary, 
it is likely that all four processes are used in different situations.  What determines 
which process operates?  My review and description of the four classes suggests that 
one of the major factors involved is whether an explicit judgment of distance is re-
quired in a given situation, and whether that estimate is already stored as such in 
LTM.  I turn now to a model that proposes some specific conditions that influence 
when such explicitness is likely to be necessary. 

4   A Comprehensive Conceptual Model of the Cognitive 
Processing of Directly-Acquired Environmental Distance 
Information 

Ideas about processes can be combined with ideas about sources of information in 
order to formulate a comprehensive conceptual model of the perception and cognition 
of environmental distance.  I propose a model that addresses three questions posed in 
the introduction: (1) What is perceived and stored during travel that provides a basis 
for distance knowledge?, (2) what is retrieved from LTM when distance information 
is used?, and (3) what inferential or computational processes, if any, are brought to 
bear on the retrieved information so as to produce usable distance knowledge?  (The 
model does not specifically address the influence of the techniques researchers use to 
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Fig. 1. Proposed model of the multiple processes and information sources for perceiving and 
cognizing environmental distance. Diamonds are decision nodes, rectangles are end states. All 
end states make knowledge of distance available in the form needed for the task being per-
formed. 
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measure distance knowledge.) Figure 1 depicts the model.  It is designed to accom-
modate the availability of alternative processes and multiple, partially redundant in-
formation sources.  It does this by referring to the demands of the particular task, the 
availability of particular information sources, the degree of familiarity with the route 
in question, and its spatio-temporal scale. 

At the outset, it is clear that information about environmental distance based on di-
rect travel experience depends on the perception or awareness of body movement or 
change of position, whether valid or not.  This perception generally derives from 
some combination of vision, kinesthesis, vestibular sensation, audition, and motor 
efference—any or all of them can contribute in a given situation.  As a consequence, 
information that does not involve any sense or belief of movement, such as a judg-
ment of elapsed time alone, cannot in itself account for distance knowledge. 

The model first branches as a function of whether a task requires, or at least tends 
to activate, explicit knowledge of distance.  Some tasks require only implicit informa-
tion about distance.  Locomotion over familiar routes in the environment is an impor-
tant example; most of us find our way efficiently through the environment on a daily 
basis without thinking explicitly about our navigational decisions.  Nonetheless, our 
coordinated and efficient travel still requires at least implicit distance knowledge in 
many situations.  The fact that people sometimes have considerable implicit informa-
tion about distances that guides their behavior in the environment does not, however, 
ensure that they will be able to externalize that information well using a distance es-
timation technique.  It is therefore possible for subjects to estimate distances explicitly 
very poorly but do quite well actually navigating, e.g., [70]. 

In fact, locomotion along familiar routes sometimes does not require much distance 
information at all, as we observed above, although at least implicit knowledge of  
distance is often involved.  A case in point: Some people can infer the straight-line 
direction from one place to another rather well, with less than 20° of error, even though 
they have never traveled directly between the two places [10].  This ability requiresdis-
tance information of some kind.  As long as the route is relatively small in scale, so 
that explicit information is not required, evidence is strong that people can perform this 
task using only the implicit information about distance provided by the optic flow 
and/or proprioceptive feedback occurring during locomotion, e.g., [71].  People may 
have little or no awareness of the operation of this process.  As long as visual or pro-
prioceptive information about movement is available, therefore, the model proposes 
that people (strictly speaking, their cognitive systems) will use a nonmediated process 
of perceptual updating to “reason” about distances and directions.  However, if such 
perceptual movement information is not available (e.g., a subway ride at constant 
speed), then the model again suggests that people will need to rely on heuristics about 
the time and/or effort required to make the trip in order to arrive at knowledge of trav-
eled distance.  (As an aside, this situation suggests an important reason why people get 
lost much more easily when movement information is restricted: Without implicit spa-
tial knowledge, their cognitive system must depend entirely on effortful explicit sys-
tems to maintain orientation, which becomes confused without ongoing attention.)  

Other tasks require explicit information about distances, i.e., they require conscious 
awareness of distance quantities to various levels of precision.  Notable examples are 
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route planning and giving verbal route directions.  In addition, I propose that travelers 
will require explicit distance information whenever they think about routes of large 
spatio-temporal scale, no matter what the task (e.g., even when navigating in familiar 
environments or performing path integration over long distances).  Of course, an oc-
casion requiring explicit distance knowledge that is of special interest to behavioral 
researchers is when a person participates as a research subject in studies of distance 
cognition.  Nearly all such studies require subjects to make explicit (typically numeri-
cal, graphical, or verbal) estimates of distances in the environment. 

If the task does call for explicit distance information, the model next asks whether 
an estimate of the length of a given route is already stored in LTM.  If it is, the proc-
ess of simple retrieval operates.  This might be the case when a person is very familiar 
with a particular route and has reasoned about its length in the past. 

The model then asks whether the traveler has visual access to vistas; that is, can the 
person see (rarely, hear) the extents of vistas that end at walls or other visual barriers 
in the environment?  Vistas would be inaccessible to people with severe visual im-
pairment, to people wearing blindfolds, or to people in darkness.  If a person does not 
have access to vistas, then the model asks whether the acquisition of information used 
to estimate distance occurs under prospective conditions.  Prospective conditions exist 
when a person knows in advance of traveling through the environment that an esti-
mate of distance will be requested.  In such cases, step or pattern counting can be used 
as a way to estimate distance.  If prospective conditions do not hold, the person would 
need to use heuristics about the time and/or effort required to make the trip in order to 
explicitly estimate distance, after travel is complete.  In such cases, subjective dis-
tance and time (or effort) will be most strongly related. 

If visual access to vistas is available, the model proposes that visually-perceived 
and retrieved environmental structure will provide the major source of information for 
distance.  Under these conditions, distance knowledge is derived from a hybrid proc-
ess in which the perceived lengths of route segments that are visible from single van-
tage points (i.e., vistas) are summed to arrive at estimates for the entire route.  This 
can be termed summing vista distances.  Any structural features that induce segmenta-
tion of routes into vistas, such as opaque barriers, thus tend to elongate estimated en-
vironmental distances under the appropriate conditions. 

A variety of theoretical and empirical claims motivate my stress on the importance of 
vista spaces in distance cognition.  Gibson [62] emphasized the perception of vistas as 
integral to the perception of environmental structure under ecologically realistic condi-
tions.  A great deal of research on the influence of environmental features (reviewed in 
[1]), including research on opaque and transparent barriers, points to the import role of 
discrete pieces of the environment that are visually accessible from particular view-
points.  This stress on vistas also echoes more general theories of human and robotic 
spatial learning and orientation that posit their central function, [72], [73].   

When visual access to vistas is available, and explicit distance information is re-
quired, I propose that summing vista distances is the primary mechanism for arriving at 
distance estimates.  In addition, if a prospective estimation situation exists, people can 
use either step counting or environmental pattern counting if they are aware of such 
strategies and are not otherwise distracted from using them. The possible moderating 
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influence of various heuristics is also allowed here by the model.  These heuristics could 
be based on travel time or effort, or on such things as route indirectness or the number 
of features that do not obstruct visibility. The model hypothesizes, however, that  
heuristic influences will most likely operate with routes of large spatio-temporal scale 
(i.e., long routes).  Under such conditions, the ability to attend to and retrieve relatively 
continuous information about vistas or elapsed movement is reduced.  What’s useful for 
estimating the length of a walk through a building is less useful for estimating the length 
of a long train trip.  For instance, [61] noted that indirect strategies such as time retrieval 
were more commonly reported with longer distances.  Similarly, [74] found an effect of 
travel effort on estimated distance only for walks that were at least several minutes in 
duration (as opposed to walks of 45 to 90 seconds). 

5   Summary and Conclusions: Future Research Directions 

In this paper, I proposed that people process information about environmental distances 
via one or more of four classes of processes operating on one or more of three sources 
of information, information acquired during travel through the environment.  The four 
processes include working-memory, nonmediated, hybrid, and simple-retrieval proc-
esses.  The three sources of information include number of environmental features, 
travel time, and travel effort.  Previous reviews have failed to recognize the plurality of 
processes and sources that could account for distance knowledge.  A comprehensive 
review of the literature suggests that at different times, people take advantage of alterna-
tive processes and multiple, partially redundant sources for acquiring and using infor-
mation about distances in the environment.  The conceptual model presented in Figure 1 
attempts to show the conditions that determine which of these multiple processes and 
information sources will actually operate in a given situation. 

It is evident that the perception and cognition of environmental distance is a fruit-
ful research topic for the integration of many aspects of spatial cognition research.  
The topic involves issues ranging from low-level processes, such as the propriocep-
tion of one’s movement speed during locomotion, to higher-level processes, such as 
the representation and manipulation of information via mental imagery.  Such re-
search has the potential to help address many interesting theoretical and practical 
questions related to human behavior in the environment.  This review suggests, how-
ever, the need for further conceptual refinement and the empirical replication of phe-
nomena that have been previously reported.  In particular, we need to understand bet-
ter the way environmental features of different types will or will not structure mental 
representations of environments, and the situations in which time and distance heuris-
tics operate.  Although I based my proposal that the summing of vista distances is a 
prominent mechanism for the cognitive processing of environmental distance infor-
mation, this proposal needs further direct empirical evaluation.  Finally, research 
should address the question of how distance information acquired in various ways, 
both directly and indirectly (symbolically), is combined or reconciled. 
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Abstract. The cognition of spatial objects differs among people and is highly 
influenced by the context in which a spatial object is perceived. We investigated 
experimentally how humans perceive geometric figures in geometric propor-
tional analogies and discovered that subjects perceive structures within the fig-
ures which are suitable for solving the analogy. Humans do not perceive the 
elements within a figure individually or separately, but cognize the figure as a 
structured whole. Furthermore, the perception of each figure in the series of 
analogous figures is influenced by the context of the whole analogy. A compu-
tational model which shall reflect human cognition of geometric figures must be 
flexible enough to adapt the representation of a geometric figure and produce a 
similarly structured representation as humans do while solving the analogy. 
Furthermore, it must be able to take into account the context, i.e. structures and 
transformations in other geometric figures in the analogy. 

Keywords: computational model for spatial cognition, geometric proportional 
analogy, re-representation, adaptation, context. 

1   Introduction 

The cognition of spatial objects involves the construction of a consistent and mean-
ingful overall picture of the environment. Gestalt Psychology (Wertheimer 1912; 
Köhler 1929; Koffka 1935) argues that human perception is holistic: instead of col-
lecting every single element of a spatial object and afterwards composing all parts to 
one integrated picture, we experience things as an integral, meaningful whole. The 
whole contains an internal structure described by relationships between the individual 
elements. 

Perception of the same thing can be different possibly due to differences between 
humans, due to changes in the context, or due to ambiguity in the figure itself. The 
following figures show several examples with ambiguous perceptions. The Necker 
cube shown in Fig. 1 is an example for a multistable perceptual experience where 
two alternative interpretations tend to pop back and forth unstably. The cube can  
be seen in two ways, because it is not possible to decide, which one of two crossing 
lines is in the front or in the back. Fig. 1(b) and (c) show two possible ways to  
perceive it. 
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Fig. 1. The Necker Cube (a) is an ambiguous line drawing. Figure (b) and (c) show two possi-
ble ways to interpret the Necker Cube. 

 

Fig. 2. The perception of a figure is influenced by its context: figure (a) is usually perceived as 
two complete squares one covering the other, although the covered square is only incompletely 
visible. In figure (b), the “covered” square is usually perceived as incomplete, because the other 
square (the context) is incomplete as well. 

Fig. 2 is an example where the perception is influenced by the context. Figure (a) 
shows one complete square and an incomplete square. Most people tend to perceive 
one square as being covered by the other and therefore complete the non-visible part 
of the square in their mind to two complete squares. In figure (b), it is more likely that 
people perceive both squares as incomplete, because the visible square is incomplete 
as well.  

These figures may serve as examples where identical geometric figures are per-
ceived differently and the perception of one element is influenced by its context. A 
computational model of spatial cognition must be able to compute different percep-
tions, i.e. different representations for the same spatial object. We will introduce a 
language for describing geometric figures and show how Heuristic-Driven Theory 
Projection (HDTP) can adapt representations to reflect different perceptions. 

HDTP is a computational approach for analogy making and analogical reasoning. 
It represents the source and the target stimulus symbolically as two logical theories. In 
the analogy identification process, HDTP compares both theories for common pat-
terns and establishes a mapping of analogous formulas. The mapping of analogous 
formulas is captured at an abstract level: The generalized theory formally describes 
the common patterns of the source and the target stimulus and the analogical relation 
between them. The symbolic basis of HDTP allows not only the representation of the 
geometric figures, but also for the representation of general rules which describe  
how representations can be adapted to reflect different perceptions. The separation  
of the knowledge about the geometric figure and the abstract knowledge of human 
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perceptions allows HDTP to compute different representations, i.e. compute different 
conceptualizations of the same geometric figure on-the-fly. HDTP proposes different 
possible analogies depending on the conceptualization of the figure. 

In this paper, we investigate the spatial cognition of simple geometric figures and 
develop a computational model to compute different perceptions. We conducted ex-
periments with proportional analogies, where subjects have to find a follow-up for a 
series of geometric figures. Subjects selected different solutions depending on the 
perception of the geometric figure. In section 2 we describe the experiment, present 
the results and analyze how subjects perceived the geometric figures in the context of 
an analogy. Section 3 introduces “Heuristic-Driven Theory Projection” (HDTP), a 
formal framework to compute analogies. A logical language is used to describe the 
individual elements in a simple geometric figure in an unstructured manner. From this 
flat representation it is possible to automatically build up different possible structures 
and compute “perceptions” which are reasonable to solve the analogy. This mecha-
nism is called re-representation (section 3.3). In section 4, we sketch related work on 
computational models for solving geometric proportional analogies and discuss the 
differences to our approach. Section 5 evaluates the applicability of the approach for 
simple geometric figures and outlines, how HDTP could be used to model human 
cognition of complex spatial objects. 

2   Spatial Cognition of Geometric Figures to Solve Analogies 

Here, we give an overview of the experiment focusing only on the results relevant for 
the computational model. Details about the design and the results of the experiment 
can be found in (Schwering et al. 2008; Schwering et al. 2009a). 

2.1   Setting of the Experiment 

The human subject test investigated preferred solutions for proportional analogies of 
the form (A:B)::(C:D) - read A is to B as C is to D - where A, B and C are a given 
series of figures and the analogy is completed by inserting a suitable figure for D. All 
analogies in the test were ambiguous and allowed for different plausible solutions. 
The analogies were varied in such a way that different perceptive interpretations 
might be triggered which result in different solutions. For the experiment1 we used the 
Analogy Lab, a web-based software platform especially developed for this purpose. 
Each subject was subsequently shown 20 different analogies randomly chosen from 
30 different stimuli: for each analogy they saw the first three objects from an analogy 
(figure A and B from the source domain and figure C from the target domain) and had 
to select their preferred solution from three given possible answers (Fig. 3). In every 
analogy, all three possibilities were reasonable solutions of the analogy; however 
different solutions required different perceptions of the geometric figures A, B, and C. 

                                                           
1 The experiment consisted of different parts: One part was choosing the preferred solution 

from three given possible answers. In a second part, participants had to construct themselves 
via drag&drop their solution. For this analysis we use only data from the choice-part of this 
experiment. 



 Spatial Cognition of Geometric Figures in the Context of Proportional Analogies 21 

 

Fig. 3. The analogy lab2 is a web-based tool to conduct experiments. This screenshot shows one 
analogy with three possible solutions which can be selected. 

The aim of this experiment was to investigate the subjects’ perception of geometric 
figures3, but also to investigate how the perception changes across different variations 
of one analogy. 

The experiment revealed that subjects applied different strategies to solve the 
analogies and came up with different solutions. The different solutions can be ex-
plained, when the elements in figures A, B, and C are structured differently. 

2.2   Different Conceptualization of the Same Stimulus 

In the experiment, we investigated 30 different analogies. From this set we selected 
four analogies to be presented as examples in this paper. We discuss the possible 
perceptions of the geometric figures, present the preferences of different solutions and 
discuss how a conceptualization of the figure is related to one solution. We analyze 
how a computational model could reflect the human perception by reproducing the 
same groupings and same relations as the subjects did. 

Fig. 4 shows the first analogy: the majority of the 161 subjects who solved this 
analogy selected the geometric figure consisting of one single white square as solu-
tion for this analogy. This solution results4, if the elements in figure A, B and C are 
grouped into middle elements and outer elements. Figure B can be constructed from 
figure A by deleting all outer objects. The second preferred solution, the two black 
circles, results if the subjects group the geometric figures A, B and C according to 
color and delete all white objects while all black objects remain. The third solution 
was chosen only two times. It can be explained by keeping the middle elements with  
 
                                                           
2 http://mvc.ikw.uos.de/labs/cc.php 
3 In a different experiment, we let subjects comment on their solution. From these comments 

we got evidence that subjects built up different structured representations to solve the analogy 
in one or the other way. Due to space limitation, we cannot include a detailed comment analy-
sis in this paper. 

4 We would like to point out that these are our interpretations. We base these interpretations on 
comments that the participants of our experiments gave after solving each analogy. Although 
in most cases our interpretation seems to be very straight forward, there can be other interpre-
tations that led subjects choose a solution. 
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Data: 

• 161 subjects solved this analogy 

• 129 (80%) selected the solution  with one white square 

• 30 (19%) selected solution with two black circles 

• 2 (1%) selected the solution with one white circle 

Fig. 4. The first analogy can be solved by focusing on the position of the elements or on the 
color. The results show that the majority of subjects preferred to keep the middle object, while 
several subjects chose to keep the black objects. Only two subjects selected the white circle as 
solution. 

their position and color, but changing the shape to a circular shape. However, this 
solution is obviously not preferred. 

At a more general level, we can reveal different strategies that subjects applied to 
solve this analogy. The majority of subjects considered the relative position of the 
elements and grouped elements in middle and outer elements. The second biggest 
group of participants focused on the color and formed one group with white elements 
and one group with black elements. 

Fig. 5 shows a variation of the first analogy: In figure A, the two top circles are 
black and all other circles are white and in figure C the colors are flipped compared to 
figure C in the previous analogy. This variation has a huge effect on the preference 
distribution and also on the preferred perception. The majority of the subjects chose 
the figure with one black square as solution for this analogy. Subjects choosing this 
solution presumably grouped according to colors and deleted all white elements while 
they kept the black ones. The second preferred solution was one white circle. These 
subjects focused on the relative position: The top elements form one group and the 
others form another group. The analogy is solved by keeping the top elements and 
moving them to the middle of the figure. The third preferred solution keeps the color 
of the top elements and the shape of the middle elements. 

Although both analogies are very similar, the resulting preferences are relatively 
different. The majority of subjects chose either a grouping strategy based on the posi-
tion or based on color, but in the first analogy the position-strategy was clearly pre-
ferred, while in the second analogy the color was more preferred. The strategy of 
transferring the color from elements in the source domain but keeping the same shape 
as in figure C was hardly applied in analogy one (only 1% of the participants), but 
applied by 20% of the participants in analogy two. 
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Data: 

• 157 subjects solved this analogy 

• 71 (45%) selected the solution with one black square 

• 55 (35%) selected the solution with one white circle 

• 31 (20%) selected the solution with one white square 

Fig. 5. The second analogy can be solved by focusing on the color of the elements (preferred 
solution) or on the position (second preferred solution). It is also possible to treat shape and 
color differently and transfer only color while the shape remains the same (third preferred 
solution). 

Fig. 6 shows an analogy where the geometric figure B can be perceived as a 180° 
rotation of figure A. In this case the figure is seen as one whole and is not divided into 
any subgroups. Subjects who selected the most preferred solution presumably applied 
this strategy. 

 

 

 

Data: 

• 162 subjects solved this analogy 

• 74 (46%) selected the solution where the right 
bottom circle is black and the other circles are white 

• 45 (28%) selected the solution where the top left 
circle is white and the other circles are black 

• 43 (27%) selected the solution where the top circle 
is black and the other circles are white 

Fig. 6. The preferred solution of the third analogy is constructed via rotating the whole figure 
180°. Participants choosing this solution presumably did not divide the figures into subgroups, 
but grouped all circles in figure A, all circles in figure B and all circles in figure C in three 
separate groups independently of their color. The second preferred solution results from a color 
flip. The third solution can be explained by dividing figure C in two groups: the upper two 
circles form one group because they repeat figure A and the lower circles from a second group. 
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Data: 

• 157 subjects solved this analogy 

• 111 (71%) selected the solution where the white 
square is above the black circle 

• 44 (28%) selected the solution where the black 
circle is above the white square 

• 2 (1%) selected the solution where the white square 
is left of the black circle 

Fig. 7. The first solution of the fourth analogy has different explanations: the elements can be 
grouped in circles and squares and switch position. They can be perceived as one whole and 
rotated. They can be perceived as one whole with a mirroring axis between the circle and the 
square. If the mirroring axis is defined relative to the figure, the most preferred solution is 
correct. If the axis is defined absolute, the second preferred solution is the correct one. 

The second preferred solution is constructed by flipping the colors, i.e. circles 
are grouped according to the color and all black circles become white and all white 
circles become black. In the third preferred solution, figure A is mapped on the two 
upper circles in figure C. Obviously, figure C is perceived as two groups: one con-
tains the upper two circles and the second one contains the lower two. In this case, 
one part of figure C is an identical repetition of figure A. The solution is con-
structed by applying the transformation between A and B to that subgroup of C, that 
is identical to A. The additional subgroup of C - the two bottom white circles - 
remain the same. 

The fourth analogy is shown in Fig. 7. The most preferred solution has different 
possible explanations: Each figure consists of two elements: a circle and a square. 
From figure A to B the circle and square change position, therefore the solution is a 
white square above the black circle. The same solution can be constructed with a 
different interpretation: figure A is perceived as a whole and is rotated 180°. A third 
interpretation is also possible: subjects might have perceived a vertical symmetry axis 
between the circle and the square. Figure B is mirrored along this axis. If the axis is 
perceived relative to the elements in the figure, the axis in C runs horizontally be-
tween the circle and the square. A very similar explanation exists for the second pre-
ferred solution: participants perceived as well a vertical symmetry axis between the 
circle and the square and mirrored figure C along a vertical axis as well. The third 
solution was only selected by 2 subjects and is not very preferred. 
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2.3   Results of the Experiment 

The experiment shows that analogies have different solutions depending on how 
geometric figures are perceived. The preferred perception is influenced by the  
context, i.e. by the other figures in the analogy (cf. analogy 1 and analogy 2). Propor-
tional analogies are a suitable framework to investigate human perception of geomet-
ric figures, because different perceptions can be easily discovered if they lead to  
different solutions. 

Grouping is a common strategy to establish the required structure to solve the 
analogy. In the examples above, grouping based on similarity (such as grouping of 
elements with common color or common shape) and grouping based on position play 
important roles. The position is often defined relative, e.g. middle and outer elements 
seem to be more prominent than other positions. Spatial proximity or continuous 
movement are other criteria for structuring geometric figures. In analogy three, figure 
C is an extended version of figure A. In such cases, the extended figure can be di-
vided into two groups: One group comprising the original figure and the second group 
comprising the additional elements. 

3   A Computational Model for Geometric Analogies 

The holistic Gestalt perception contradicts the atomistic way computers process 
information. A computational model for spatial cognition must be able to compute 
an overall, holistic representation from a list of single elements. We developed a 
language to describe geometric figures. The analogy model HDTP5 computes dif-
ferently structured representations of a geometric figure based on a flat list of single 
elements. 

3.1   Heuristic-Driven Theory Projection (HDTP) 

HDTP is a symbolic analogy model with a mathematically sound basis: The source 
and the target domain are formalized as theories based on first-order logic. HDTP 
distinguishes between domain knowledge—facts and laws holding for the source or 
the target domain—and background knowledge, which is assumed to be generally 
true. Knowledge about a geometric figure is captured by domain knowledge, while 
general principles of perception are captured in the background knowledge (Fig. 9). 

An analogy is established by aligning elements of the source with analogous ele-
ments of the target domain. In the mapping phase, source and target are compared for 
structural commonalities. HDTP (Gust et al. 2006; Schwering et al. 2009c) uses anti-
unification to identify common patterns in the source and target domain. Anti-
Unification (Plotkin 1970; Krumnack et al. 2007) is the process of comparing two 
formulae and identifying the most specific generalization subsuming both formulae. 

                                                           
5 This paper shall present the idea of the computational model and sketch the overall process. A 

detailed description of the syntactic and semantic properties of HDTP can be found here (Gust 
et al. 2006; Krumnack et al. 2007; Schwering et al. 2009c). 
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Fig. 8. Anti-unification compares two formulae and creates the least general generalization. 
While (a) and (b) are first-order anti-unification, (c) and (d) require second-order anti-
unification to capture the common structure of the formulae. 

We use anti-unification to compare the source theory with the target theory and 
construct a common, general theory which possibly subsumes many common struc-
tures of the source and the target domain. Fig. 8 gives several examples for anti-
unification. Formulae are generalized to an anti-instance where differing constants are 
replaced by a variable. In (a) and (b), first-order anti-unification is sufficient. The 
formulae in (c) and (d) differ also w.r.t. the function symbols. While first-order anti-
unification fails to detect commonalities when function symbols differ, higher-order 
anti-unification generalizes function symbols to a variable and retains the structural 
commonality. In example (d), F is substituted by f/g, X is substituted by x/a and Y is 
substituted by h(a, b)/b. A detailed description of anti-unification in HDTP can be 
found in (Krumnack et al. 2007). An example for anti-unification of formulas describ-
ing geometric figures is shown below in Fig. 13. 

Fig. 9 sketches the HDTP architecture to solve geometric proportional analogies. 
Figure A and figure B of the analogy are part of the source domain, while figure C 
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Fig. 9. Overview of the HDTP architecture 
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(and the still missing figure D) are part of the target domain. All elements in a geo-
metric figure are described by a set of axioms in a formal language (cf. section 3.2). 
The background knowledge contains laws how to compute structured representations 
of a geometric figure. Our experiment revealed that one possible strategy is grouping 
elements with a common color; therefore, the background knowledge contains a law 
for filtering elements with a common color out of all elements belonging to one fig-
ure. Applying these laws to the axiomatic description of a figure leads to a structure 
(re-)representation of this figure. 

To solve the analogy, HDTP compares figure A and figure C for structural com-
monalities and establishes a mapping between analogous elements in figure A and C. 
HDTP uses anti-unification for the mapping process and computes a generalization of 
the commonalities. The generalized theory with its substitutions specifies formally the 
analogical relation between source and target. Additional information about the 
source domain - in proportional geometric analogies this is information how to con-
struct figure B from figure A - is transferred to the target domain and applied to figure 
C to construct figure D (Schwering et al. 2009b). 

3.2   Language to Formalize Different Conceptualizations of Geometric Figures 

We developed a formal language based on the “Languages of Perception” by (Dastani 
1998). Basic elements of a geometric figure can be described by its (absolute) posi-
tion, shape and color. We can detect groups of elements following the criteria men-
tioned in section 2.3. For the following example, grouping based on common shape 
and color is important. The language also supports other structures such as iteration of 
elements or groups. Since we focus on the basic principle of re-represen-tation and on 
the changing of flat representations to structured ones, we describe this process exem-
plary for grouping elements according to their shape and do not elaborate all other 
possible structures that could be expressed with this language. 

The analogy shown in Fig. 10 was solved by grouping all circles in figure A into 
one group and all remaining elements (in this case a white square) into a second 
group. Grouping all remaining elements into one group was a common strategy in our 
experiment. All circles become black, while the remaining elements stay the same. 
With this strategy the solution to this analogy is keeping the grey square of figure C 
and changing the color of the circles to black. 

 

 

Fig. 10. In this analogy, all circles become black and the squares remain as they are 
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Fig. 11. In HDTP, the analogy is separated into a source and a target domain and a coordinate 
system determines the absolute position of elements 

Fig. 11 shows the same analogy as it would be described in HDTP: figure A and B 
belong to the source domain and figure C and D belong to the target domain. A coor-
dinate system is used to determine the absolute position of the elements. 

HDTP starts with a flat representation of all elements. The elements of figure A are 
described as follows6: 

% flat representation of figure A 
o1 := [shape:square, color:white, position:p(2,1)] 
o2 := [shape:circle, color:grey, position:p(2,3)] 
o3 := [shape:circle, color:grey, position:p(2,4.5)] 
o4 := [shape:circle, color:grey, position:p(2,6)] 

Based on the flat representation, HDTP has to compute a structured representation 
which reflects human cognition. First, we show how a structured representation looks 
like for the running example and how the language supports the re-representation. In 
the next section, we sketch the process how HDTP automatically detects the correct 
re-representation steps and computes such structured representations. As we already 
mentioned, the source domain is perceived as two figures (figure A and figure B) and 
figure A is divided into a group of circles and the remaining objects (the square): 

% representation of figure A with structure 
group figA := [o1,o2,o3,o4] 
group g1 := filter(figA,(shape:circle),+) 
group g2 := filter(figA,(shape:circle),-) 

Groups can be expressed extensionally or intensionally. Extensional groups are de-
fined by listing all members of the group. This is typically the case for the group of 
elements belonging to one figure such as the group figA. Intensional groups are 
specified by the defining criteria such as groups g1 and g2. Group g1 is constructed 
by selecting those elements of group figA which have a circular shape. The plus and 
the minus sign indicate the polarity: a minus stands for the complement of a group 
and is used to group the remaining elements in figure A. It is also possible to combine 
different filters by concatenating different filtering criteria: A group containing all 
grey circles would be defined as follows: 

group g1 := filter(figA,(shape:circle, color:grey),+) 
                                                           
6 The elements of figure B are constructed from figure A by changing the color of all circles to 

black and keeping the square. Therefore, they are not described explicitly here. 
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HDTP uses its background knowledge to transform flat representations into structured 
ones. The background knowledge contains rules to filter a group for certain elements, 
i.e. filter group figA for all elements which have a circular shape. All circular ele-
ments are extracted, added to a list of elements which is used to construct the new 
group. Analogously, groups can be filtered for a certain color, absolute position, or 
relative position such as “middle elements”. 

group g1 := filter(figA,(position:top),+) 

Additional rules are required for groupings based on the relative position. HDTP 
background knowledge contains rules to compute spatial relations “above”, “below”, 
“right”, and “left” based on a single cross calculus. For example, top elements are 
computed by selecting those elements from a group which are not below another 
element. A single cross calculus is sufficient for the simple geometric analogies used 
in our experiment. For more complex stimuli one can choose to implement a different 
calculus to compute spatial relations. 

Like figure A, figure C is first represented as a flat list of elements. To establish a 
mapping, figure C must be regrouped in a way analogous to figure A. If the same 
subgroups can be constructed, the same transformation can be applied. The following 
code shows the flat representation and the division into a group of circular elements 
and a second group of remaining elements. 

% formalization of figure C as list of flat elements  
o5 := [shape:square, color:white, position:p(2,1)] 
o6 := [shape:circle, color:grey, position:p(2,3.5)] 
o7 := [shape:circle, color:grey, position:p(2,5)] 

% representation of figure C in two groups 
group figC := [o5,o6,o7] 
group g3 := filter(figC,(shape:circle),+) 
group g4 := filter(figC,(shape:circle),-) 

3.3   Solving the Analogy: Re-representation and Anti-unification 

The previous section presented the language that is used to describe geometric figures 
and rules to compute higher structures. Finding the correct conceptualization of a 
geometric figure within a proportional analogy is an iterative process (Fig. 12): First, 
HDTP computes different possible conceptualization of figure A using prolog laws in 
the background knowledge (Schwering et al. 2009b). There are numerous ways in 
which figure A of the running example could be represented (Schwering et al. 2009a): 
it could be grouped based on shape, based on color (grey elements, versus white ele-
ments), it could be considered as one whole group or any other way of grouping. The 
re-representation is heuristic-driven: 

 

• It is influenced by Gestalt principles, e.g. according to the law of similarity it 
makes sense to group grey elements and white elements or circles and squares. 

• It is influenced by possible transformations to figure B. If several elements are 
repeated in B, it is likely that a transformation must exist between the elements in 
A and the repeated elements in B. 
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Fig. 12. Iterative process of computing the correct structured representation of the analogy 

However, the structure of figure A is not independently created from the overall anal-
ogy: Once one (or several) preferred conceptualization of A exist, HDTP tries to re-
represent figure C in an analogous way, i.e. it tries to establish the same groupings as 
in figure A. If this is not possible, the structure of figure A must be revised. 

Once figures A and C have a structured representation and the transformation be-
tween A and B is known, an analogical mapping can be established via anti-
unification and figure D is constructed via analogical transfer. 

Fig. 13 shows the anti-unification for an object description and a group definition. 
The upper part shows an example of a comparison between object o1 and object o5 . 
Both objects are squares at the position (2,1), but object o1 is white and object o5 is 
grey. Both formulas differ only with respect to the identifier and with respect to their 
color. Therefore identifier and color are replaced by a variable X respectively Y in the 
generalization. The same holds for the group definitions in Fig 13(b): one group is 
defined on elements in figure A and the other is defined on the elements in figure C of 
the target domain. The generalization replaces the differing group identifier (g1/g2) 
with a variable G and figA/figC with the variable F. 

 

o1 := [shape:square, 
       color:white, 
       position:p(2,1)]

o5 := [shape:square, 
       color:grey, 
       position:p(2,1)]

X := [shape:square, color:Y, position:p(2,1)]

X -> o1
Y -> white

X -> o5
Y -> grey

group g1 :=
filter(figA,(shape:circle),+)

group g3 :=
filter(figC,(shape:circle),+)

group G := 
filter(F,(shape:circle),+)

G -> g1, 
F -> figA

G -> g3, 
F -> figC

(a)

(b)

 

Fig. 13. Anti-unification of two object descriptions and two intentional group definitions 
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4   Related Work 

Proportional analogies were studied in various domains such as the natural-language 
domain (Indurkhya 1989; Indurkhya 1992), the string domain (Hofstadter and 
Mitchell 1995), analogical spatial arrangement at a table top scale (French 2002), and 
in the domain of geometric figures.  

In (1962; 1969), Evans developed a heuristic program to solve GPAs. Before the 
actual mapping process, the program computes meaningful components consisting of 
several line segments in each figure. Evan’s analogy machine determined the relation 
between A-B, computed a mapping between A-C based on rotation, scaling, or mir-
roring, and selected an appropriate solution from a list of possible solutions. In con-
trast to our approach, the representation and the mapping phase are sequentially sepa-
rated from each other. While we use structural criteria, Evans uses mathematical 
transformation to detect a suitable mapping between figure A and C. 

O’Hara & Indurkhya (1992; 1993) worked on an algebraic analogy model which is 
able to adapt the representation of line drawing figures during the analogy-making 
process. Dastani et al. developed a formal language for this algebraic model to de-
scribe elements in geometric figures and compute automatically a structural, Gestalt-
based representation (Dastani and Scha 2003). This approach accounts also for con-
text effects, i.e. figure C has an effect on the conceptualization of figure A (Dastani 
and Indurkhya 2001). Both ideas strongly influenced our work. We reuse many ideas 
developed for this algebraic model and apply them to our logic-based framework. 

Mullally, O’Donoghue et al. (2005; 2006) investigated GPAs in the context of 
maps. They used structural commonalities to detect similar configurations in maps 
and to automatically classify geographic features. Due to the limitation to maps, they 
do not support the complex spatial analysis required for our GPAs.  

Several other approaches deal with the perception of visual analogies in general. 
Davies and Goel investigate the role of visual analogies in problem solving (Davies et 
al. 2008). Forbus et al. (2004) developed an approach to compare sketch drawings. 
Since GPAs are not the focus of these approaches, we do not discuss them here. 

5   Conclusions, Discussion and Future Work 

We presented HDTP, a formal framework to automatically compute different concep-
tualizations of the same figure. We discuss the presented approach and afterwards 
argue how this approach could be used in a more general context of recognition and 
classification of spatial objects. 

5.1   Summary and Conclusions 

Human spatial cognition is a holistic process: we tend to see whole patterns of 
stimuli when we perceive a spatial object in an environment. According to Gestalt 
theory, parts of the spatial object derive their meaning from the membership in the 
entire configuration. Computers, on the other hand, process visual information in an 
atomistic way. To receive similar patterns as the ones humans perceive, we need a 
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computational model which can generate in a bottom-up manner the structure which 
is necessary to interpret the stimulus correctly. 

Experiments on geometric proportional analogies have shown that subjects per-
ceive the same geometric figure in different ways and that the preferred perception 
changes, if the context in the analogy is varied. Subjects apply different strategies to 
solve the analogies: the elements in the geometric figures are often regrouped accord-
ing to shape, color or position to establish a common structure in source and target 
domain. 

HDTP is a heuristic-driven computational framework for analogy-making and can 
be used to simulate the human way of solving geometric proportional analogies. We 
developed a logic-based language to describe geometric figures. HDTP takes such 
formal descriptions of the figures in the source and the target domain and tries to 
detect common structures. Usually, source and target are not available in an analo-
gously structured representation at first. HDTP re-represents the descriptions to trans-
form the flat representation into a structured representation of the geometric figure. 
Different structured representations reflect different conceptualizations of a geometric 
figure. The process of re-representation is essential to model spatial cognition of 
geometric figures in the context of proportional analogies: finding the analogous 
structural patterns in figure A and figure C can be considered as the main task in 
analogy-making. In the mapping process, HDTP uses the theory of anti-unification to 
compare a source and a target formula and computes a generalization. The analogical 
relation between the source and the target is established by creating a generalized 
theory subsuming all formulae in the source theory and all formulae in the target 
theory. The proportional analogy is solved by transferring the relation between figure 
A and B and apply it to figure C to construct figure D. 

5.2   Opportunities and Drawbacks of the Approach 

In our experiments, we investigated only simple, artificial stimuli so far. The stimuli 
had different number of elements which varied across three different shapes, three 
different colors and different positions. The artificial stimuli are simple enough to 
control variations, to emphasize different aspects and different Gestalt principles and 
to trigger different perceptions. With systematic variations it is possible to detect how 
certain variations change the perception. The number of possible re-representations 
and transformations is limited. The language we are using at the moment supports 
only simple elements, but it could be extended. Future development shall support 
complex forms and line drawings like the ones in Fig. 14. It shall become possible to 
compute an area from a given set of lines and check whether it is a familiar form such 
as a square or a triangle. The detection of complex structures and forms requires a 
spatial reasoner which can detect spatial relations. 

Analogy making provides a good framework to test spatial cognition, because 
variations in context may lead to different perceptions which result in different solu-
tions. The different solutions serve as indicator for different conceptualizations. 

In section 3.3 we describe a heuristic-driven framework to compute different con-
ceptualizations. We assume the relatively difficult situation where none of the figures 
is pre-structured. Real-world tasks are often easier. In a recognition task for example, 
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a new stimulus (the target domain) is compared to known stimuli (the source domain). 
The new stimulus must be restructured to fit to the given structure of the source do-
main. A pre-defined structure of the source domain reduces drastically the complexity 
of the underlying framework. 

5.3   Spatial Object Recognition as Future Application 

In this paper, we discussed the computational framework only in the context of analo-
gies. However, we think that HDTP could serve as a general framework for visual 
recognition and concept formation. Visual recognition of spatial stimuli is based on 
matching new stimuli to familiar ones. Often, things are best characterized by their 
structural (and functional) features, but superficial features do not reveal much about 
the nature of an object. Therefore, we argue that analogical comparison is very suit-
able to model the human cognitive process of recognition. 

So far, HDTP was tested only with artificial stimuli. The language used at the mo-
ment can describe simple elements and express very limited spatial relations. How-
ever, the basic principle of the computational model presented in this paper is flexible 
enough to support complex spatial objects as well. First experiments have shown, that 
structural commonalities play an important role in object recognition (Stollinski et al. 
2009). Future work will investigate HDTP in analogy making between complex stim-
uli like sketches of real world spatial objects. 

Fig. 14 shows different sketches of an oven. Although they differ from each other, 
they share a lot of structural commonalities: all of them have four hotplates which are 
inside a polygon representing the top surface of the oven. Five temperature regulators 
and a spy window (with or without handle to open the door) are inside a polygon 
representing the front surface of the oven. Similarly to geometric figures, each sketch 
is represented by its primitive elements (lines and ovals). Background knowledge 
contains laws how to analyze geometric forms, detect polygons from lines or compute 
even more complex structures such as a cube. 

An effective model for spatial cognition requires a spatial reasoner to compute spa-
tial relations or different 3D perspectives on the same object in space. Already our 
experiments with simple geometric figures revealed such requirements: Several par-
ticipants applied three dimensional transformations between figure A and B, which 
cannot be represented in the two-dimensional model of HDTP. Future work will in-
vestigate how existing models for spatial reasoning can be integrated. Also the repre-
sentation language as well as the re-representation rules must be extended. 

 

 

Fig. 14. Analogy-based sketch recognition compares different sketches of spatial objects and 
detects common structures 
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5.4   Sketch Map Comparison as Future Application 

A second application area for analogical reasoning is the comparison of sketch maps 
to metric maps. While metric maps such as street maps are constructed from exact 
measurements, sketch maps are drawn by humans based on their cognitive map. 
Fig. 15 shows a sketch map and a metric map of the same area. A qualitative com-
parison of both maps reveals many structural commonalities: the spatial objects lie 
along streets forming the same street network. The sketch map is a simplified and 
schematized representation of the metric map. 

 

Sketch Map Metric Map 

  

Fig. 15. Analogy-based comparison of a sketch map and a metric map of the same area reveals 
structural commonalities between spatial objects such as houses, streets, water-bodies and trees 

Analogical comparison focuses only on structural commonalities such as the rela-
tion of geographic features to streets and streets being connected to other streets. It 
abstracts from metric details. Therefore, we argue that analogical comparisons are a 
useful tool for sketch map comparisons. 
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Abstract. Named urban neighborhoods (localities) are often examples of vague 
place extents. These are compared with current knowledge of vagueness in con-
cepts and categories within semantic memory, implying graded membership 
and typicality. If places are mentally constructed and used like concepts, this 
might account for their cognitive variability, and help us choose suitable geo-
spatial (GIS) data models. An initial within-subjects study with expert geo-
graphic surveyors tested specific predictions about the role of central tendency, 
ideals, context specificity, familiarity and expertise in location judgements – 
theoretically equivalent to categorization. Implications for spatial data models 
and a further research agenda are suggested. 

Keywords: place, neighborhood, vague extents, concepts, expertise, urban spa-
tial cognition. 

1   Background: Vagueness and Place 

Vagueness is a curse and a blessing for spatial information research: a curse prag-
matically since GIS (geographic information systems) were not designed to represent 
it, and a blessing academically since this challenge has inspired many innovative 
ways to overcome it. As a result, vague extents for adjoining spatial areas can now be 
handled with a range of modelling techniques [1;2]. However, some types of vague-
ness seem far more complex and unpredictable than others. The gradient shift be-
tween mountain and plain [3] or the thinning of trees at the edge of a forest [4] are 
measurable, stable gradations. Humans' apparently slippery and changeable concepts 
of places and their extents may not be [5; 6; 7; 8]. 

Nevertheless, there is great potential for better data models of (vernacularly rec-
ognised) place to enhance geographic information use in many areas of government, 
infrastructure, research, commerce and health [2]. Thus Mark et al [5], in outlining 
key themes for geographic spatial cognition research, added almost as an after-
thought [p.764] "the issue of place - what are the cognitive models of place and 
neighborhood, and can these be implemented in computational environments? What 
would a place-based, rather than coordinate-based GIS look like, and what could it 
do, and not do?" 
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Fig. 1. Example of the problem of defining named localities. To locals 'Allington' means some 
or all of the central area of this map, ultimately bounded by the river and the old London Road 
(running from left to centre-bottom). It has no central core or consistent urban style. Its shops 
and pub are close to London Road, as is the school that is the only key feature of Palace Wood, 
the named locality to the south. The remains of Allington village, and its castle, are separated 
from most of the suburb by two rail lines, a trading estate and open space.(Ordnance Survey 
1:25000 mapping, © Crown copyright 2009). 

Ten years on, the vague extent of many types of place still remains a confusing 
topic, viewed as marginal by most geographers and environmental psychologists 
[9].Ideally, empirical work would lead us toward a testable theory of place (extent) 
cognition, which could help us to evaluate the suitability of computational methods 
and models for representing place more meaningfully within GIS. However, research-
ers in the above areas have often eschewed this question, in favour of a stronger focus 
on residents' affective attachments and social concerns within particular cities or re-
gions, although exceptions do exist [10; 7]. 

Thus it is still unclear which modelling techniques might best reflect how people 
mentally store and process knowledge of vaguely defined places in everyday life. To 
find this out, we first need more basic research into the cognitive phenomenon of 
vague place extents. This paper will report one initial experiment from an ongoing 
research programme, designed to examine the question: how do people decide 
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whether a given urban location or feature (e.g. a building or street corner) falls within 
a named area of a city – loosely termed a 'locality' or 'neighborhood'1? 

Urban neighborhoods are a well-known example of vague places, both in definition 
and extent. Therefore, in many cities some locations must lie in indeterminate areas 
somewhere between two adjacent places. The location may be viewed as falling 
within either or neither of them, a choice referred to in this paper as a 'location judg-
ment'. A long research tradition has established that the perceived boundaries of urban 
neighbourhoods can vary greatly between individuals [11] and with increased famili-
arity [7], and may depend on social (and socially communicated) factors just as much 
as physical environmental differences [8]. Predicting and modelling neighborhood 
boundaries has so far seemed an intractable challenge, as individual and contextual 
differences can seem overwhelming (Figure 1). 

This paper will first briefly review some of the literature concerning vagueness of 
neighbourhoods, then compare it directly to our knowledge of vagueness issues in the 
more cognitive science domain of concepts and categories (semantic memory). It will 
then describe a preliminary study to test whether some of the implications of that 
comparison do in fact apply to people's location judgments. Specifically, this initial 
experiment used a within-subjects questionnaire method to examine two aspects of 
potential intra-individual differences in location judgments: whether and how place 
familiarity and professional geographic expertise might cause different choices to be 
applied by the same person in different contexts. Finally, as well as outlining further 
ongoing work, I will discuss the implications of the places-as-concepts approach for 
choosing among existing models of geographic place data. 

2   Causal Factors in Perceived Neighborhood Extents 

Since the 1960s there has been a regular stream of papers concerning people's concep-
tions of their own neighborhood, but less on how they view others within a familiar 
city (with exceptions, e.g. [7]). Within that 'own neighborhood' research area, often 
the very concept of neighborhood seems to be in danger of confounding named con-
ventional or even administrative districts with people's personal (and usually but not 
always unnamed) sense of 'home range', so much so that researchers sometimes bend 
over backwards to avoid using the word 'neighborhood' at all in their instructions to 
participants, or add 'home range' as well in case it differs (e.g. [12; 10; 13]). 

Nevertheless, we could make a tentative assumption that the same criteria people 
use to define their own neighborhood (particularly where it does coincide with a 
named locality) may also be used, at least in part, to help them define the other 
neighborhoods in the same city, since we have long known that cognition of those is 
not purely spatial either [14]. The relative importance of different criteria seems to 
differ greatly between studies – often due to limitations in the research method used. 
They may also be changing over time: perhaps unsurprisingly, more recent studies in 
the US and UK seem to place less emphasis on use of local within-neighborhood 
amenities (e.g. shops) and less socialising within neighborhoods than older studies 
                                                           
1 I will use these two words interchangeably in this paper, except when distinguishing named 

(generally larger) localities from 'neighborhoods' in the more personal sense of 'home range' 
[10]. 
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from the 1960s and 1970s (see also [15]). Defining factors which have been suggested 
in the literature include, in no particular order (since relative effect sizes have not 
been established): 

 
• physical infrastructure boundaries, e.g. major streets or rail lines – although the 

focus on these may be more likely among people with formal geographic expertise 
([16; 13]) 

• use of local amenities e.g. shops and schools ([11; 17]) 
• amount and extents of people's walking (and sometimes cycling) from home, for 

errands or pleasure ([18; 10; 13]) 
• local social or political activity ([11; 8; 13; 19]) 
• social cohesion – "people like us" ([11; 17; 13]) 
• media stories naming specific localities and creating a stronger awareness of their 

identity ([8; 17]) 
• environmental aesthetics and similar housing styles ([8; 13]) 
• familiarity, especially if measured objectively e.g. through landmark identification 

([18; 7]) 
 
Obviously, not all of these will be used to determine entire named localities as in 
Figure 1; some will apply only to a smaller and more personal area (Stanton's "home 
range" concept [10]). Such areas – particularly one's own – are not always viewed by 
locals as a vaguely-bounded area at all, but sometimes as an experiential network with 
defined ends for each separate branch ([10; 18]). This can also be true of larger named 
localities, and seems to remain true even for some long-term residents, contradicting 
the "route-to-survey knowledge" school of thought on cognitive mapping, but not 
more recent studies of it [20]. Meanwhile one study of newcomers learning a city 
from scratch found that their knowledge of its localities from one test to the next was 
strangely uncorrelated, rather than showing a smooth learning curve [7], perhaps 
suggesting a dynamic rather than static assessment of those localities' identities and 
extents. 

In fact, many authors have expressed the concern that there may not be a stable, 
strong, consistent or even any concept of neighborhoods with definable (even vague) 
extents, in many people's minds. Schnell et al [17] found that for many residents of Tel 
Aviv-Jaffa, there was no sense of specific locality at all in their part of the city. Beguin 
& Romero [7] bemoaned the unknown "black box" of people's place cognition which 
"forces us" to assume that "there is a unique cognition of an urban item (either a 
neighborhood or any element of it) in an individual's mind at a given time" [p.688]. Yet 
Bardo [12], discussing people's own home neighbourhood concept, recognised that "a 
particular individual may define more than one neighborhood depending upon the frame 
of reference he or she is given" [p.348]. Martin [8] went further to claim [p.362] that 
"we do not know neighborhoods when we see them; we construct them, for purposes of 
our research or social lives, based on common ideals of what we expect an urban 
neighborhood to be. The neighborhoods that we define through research or social ex-
change are always subject to redefinition and contention; they are not self-evident." 
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3   Neighborhoods as Concepts? 

So cognitively speaking, neighborhoods – and perhaps other types of vernacular place 
such as larger regions – are potentially vague (sometimes), and may be context-
specific constructions rather than stable spatial entities. This may also be true of an-
other well studied cognitive phenomenon: concepts. Concepts used to be viewed as 
stable yet often vague stored mental entities, until Barsalou [21] showed that provid-
ing different contexts could change the way that people categorized the same  
instances of people or objects. Although his data did not actually demonstrate within-
subject variability, Barsalou claimed in his conclusion that human conceptual ability 
was "extremely dynamic" [p.648] in that "people may not retrieve the same concept 
from long-term memory every time they deal with a particular category" [p.646]. To 
Barsalou, concepts are constructed in working memory, not merely retrieved from a 
stable store. This has the important implication that the same instance may be classi-
fied differently – as one category or another – depending on context. Yet participants 
will also happily, when asked, pile cards depicting the same objects into sharply  
delineated piles, and the literature rarely reports any reluctance to do so. 

Barsalou also made another distinction which may prove valuable if we were to de-
cide to treat neighborhoods and other places as concepts. Until then the notion of central 
tendency had dominated theorists' thinking on (largely taxonomic types of) concepts for 
around a decade – the idea that in any category of instances (even if formally defined), 
some are seen as better examples of it than others. The most popular theory [22] de-
scribed this in terms of resemblance to a central core or prototype. Barsalou showed that 
many categories are instead goal-derived – existing to fulfil a function or need – and 
that people's ratings of goodness-of-example in such categories tend towards an extreme 
'ideal' that would be the ultimate fulfilment of that need, rather than a central 'typical' 
average. Additionally, he argued for personal familiarity and also frequency of instantia-
tion (how often you come across the instance classified within the category) as potential 
extra influences on goodness-of-example judgements. 

Work since Barsalou's paper has shown that, if anything, we seem to use ideals for 
more types of categories than he predicted – sometimes even for natural-kind catego-
ries that are obviously taxonomic such as trees or birds [23]. Furthermore, experts 
seem to rely on ideals much more than the novice student participants of most lab 
studies. Yet different types of expert (e.g. professional landscapers versus taxono-
mists) will apply different ideals, and at the highest levels of expertise personal fa-
miliarity may have also a greater impact than central tendency [24]. However, we 
may assume that expertise is applied primarily within the professional context in 
which it is usually used, and that experts are able to think like laypeople when dealing 
with more everyday contexts. Thus we might expect to see within- as well as be-
tween-subjects differences in the effects of expertise, where contexts are changed. 

More recently, Hampton [25] hazarded three potential ways in which categorization 
of an instance (e.g. an object) might vary with context within the same individual: 
changes occurring in either (a) the representation of the instance, (b) the representation 
of the category, or (c) the threshold of similarity required to categorize the instance into 
it. Hence the same person could classify the same entity differently due to circumstance 
– sometimes into one category, and sometimes into another – creating the effect of 
vagueness. Hampton also argued that if people consider vagueness acceptable, the same 
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person may be aware that they could classify a given instance as both "X and not X" – a 
result which he claimed is difficult to represent in the fuzzy logic often used to model 
vaguely bounded entities. 

Hampton also asked "How do we live with vagueness?" [p.378] His suggested an-
swer to this was that social constraints, and the need to communicate effectively with 
others, mean that we are bound to build and use consensus, rather than having no 
sense of boundaries at all between related categories. 

3.1   Location Judgments as Category Membership 

Why apply concept theories to place? After all, place is inherently spatial and hence, 
even if we were to imagine a place as a category and a single location as an instance 
of it, we would usually assume that central tendency in the form of distance from a 
core would be a more realistic model of fuzzy location judgements than Barsalou's 
goal-derived categories and their indefinable 'ideals'. Yet the brief literature review 
above seems to suggest otherwise. Furthermore, a recent review and study of cogni-
tive mapping of urban environments [20] has suggested that while people may store 
their route knowledge through a city as a network of individual locations or 'vista 
spaces' (as defined by [26]), those locations must also still be categorised into places 
or regions if we are to explain the well-known hierarchical biases in spatial reasoning 
(e.g. [14]). This would help to explain how studies of cognitive mapping seem to 
emphasise a mental route network model, even though people can readily draw poly-
gons on a map to show separate districts or neighborhoods in the same city. 

If this is reasonable, then even the few papers cited above on concepts (out of a lit-
erature mountain) have clear implications for those neighborhoods, and for location 
judgements as a form of categorization task: 

 
1. Under different circumstances the same people may produce different representa-

tions of the same neighborhood, even though most will also happily draw crisp 
boundaries around it on a map when requested. 

2. Neighborhoods may prove to be more of a goal-derived category for many resi-
dents in many situations, implying that locations seen as 'good examples' might 
tend towards a goal-fulfilling ideal (e.g. historic buildings) rather than a core cen-
tral prototype (spatial or otherwise typical). However, again this may vary with 
context. 

3. Expertise – particularly formal knowledge – may increase and change the use of 
ideals in defining a place. 

4. As people communicate more about a place, social consensus will create increased 
similarity between and within people's judgements of it. 

5. People may be willing to accept that a location can be seen simultaneously as in 
and not in a place; if this is true then any computational model of the resulting 
vagueness needs to accommodate this. 

 
Note that points 3 and 4 could contradict each other. Greater familiarity may cause a 
more personal and goal-derived 'expert' understanding of a place, or it may create 
greater consensus with others which might suggest increasing reliance on central 
tendency. This obviously requires more explicit empirical testing than it has had so 
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far in the neighborhood literature, where some authors have noted greater consistency 
among longer-term residents ([7], while others have found them to have very personal 
familiarity-based and non-consensus definitions [10]. 

4   Expertise, Familiarity and Location Judgements 

To begin to test the above predictions, and thus start to evaluate the plausibility of 
places as concepts, the present study focused on the criteria people use for making 
location judgements under different (hypothetical) circumstances, particularly varying 
the roles of expertise and familiarity. Focusing directly on the criteria used for these 
choices may allow us to start teasing out the cognitive factors underpinning the vague 
vernacular geography of neighborhoods. 

Expert-novice studies in cognition are often problematic, due to the many non-
expertise-related differences that tend to exist between two different groups of people: 
e.g. often the expert group is older and has more general experience of both general 
and professional life, as well as the specific task domain under study. Therefore the 
present study adopted a within-subjects approach – comparing a group of geographic 
place experts with themselves under different circumstances. 

4.1   Participants 

22 professional field surveyors working for Ordnance Survey, the national mapping 
agency of Great Britain, took part in the experiment. These surveyors (19 male, 1 
female and 2 undisclosed, median age group 45-54 years) work mostly from home 
and are spread geographically across the country. Their main roles are to survey 
changes in their local area mainly at a highly detailed level, intended for 1:1250-scale 
urban  and 1:2500-scale rural mapping (effectively to an accuracy of <1 metre on the 
ground), and to gather information for generalised smaller-scale products such as 
maps and gazetteers. 

Although formally authorising and recording place names and extents is no longer a 
part of this role, all but one of the surveyors were experienced enough (mean=28.5 
years, s.d.=9, min=8, max=38) to remember having had to do it formally, and/or to have 
more recently done it informally as part of their general updates of mapping data. Most 
of them also used the questionnaire to express their views and ideas on the organisa-
tion's ongoing issues with, and potential means of collecting, place information. 

4.2   Method 

The experiment was administered via a paper questionnaire, which participants com-
pleted in their own time and mailed back to the researcher. Between initial briefing 
and instructions, and final debriefing with space for comments, the questionnaire 
consisted of three independent sections whose order was counterbalanced between 
participants. Each section consisted of two sets of Likert rating-scale items, preceded 
by a page of context-setting questions. Participants were instructed not to look back to 
previous sections while completing each one. 

The first ('Work') page of one of the three sections focused on the surveyor's work 
context, asking questions about their role, length of experience, current and previous 
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geographical regions, and experience and views concerning collecting place names 
and extents. The participant was then asked to name a town where they had done 
some surveying, but which they did not know very well, and asked whether they had 
ever had to collect placename information there. On turning over the page, they were 
asked to imagine that they were trying to decide whether a specific location in the 
town fell within a particular named neighborhood. 13 potential factors were then 
listed, with Likert rating scales2 from 0-5; participants circled a number for how much 
each factor would help them decide that the location fell within the neighborhood. 
(Participants could also write in and rate their own factors, although few did so3.) The 
next page asked them which of the factors (now in a different randomised order) 
would help them to decide that another location was not in the neighborhood. 

Another ('Home') section related to the surveyor's home, with the first page asking 
them to name their home town, say how long they had lived there, and name a 
neighborhood within it that they knew very well either from living or frequently visit-
ing there (and if the latter, how often and why they did so). They were then asked to 
think of and name two locations near the edge of that neighborhood (but not necessar-
ily near each other). For each location, the participant indicated his confidence (from 
0-10) that the location was within the named neighborhood, and also indicated the 
percentage of local people whom he thought would agree that it was. The next two 
pages asked him to take one of these locations and imagine he was arguing for its 
being within the named neighborhood, rating the same 13 (differently randomised) 
factors as before for helpfulness, then doing the same while imagining themselves 
arguing that the other location was not in the neighborhood. 

The first page of the remaining section ('New Area') asked the participant to imag-
ine moving home to a new area, and to consider the problem of trying to choose a 
new home while getting to know the town. They were asked to say whether they had 
ever moved home, and how long ago this was. The next two pages asked him to imag-
ine trying to decide that a given house was within a certain desirable neighborhood, 
and then trying to prove that an estate agent was stretching the truth by such a claim, 
once again using the same 13 (again re-randomised) factors. 

Thus each section of the questionnaire took the same basic form – setting a context 
and then asking participants to rate the helpfulness of 13 potential factors in arguing 
for, and then against, a location classification within a real or imaginary neighbor-
hood. 

4.3   Criteria and Hypotheses 

The 13 factors were described in full sentences, but are presented in shortened form 
below for ease of reference: 

 

                                                           
2 Piloting showed that a longer scale would not be meaningful, and would be too fatiguing for 

this many questions. 
3 Only 9/22 participants added (at the most) one or two extra criteria per scenario – too few and 

too disparate to analyse. They included (with number of participants): local government offi-
cials' views (2); local residents' views (2); neighborhood names appearing on streetname 
signs, as happens in some UK towns particularly post-war 'new towns' (2); the location having 
visible dominance or centrality within the neighborhood (3); thematic groupings of related 
street names (1); being on a different bus route from the rest of the neighborhood (1). 
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1. Right/wrong side of a physical barrier e.g. road or embankment 
2. Same/different administrative, electoral or school district 
3. Neighborhood name does (not) appear in Royal Mail official address 
4. Named this way (or not) by real estate agents or property developers 
5. Always/never referred to this way by local people 
6. Mentioned (or not) using this name in the local media, tourist or other local infor-

mation 
7. Name (dis)similar to that of the neighborhood 
8. Close to/far from a key feature e.g. shops, church, park, main street 
9. Close to/far from the placement of the name on maps 
10. (Dis)similar visual appearance to the rest of the neighborhood 
11.People in this neighborhood like (or don't like) to be associated with it 
12.Same/different function/use as the rest of the neighborhood 
13.Age or other sense of belonging to/differing from it 

 
These factors partly reflect the above literature, and partly known (and somewhat 
British-specific) issues such as the Royal Mail's use of some locality names in their 
'official' address designations, and people's frequently stated reliance on Ordnance 
Survey (OS) maps to define an assumed 'correct' geography. 

It will be noted that factors 1-3 imply crisp and definitive 'in/out' factors, and thus 
preclude any notion of graded membership as found with most concepts. As suggested 
earlier, we might expect formal geography experts to prefer these factors, particularly 
when imagining acting within their professional context. Factors 4-7 are dependent on 
potentially variable use of the neighborhood name by other people in non-definitive 
contexts, and thus evoke Barsalou's frequency of instantiation. Items 8 and 9 concern 
central tendency: potential distance from an imagined spatial core or prototype. Items 
10-13 involve non-spatial factors that could evoke either central tendency or, perhaps 
more probably, an 'ideal'. For example, a beautiful historic house may be seen as the 
ultimate ideal of an older neighborhood, while not at all typical of it. 

Based on Barsalou's ideas, we could tentatively hypothesise significant differ-
ences between the imagined scenarios in their mean score across criteria, with the 
more formal work context treating the fewest criteria as strongly relevant, and with 
these being more ideals-related (for ideals relevant to the experts' job). Nevertheless 
we might also expect some criteria to be preferred to others by this participant 
group across scenarios (since, for instance, the experts in Lynch et al's study still 
applied their expertise to an out-of-context experimental task, with perhaps some 
differential treatment of certain criteria between different scenarios (an interaction 
effect). 

If Hampton was correct that people are able to appreciate vagueness and "X and 
not X" situations when either the instance, category or threshold of acceptance 
changes in some way, then within each scenario (but not necessarily across them) we 
might expect to also see differences in criteria relevance between the 'in' and the 'not 
in' decisions (i.e. an interaction of scenario and decision). Finally, we could see an 
interaction of all three factors together (criterion, scenario and decision), if each indi-
vidual set of ratings was treated as a separate situation by the participants despite their 
formal geographic background, which encourages and rewards more consistent rule 
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application. This would be the strongest test of both Barsalou's and Hampton's theo-
ries' applicability to location judgements. 

4.4   Results 

A within-subjects (repeated-measures) ANOVA4 was run on the mean rating scores for 
Scenario x Criterion x Decision (3x13x2). Strongly significant main effects were found 
for Scenario (Greenhouse-Geisser-corrected F1.39,1113.33=8.84, p=0.0009) and for Crite-
rion (F4.26, 567.29=14.08, p<0.0001), but only weakly for Decision (F1,1598=3.60, p=0.06). 

Post hoc tests by Scenario showed the nature of the main effect: the mean score for 
the New Area scenario was significantly lower across criteria and decision than either 
Work (t1126=-3.71, p=0.0002) or Home (t1123=-2.91, p=0.004). This suggests that the 
participants found more of the location judgement criteria to be more relevant (on 
average) in the unfamiliar New Area scenario than in the course of their familiar work 
or home lives. 

The weak main effect for Decision suggested that overall, participants gave a 
slightly higher mean relevance rating across criteria when they were considering 
 including a location in a neighbourhood, than when considering excluding it. How-
ever, there was a very strong interaction effect between Scenario and Decision 
(F1.30,1041.26=10.69, p=0.0003), which is illustrated in Figure 2 (left), and a weaker 
interaction between Criterion and Decision (F5.93,790.21=2.05, p=0.06) also shown in 
Figure 2 (right). The interaction between Scenario and Criterion was weaker still 
(p=0.2), with no three-way interaction (p=0.4). 
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Fig. 2. Left: interaction between scenario and decision, showing the most consistency in the 
Work scenario, and the least in the Home one. Right: interaction between criterion and decision 
(showing only criteria differing by >0.3). Note that the relevance of comparing the location's 
and neighborhood's names was deemed much stronger when judging exclusion than inclusion, 
whereas other strongly-varying criteria changed in the opposite direction. 

                                                           
4 The ANOVA was also rerun including a main effect of questionnaire order to check for any 

effect of this, but none was found (p>0.8). 
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Post hoc tests did not reveal clear levels of separation among the criteria. The three 
highest-scorers were criteria 1 (physical barrier, mean=3.56), 3 (Royal Mail address, 
mean=3.48) and 5 (locals' naming, mean=3.40), followed by 8 (distance from key 
features, mean=3.20), 2 (named administrative area, mean=3.20) and 9 (nearness to 
the name on a map, mean=3.17). The four lowest scorers were 12 (shared function, 
mean=2.28), 11 (desirability of association, mean=2.28), 10 (similarity of appearance, 
mean=2.30) and 4 (property industry naming, mean=2.47). It will be noted that these 
four means falling below 2.5 implies that these four factors were less than averagely 
popular with the surveyors across the six contexts. Also note that the top two criteria 
imply crisp, definitive geography of a neighbourhood as discussed earlier, whereas 
the lowest three are the most likely to invoke the notion of 'ideals'. 

The ANOVA was also replicated while grouping the criteria by those types, i.e. re-
flecting either crisp definitions, frequency of instantiation, central tendency or ideals. 
This found the same pattern of results for the other main and interaction effects, and a 
very strong main effect for criteria type (F3,1652=42.76 p<0.0001), but no significant 
interactions of it with the other factors. The raw means and confidence intervals for the 
four criterion types are shown in Figure 3. It confirms that ideals were used the least as 
criteria, followed by frequency of instantiation, spatial central tendency and, most im-
portantly, crisp definitive factors. Post hoc tests showed that the strongest locus of the 
effect was the distinction between ideals (the least used type) and the other three types 
(e.g. comparing ideals to frequency of instantiation, t20=-2.91, p=0.009). 

Finally, the participants' own confidence ratings out of 10 that the locations speci-
fied in the Home section of the questionnaire did belong within the neighborhood 
(mean=9.77, sd=9.59), and their estimate of the percentage of the population who 
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Fig. 3. Means and 95% confidence intervals for the four criterion types, across scenarios and 
decisions 



 Are Places Concepts? Familarity and Expertise Effects in Neighborhood Cognition 47 

would agree with this (mean=77%, sd=26%), were compared and correlated. Hamp-
ton [25] predicted that as people's concepts are socially influenced, social consensus 
on category membership should correlate with individuals' strength of conviction 
about it. Both measures were strongly skewed towards 100%; Spearman's non-
parametric correlation showed r22=0.56, p=0.006. (However, since both measures 
were estimated by the same participant, confirmatory bias is likely to have been in-
volved, so further tests with independent samples are needed.) 

5   Discussion 

Field surveyors are obliged to optimise precision, accuracy and certainty in their 
work. Crisp delineation of geographic features is often required for topographic map 
surveying, and even when Ordnance Survey surveyors formally collected placenames 
these were always verified as 'authoritatively' as possible. Surveyors were once in-
structed to consult local administrators and documents or, in their absence, such sup-
posed authority figures as school heads, clergy or doctors [27], or in more recent 
egalitarian times an opportunity sample of local residents. These days certain OS data 
products include Royal Mail address definitions, which may or may not include a 
named locality as delineated by that organisation (although their definitions are often 
ignored by or unknown to many locals). Surveyors' professional objectivity also re-
quires downplaying any aesthetic or subjective issues in recording information. Over-
all, for this population, these factors would predict exactly the pattern of biases that 
were found in the data. Thus, contradicting studies such as that by Lynch et al [23], in 
this domain experts may be less likely to rely on ideals. 

Nevertheless, if neighborhoods can be treated as concepts to some extent, these 
participants demonstrated the flexibility of concept definitions predicted by both Bar-
salou [21] and more recently by Hampton [25], differentiating both among scenarios 
(at least in strength of criteria ratings, although not clearly in the actual choice of 
criteria) and between decisions of inclusion versus exclusion. This seems to imply 
that, as Hampton suggested, the 'threshold' for category membership can shift be-
tween scenarios when applied to locations as potential members of places – a quanti-
tative but perhaps not qualitative effect of context. However, since people tend to-
wards consistency when answering similar questions repeated within the same ques-
tionnaire, this response bias may have masked a stronger distinction between scenar-
ios, by encouraging repeated selection of the same criteria. Further research is needed 
to overcome this, either with a between-subjects design or by gathering responses on 
separate occasions or in different forms. 

It should be noted that when treated as a 13-level factor, differences among criteria 
interacted with scenario, but this was not replicated when the criteria were collapsed 
into the four types discussed above. Thus it would seem that this classification did not 
account for all of the variance among individual criteria. Indeed, the third highest-
scoring criterion was the (potentially vague) neighborhood extent implied by locals' 
use of its name – more reminiscent of Barsalou's frequency of instantiation than of 
crisp delineation – while the fourth was distance from key features, implying Rosch's 
older notion of central tendency [22]. Yet one of the four below-chance-scoring crite-
ria, naming by property industry agents such as in real estate, was arguably also an 
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example of frequency of instantiation. The difference, may lie in the level of authen-
ticity and hence authority that may be assigned to these two local sources. 

This study obviously raises further questions, which ongoing research is currently 
attempting to answer. Do non-professional laypeople (i.e. formal 'novices', perhaps 
using a between-subjects experiment design) differ from the present sample in the 
criteria they apply to location judgements? If so, does this difference tend further 
toward the use of ideals, or is it purely based on central tendency (either in terms of 
distance from core features or typicality of appearance/function?) Does it differ more 
or less than for experts between familiar and less familiar places? 

Validation is also required: do people's actual location judgements (categorisa-
tions) draw on the same criteria that they would identify in a rated list, and vary in a 
similar way between contexts as the present study implies? A more controlled (but 
less ecologically valid) experiment could also artificially induce familiarity and ex-
pertise to some degree, allowing all participants to consider the same locations and 
places. This would remove any chance of any unknown potential confounding factors, 
given that participants in the present study were all thinking about different places 
while rating the criteria relevance in the 'Home' and (to a lesser extent) the 'Work' 
scenarios. 

Even for this professional group apparently varies in location judgement criteria 
between deciding inclusion and exclusion. This seems to indicate potential problems 
for some proposed methods of modelling vague place extents. Just as people are 
asymmetric in their distance judgements between two points [28], so their criteria for 
(and hence potential values of) place extents may not be consistent even for the same 
place when considered under different circumstances. According to Hampton fuzzy 
logic-based models cannot easily accommodate such "X and not X" outcomes. This 
could shed doubt on such models' applicability to place in the GIS context [29]. 

At the same time, however, the recognition even by this sample of the role of fac-
tors such as frequency of instantiation means that the eggyolk model of place (e.g. 
[30; 6]) may oversimplify variations among locations by trying to include all "maybe" 
or "disputed" locations in a single 'eggwhite' polygon, and all "definitely agreed" 
locations in a neat 'eggyolk' one. The messy familiarity surfaces noted by authors such 
as Aitken and Prosser [18] imply that even when aggregated across local residents, 
the 'yolk' and 'white' may not form neat contiguous surfaces. Obviously, this hypothe-
sis requires further testing. Hampton [25] talked of conceptual vagueness as a prob-
lem of 'psychological supervaluation', which suggests that the supervaluations we 
may require for place might have to cope with intrapersonal as well as cross-
population differences in implied extents. 

An alternative way forward might be to evaluate the computational models which 
have been proposed within cognitive science for modelling category formation and 
use (e.g. [31; 32]). However, it is not clear how the inputs and outputs of such models 
could help us to handle place in the GIS context, nor whether they can be scaled up 
practically to cope with the vastness of topographic data. Ideally within that data, or 
linked to it, place membership information would be available or calculable for every 
location and/or object in the urban and rural landscape. This is not trivial. For exam-
ple, the OS MasterMap® topographic database of Great Britain contains over 450 
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million features5. There is a real danger that any computational models which have 
not been tested beyond a few dozen categories with a handful of categories and ex-
emplars (dog is an animal, flower and tree are plants, etc.) might not be quite up to the 
job of a national dataset reflecting everyday place cognition. 
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Abstract. The modeling of concepts from a cognitive perspective is im-
portant for designing spatial information systems that interoperate with
human users. Concept representations that are built using geometric and
topological conceptual space structures are well suited for semantic sim-
ilarity and concept combination operations. In addition, concepts that
are more closely grounded in the physical world, such as many spatial
concepts, have a natural fit with the geometric structure of conceptual
spaces. Despite these apparent advantages, conceptual spaces are under-
utilized because existing formalizations of conceptual space theory have
focused on individual aspects of the theory rather than the creation of
a comprehensive algebra. In this paper we present a metric conceptual
space algebra that is designed to facilitate the creation of conceptual
space knowledge bases and inferencing systems. Conceptual regions are
represented as convex polytopes and context is built in as a fundamen-
tal element. We demonstrate the applicability of the algebra to spatial
information systems with a proof-of-concept application.

1 Introduction

In recent years there has been an increasing demand for research on the repre-
sentation and modeling of cognitive phenomena for spatial information systems
[21,22]. Semantic similarity measurement in particular has been an active area
of research for spatial applications [17,29]. Since human users interface and in-
teroperate with these systems, they must have a means for representing the
conceptual structures that exist in the users’ minds, especially those concepts
that are related to spatial cognition. Although geometric modes of concept repre-
sentation have not been as widely adopted as other representational frameworks
for cognitive modeling, they have garnered interest from researchers in the spa-
tial sciences, because many spatial concepts are intrinsically thought of in terms
of their geometric and topological features.

Models of human cognitive processes require a formal representation that a
computer system can interpret. The two prevailing frameworks for representing
cognitive processes are the symbolic and connectionist methods [9]. The symbolic
method aims at modeling high-level abstract concepts using symbol manipula-
tion schemes. Inferences are often the result of first-order logical operations on
the symbols in the model. The connectionist method attempts to model cogni-
tion in a way that more closely compares to the biological neural structure of
the brain, mathematically represented as nodes and their weighted connections.

K. Stewart Hornsby et al. (Eds.): COSIT 2009, LNCS 5756, pp. 51–68, 2009.
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While useful for many cognitive computational tasks, both of these representa-
tional frameworks do not perform well at modeling certain aspects of cognition,
specifically semantic similarity and concept combination. Semantic similarity
measurement is fundamental to the task of cognitive categorization, because
conceptual units are classified with other conceptual units with which they are
most similar [28]. Using symbolic representations, the combination of concepts
is most often measured as the set-theoretic intersection of the properties of two
classes, but this method fails when combining concepts without shared properties
[10]. For example, stuffed gorilla combines the concepts stuffed and gorilla. How-
ever, the gorilla concept has no intersecting properties with the stuffed concept
because it is a living thing. In addition, ad hoc concepts, which by definition are
concepts that combine from different domains, are similarly difficult to represent
using symbolic representations [16]. In the case of connectionist representations,
even small connectionist models can be highly complex and become unwieldy
for representing semantics on the level needed for operating with concepts.

As a complement to the two representational frameworks listed above, Gär-
denfors has introduced conceptual space theory [9]. Conceptual spaces are geo-
metric and topological structures that represent concepts as convex regions in
multi-dimensional domains. This theory constitutes a mid-level spatialization
approach to concept representation and is particularly suited as a framework for
spatial information systems. Conceptual spaces can model semantic similarity
naturally as a function of distance within a geometric space, and conceptual
regions are subject to geometric operations such as projections and transforma-
tions that result in new concept formations.

Critics of conceptual space theory have contended that its usefulness has
only been demonstrated for simplistic cases with little abstraction and using
formalizations that are designed for specific contexts [33]. It is our position that
rather than being due to theoretical limitations, the difficulty in assessing the
experimental worth of conceptual spaces has been in part that no conceptual
space algebra exists with well-defined operations that allow one to build and
reason with complex conceptual space structures. To help rectify that situation,
in this paper we present a metric conceptual space algebra, consisting of formal
definitions of its components and operations that can be applied to them. The
work builds upon previous formalizations of conceptual spaces but aims to be
more comprehensive both as a mathematical model and as a launching pad for
computational implementation. Our key contributions are the formalizations of
query operations for semantic similarity measurement and concept combination.

Section 2 introduces conceptual space theory and previous formalization
approaches. In section 3, we define a conceptual space algebra with its com-
ponents. Concepts are thereby represented as convex polytopes. In addition,
contrast classes and context are formally defined. Section 4 presents the alge-
braic operations, i.e., core metric operations, and query operations for similarity
and concept combination. Section 5 applies the conceptual space algebra to the
problem of comparing countries and regions of the world with different contexts.
The final section presents conclusions and directions for future research.
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2 Related Work

The theory of conceptual spaces was introduced as a framework for representing
information at the conceptual level [9]. Conceptual spaces are based on the
paradigm of cognitive semantics, which emphasizes that meanings are mental
entities, i.e., mappings from symbols to conceptual structures, which refer to the
real world [20]. They can be utilized for knowledge representation and sharing,
and account for the fact that concepts are dynamic and change over time [4,26].

A conceptual space is a set of quality dimensions with a geometric or topologi-
cal structure for one or more domains. Domains are represented by sets of integral
dimensions, which are distinguishable from all other dimensions, e.g., the color
domain. Concepts cover multiple domains and are modeled as n-dimensional re-
gions. Every instance of the corresponding category is represented as a point
in the conceptual space. This allows for expressing the similarity between two
instances as a function of the spatial distance between their points. Recent work
has investigated the representation of actions and functional properties in con-
ceptual spaces [12].

Vector algebra offers a natural framework for representing conceptual spaces.
A conceptual vector space can be formally defined as Cn = {(c1, c2, . . . , cn)|ci ∈
C} where the ci are the quality dimensions [25]. Vector spaces have a metric and
therefore allow for the calculation of distances between points in the space. This
can also be utilized for measuring distances between concepts, either based on
their approximation by prototypical points or regions [30]. Calculating semantic
distances between instances of concepts requires that all quality dimensions of
the space must be represented in the same relative unit of measurement. Given
a normal distribution, this can be achieved by applying the z-transformation
for these values [7]. Different contexts can be represented by assigning weights
to the quality dimensions of a conceptual vector space. Cn is then defined as
{(w1c1, w2c2, . . . , wncn)|ci ∈ C, wj ∈ W} where W is the set of real numbers.
The use of convex hull and Voronoi tessellation algorithms can be used to learn
conceptual space regions from a set of data points [13].

Work has been done to link conceptual space theory to established represen-
tational frameworks. Conceptual spaces are mid-level representations and they
have been bridged to higher-level symbol representations [3]. The geometric rep-
resentation of concepts has been extended to a fuzzy graph representation as well
[27]. However, the work done so far has not provided an integrated framework
that encompasses the full suite of conceptual space principles within a mathe-
matically defined geometric and topological structure, which is the aim of the
algebra presented here.

3 Formal Definitions

In this section we present a formal definition of a metric conceptual space and its
components. The conceptual space definition is mathematical and designed for
the practical goal of facilitating the construction of conceptual space knowledge
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bases. For this reason, the convex regions used to represent concepts are specified
with more explicitness than in previous formalizations of conceptual spaces.
Convex regions are defined as a convex polytopes [14], which are generalizations
of polygons to n dimensions. The n−1 dimensional faces of a convex polytope are
called facets. This definition of a concept region was chosen because operations on
polytopes are computationally tractable for domains composed of more than two
dimensions. Curved regions can be approximated using polytopes in much the
same way that polygon primitives are used to describe more complex structures
in geographic information systems (GIS) and computer graphics applications. In
addition, there are mathematical representations for convex polytopes that are
generalizable over any number of dimensions. This is important, because unlike
in GIS and graphics applications, the number of dimensions in a domain can be
arbitrarily large.

A designation of the context is required for many conceptual space algebra op-
erations. Methodologies for representing context for similarity measurement has
been an active research area [19]. We extend the notion of context for similarity
as weights on domains as well as quality dimensions. Take, for example, a con-
ceptual space with a color domain that is composed of three quality dimensions:
hue, value, and saturation. It is conceivable that one may want to weight the en-
tire color domain lower in a night context [36], while also weighting value higher
than hue and saturation. This secondary weighting has the effect of making a
dark red color more similar to a dark blue color than to a light red color.

The role of context is not confined to similarity measurement. When com-
bining concepts the salience of the domains for each concept helps to determine
which regions override other regions. Given the ubiquity of context, we define a
context as a set of salience weights that can be applied to components of any
type in the conceptual space. This definition leaves open the option of applying
salience to objects in the conceptual space in a manner beyond what is discussed
in this paper, which will facilitate extending the operation set of the algebra.
For example, one can create a context for a set of instances where each instance
in the set is given its own salience weight for prototype learning.

3.1 Metric Conceptual Space Structure

A metric conceptual space is a multi-leveled structure. A distinction is made be-
tween the representation of the geometric elements (regions and points) and the
conceptual elements (concepts, properties, and instances). In contrast to other
formalizations of conceptual spaces, regions and points are associated with only
one domain each, and not with the conceptual space as a whole. Concepts and
instances, on the other hand, span across one or more domains. This structure
facilitates semantic similarity measurements for concepts and instances that take
into account different distance measurements for within and between domains
as well as concept combination operations that operate domain-by-domain.

The following definitions are organized in a top-down way beginning with the
definition of a conceptual space and defining each component of this space in
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turn. We refer to concepts, properties, and instances as objects in the conceptual
space.

Definition 1. A metric conceptual space is defined as a 6-tuple, S = 〈Δ, Γ, Ĭ,

�, K, c〉.

• Δ is a finite set of domains, where a domain δ ∈ Δ.
• Γ is a finite set of concepts, where a concept γ ∈ Γ .
• Ĭ is a finite set of instances, where an instance ı̆ ∈ Ĭ.
• � is a finite set of contrast classes, where a contrast class �∈ �.
• K is a finite set of contexts, where a context k ∈ K.
• c is a constant similarity sensitivity parameter.

The set components of a conceptual space are dynamic and can be modified by
applying algebraic operations. The conceptual space algebra defines a number
of operations that take elements from one or more of the components of the
conceptual space and produce values. In some cases query operations will pro-
duce numeric or Boolean values, but in other cases they will produce higher-level
structures such as new concepts and modify the existing set. In the latter case,
the products are inserted into the appropriate set component. For example, an
operation to learn a new concept will add the new concept into the Γ component
of the conceptual space.

3.2 Domains and Quality Dimensions

Definition 2. A domain is defined as a set of quality dimensions, δ = Q. Q
is the finite set of integral quality dimensions that form the domain, where a
quality dimension q ∈ Q. ∀q, q ∈ δ ∧ δ �= δ′ ⇒ q /∈ δ′.

Definition 3. A quality dimension is defined as a triple, q = 〈μ̂, r̂, ô〉.

• μ̂ indicates the measurement level or scale of the dimension, where μ̂ ∈
{ratio, interval, ordinal}.
• r̂ indicates the range of the dimension, where r̂ is a pair r̂ = 〈min, max〉.
• ô indicates whether the dimension is circular, where ô ∈ {true, false}.

The quality dimensions in a conceptual space represent a means for measuring
and ordering different quality values of objects in the space (in the case of con-
cepts these values might be a range of values). There are four widely-recognized
scales of measurement – nominal, ordinal, interval, and ratio – that can be used
to assign values to data, and each of these measurement levels has associated
with it different mathematical properties [32]. The μ̂ component of a quality
dimension can specify the quality dimension scale as ordinal, interval, or ratio.
Interval and ratio scales both work naturally for quality dimensions because dif-
ferences in measurements can be easily compared due to the fact that the units
for these scales are equalized. An ordinal scale’s values are rank ordered and are
consistent with the ordering operations of a conceptual space algebra. However,
conclusions of semantic similarity for ordinal quality dimensions should be made
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with care, taking into account the fact that ordinal scales do not have equalized
scales. Psychometric analysis techniques for imposing a distance measurement
on an ordinal scale (e.g., Rasch models) can be used to convert an ordinal scale
to interval scale [24]. Since, we are primarily interested in quality dimensions as
ways of specifying measurement and for use in ordering operations, nominally
scaled quality dimensions are not directly supported by this definition. However,
it is possible to represent the values on a nominal scale as properties in a do-
main. One approach for modeling geographic nominal data values as regions in
a conceptual space has been shown in [2].

Quality dimensions can be phenomenal or scientific, which means they rep-
resent subjective psychological dimensions or are defined by positivist scientific
theories, respectively [11]. Conceptual spaces are equally capable of representing
both types of dimensions and there is no distinction made between scientific and
phenomenal dimensions in the formal definition. A circular dimension is one that
wraps around, so the maximum distance value is r̂max−r̂min

2 . For example, the
hue dimension in the color domain is a circular dimension with value range of
[0, 2π], and any measured distance will be < π.

3.3 Concepts, Properties, and Instances

Definition 4. A concept is defined as a pair, γ = 〈♦, P 〉.

• ♦ is a finite set of convex regions, where there is an injective relation
between ♦ and Δ. That is, there is a one-to-one relationship from regions in
the set to domains and there can only be one region per domain.
• P is a prototypical instance.

Definition 5. A property is defined as a concept with |♦| = 1.

A concept is a collection of convex regions across one or more domains and an
associated prototypical instance. ∀p, p ∈ P ⇒ ∃
, 
 ∈ ♦ ∧ p ∈ 
. The prototypes
or representative members of a concept play an important role in categorization
[28]. There is experimental evidence that the perceived similarity of an object to
a prototypical exemplar is used by humans during classification [15]. Given the
prototypical instance(s) of one or more concepts, one can derive the regions that
compose it using a Voronoi tessellation technique [13]. Conversely, a prototypical
instance can be identified by finding the point of central tendency for a set of ex-
emplar points in each domain. The measurement level of the quality dimensions
determines how the central tendency is calculated: the geometric mean (or the
arithmetic mean of the natural logarithm scale) for ratio scaled, the arithmetic
mean for interval scaled, and the median for ordinal scaled dimensions.

Definition 6. A convex region 
 is defined as a convex polytope in the n-
dimensional space corresponding to a given domain, δ.

As defined, a convex region in a conceptual space can be represented as either
1) a set of vertices that constitute the convex hull of the region or 2) a bounded
intersection of half-spaces that can be written as a set of linear inequalities [14].
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Fig. 1. Example region in education index domain and H-Polytope representation

The first representation is called a V-polytope and the second representation
a H-polytope. The H-polytope and V-polytope representations are equivalent,
but some important core operations, such as point inclusion, have much better
combinatorial complexity when starting with a H-polytope representation.

A region within an n-dimensional domain can be written in the H-polytope
matrix form Aq ≤ b, where q is a variable transpose vector and each qi corre-
sponds with an ∈ Q:

⎛
⎜⎜⎜⎝

a11 a12 · · · an1

a21 a22 · · · an2

...
...

. . .
...

am1 am2 · · · anm

⎞
⎟⎟⎟⎠

⎛
⎜⎜⎜⎝

q1

q2

...
qn

⎞
⎟⎟⎟⎠ ≤

⎛
⎜⎜⎜⎝

b1

b2

...
bm

⎞
⎟⎟⎟⎠

The values in any row i of the A matrix and b transpose vector correspond to
the coefficients of the linear inequality that defines the ith half-space boundary
of the polytope.

Figure 1 shows a region with five facets in a domain built from two dimensions:
adult literacy rate (ALR) and gross enrollment ratio (GER). The domain is based
on the United Nations’ measure of educational attainment [35]. A country’s
education index is equal to 2

3 × ALR + 1
3 × GER. Here we define a concept of

medium education attainment as the region where 0.5 ≤ education index ≤ 0.8.

Definition 7. An instance ı̆ is defined as a finite set of points with an injective
relation to Δ. That is, there is a one-to-one relationship from points in the set
to domains and there can only be one point per domain.

Instances, which can be thought of as real-world objects or data points for train-
ing sets, are represented by a set of points (or vectors) in one or more domains.
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Definition 8. A point p is defined as a vector of quality dimension values in
the n-dimensional space corresponding to a given domain, δ.

3.4 Contrast Class

Definition 9. A contrast class � is defined as a region in a unit hypercube
that corresponds to a domain in the conceptual space. Each dimension of the
hypercube corresponds to one quality dimension in the domain. The region is
specified by one or two parallel hyperplanes that intersect the unit hypercube:

min : −a1x1 − a2x2 − · · · − anxn ≤ −b1

max : a1x1 + a2x2 + · · ·+ anxn ≤ b2

Contrast classes are described as a special type of property (or class of properties)
by Gärdenfors. We define it as a unique type of element for the algebra, because
it is used differently from a normal property by algebraic operations. It is more
appropriately thought of as a function that describes sub-regions relative to
regions in a domain. In a one-dimensional domain the contrast class region is
bounded by two points on a unit line segment; in two dimensions the region is
bounded by two parallel lines intersecting a unit square; and so on. The operation
for combining a contrast class with a concept is detailed in section 4.

Some common contrast classes are large, small, old, young, northern, south-
ern. The example shown in figure 1 is the result of combining a medium contrast
class to the education attainment property. Education attainment covers the
square area [0,1] on both dimensions, and the medium contrast class is projected
on that region resulting in the medium education attainment sub-region.

3.5 Context

Definition 10. A context k is defined as a finite set of salience weight, con-
ceptual space component pairs k = 〈ω, component〉. The conceptual space com-
ponents in the context must all be of the same type (e.g., quality dimensions),
which is referred to as the context type. In addition,

∑n
i=1 ωi = 1 where each

weight ωi in a context has a value 0 ≤ ωi ≤ 1.

If a context is used in an operation that is applied to a context typed conceptual
space component that is not included in the context then the salience weight
of that component is 0. For example, if a similarity operation is applied to
two instances that span the same three domains and the context only contains
weights for two of the three domains then the third dimension’s salience weight
will be 0 for the operation.

4 Algebraic Operations

In this section we introduce the algebraic operations that can be placed on the
components of a conceptual space. We organize the operations into core metric
operations on points and regions followed by similarity and concept combination
query operations. We use shorthand notations for the components (Table 1).
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4.1 Core Operations

Regions and points are the most primitive objects in a conceptual space, each
existing within a single δ ∈ S. Since a domain is a metric and topological space,
all of the operations that can be applied to regions and points in a topolog-
ical vector space are applicable. The computational implementation of these
operations essentially reduces to problems of numeric linear algebra, which are
well-established. With the understanding that there are many more operations
possible on these primitive types, we present the particulars of how the H-
polytope representation of conceptual regions can be used to implement inter-
section and inclusion operations algorithmically. In addition, the within domain
distance metric for points and regions is defined.

�1

⋂ �2 → �new. This function calculates the intersection of two convex re-
gions. The result is a new convex region or an empty set. The first step of an
algorithm to calculate the intersection of two H-polytopes is to get the union of
the two systems of linear inequalities. It is possible that this union will result
in redundant inequalities, so a linear programming problem is constructed to
remove these redundancies: Given two regions 
1 and 
2 represented as Aq ≤ b
and Sq ≤ t, respectively, maximize each inequality sT q in 
2 subject to Aq ≤ b
and only add the inequality to the union if the optimal value is less than or
equal to t [8]. There are several algorithmic techniques used for solving linear
programming problems, the most popular being the Simplex method [6]. The
Simplex method performs very well in most cases, averaging a number of itera-
tions that is less than three times the number of inequalities in the set [23]. The
total computational complexity of the intersection operation is therefore linear
with respect to the number of inequalities in most cases.

p ∈ � → Boolean. The inclusion operation given a point and a region rep-
resented as a H-polytope is equivalent to testing whether the point satisfies the
entire system of linear inequalities. The computational complexity is linear with
respect to the number of facets in the polytope.

Table 1. Notation for named elements

Notation Meaning Example

γconcept named concept γeuropean state

�concept
domain region of concept in domain γeuropean state

coordinates

δdomain named domain δcoordinates

δdomain
quality dim quality dimension in domain δcoordinates

latitude

�
domain
contrast class contrast class in domain �

coordinates
southern

δ (γP ) domain of property δ
(
γtemperate zone

)
= δcoordinates

Q
(
δdomain

)
quality dimensions of domain Q

(
δcoordinates

)
= {longitude, latitude}
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dist(p1, p2, k) → R. The distance metric for two points that exist within the
same domain is defined as a weighted Euclidean metric, where the weights are
determined by a quality dimension-typed context, k.

dist(p1, p2, k) =

√√√√ n∑
i=1

ωi(p1i − p2i)2

where n is |Q|, i is an index to an ordering of Q, qi is the ith element in that
ordered set, and (ωi, qi) ∈ k. If a dimension is circular then the difference p1i −
p2i in the above equation will be modulo the range of the quality dimensions
divided by two. Euclidean distance measure, as opposed to another instance of
the Minkowski metric, was chosen because of experimental results that show
its cognitive plausibility for measuring the similarity of concepts composed of
integral qualities [9,18]. When the qualities are separable, the city-block distance
was found to be more appropriate, which is captured by the similarity operation.

Normalization of dimensions is important to ensure that a change in units
does not result in a different distance measurement and subsequently a different
similarity measurement. However, given the variety of options depending on
the structure of domains, we reserve normalization as a preprocessing operation
rather than an integral component of the distance measure.

4.2 Query Operations

Similarity. Experiments on similarity cognition have shown that the similarity
of two objects can be measured as an exponentially decaying function of the
distance between the two objects: sim(d) = e−cd [31]. The following similarity
operation utilizes a compound distance function that takes into account the
structural distinction of separable and integral dimensions.

sim(̆ıA, ı̆B, k, K) → R. Given two instances, ı̆A and ı̆B, a domain-type context,
k, and a set of quality dimension-type contexts, K, this function calculates a
distance between ı̆A and ı̆B. Let Δı̆ = Δ(̆ıA)

⋂
Δ(̆ıB). The distance between

two instances is a weighted sum of all of the within domain Euclidean distance
measures for each p ∈ ı̆:

d(̆ıA, ı̆B, k, K) =
|Δı̆|∑
j=1

kj ×
√
|Q (δj)| × dist (pj (ı̆A) , pj (̆ıB) , Kj)

where j is an index to an ordering of Δı̆. Ignoring context weights, the result
of this distance function is a composite value that is ≥ the Euclidean distance
and ≤ the city-block distance, if all the quality dimensions were in one multi-
dimensional space. The context and context set parameters allow one to apply
saliences on both domain and quality dimension levels. Because Euclidean and
city-block metrics are being mixed, each weighted within-domain Euclidean dis-
tance measure is also normalized by the square root of the cardinality of the



A Metric Conceptual Space Algebra 61

domain to prevent low dimensional domains from having more salience than
high dimensional domains. Following this distance function we get the following
similarity function for two instances:

sim(̆ıA, ı̆B, k, K) = e−cd(̆ıA,ı̆B ,k,K)

sim(γA, γB, k, K) → R. There are many possible methods for measuring the
distance between two regions within a domain. The simplest method is just to
measure it as the distance between prototypical points within each region. The
analogue to that method for a similarity measure between concepts would be to
measure the distance between prototypical instances for the two concepts using
the similarity function just described. Other methods have been proposed to
measure distance between spatial conceptual regions using the vertices of the
convex hull of the region [30]. The advantage to these methods is that they
allow for asymmetrical distance measurements, the lack of which is a common
criticism of geometric models of similarity [34]. Using the V-polytope form of
the regions, the methods can be used to calculate the within-domain distance
for each domain, which can then be summed in a weighted form as above. The
distance from an instance to a concept can also be calculated.

Concept combination. Gärdenfors describes techniques for combining con-
cepts in conceptual spaces, but his methodology has not been formalized yet [9].
Here we describe three concept combination operations using the components
of a conceptual space as defined above. The operations are property-concept,
concept-concept, and contrast class-concept combinations. For these operations
it is important to note that one concept is the modifier concept and the other is
the modified concept. This distinction is linked with the importance of the order-
ing of concepts in linguistic expressions. For example, the concept combination
green village is distinct from the concept combination village green. We follow
a convention that the modifier concept is the first parameter and the modified
concept is the second parameter of any combination operation.

The following algorithms describe how the regions of concept combinations
are formed. With all three concept combination operations not only new regions
but also new prototypical points need to be learned. The process is the same for
all three. For any newly created region 
new, the new prototypical point is set
equal to the centroid of 
new. Alternately, in the case that an associated instance
set is available, the prototypical point can be learned from the set of instances
∈ 
new.

combine (γP , γC) → γnew. Algorithm 1. The combination of a property and
a concept is the simplest case. There is no need to specify the salience of the
domains, because it is understood that δ(γP ) is of higher salience. In the case
that γC does not have a region specified for the domain of γP , the property’s
region is added to the concept. When the property region is part of a specified
domain for γC then there are two possible outcomes. The property region and the
concept region for that domain can overlap, in which case the new concept region
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is the intersection of the regions. If they do not overlap, the property region will
override the concept region in that domain. For example, the property-concept
combination purple mountain will override the mountain region in the color
domain to the purple region assuming that the color region for mountain is in
another area of the color domain. The other domains are unaffected.

Algorithm 1. Property-Concept Combination
operation combine(γP , γC) → γnew

if Δ (γC) � δ (γP ) then
if �γP

δ(γP )

⋂
�γC

δ(γP )
= ∅ then

γnew ⇐
(
♦ (γC) −

{
�γC

δ(γP )

})⋃{
�γP

δ(γP )

}
else

γnew ⇐
(
♦ (γC) −

{
�γC

δ(γP )

})⋃{
�γP

δ(γP )

⋂
�γC

δ(γP )

}
end if

else
γnew ⇐ ♦ (γC)

⋃{
�γP

δ(γP )

}
end if
return γnew

combine (γA, γB, KA, KB) → γnew. Algorithm 2. As with similarity, context
plays an important role in concept combinations. When combining two concepts
that both span more than one domain, only the regions in a subset of the do-
mains will be affected depending on the context. For both concepts a salience
weight is given for each domain (i.e., a domain-type context). If the domains are
shared by the two concepts then the context will determine which concept has
precedence. Otherwise, the new concept will adopt the region from the concept
for which the domain is specified. Currently, the weights are only for comparison,
therefore values of 0 and 1 are sufficient. However, room is left for more complex
combination operations that take into account the differences in weight values.

combine(�, γ) → γnew. The operation to apply a contrast class to a concept
only affects the domain for which the contrast class is defined, which we refer to
as δCC . For the sake of brevity, the following is a high-level description of the
operation, which at a low-level relies on standard geometric operations. Let 

be the region of γ in δCC and p the prototypical point ∈ 
. Find the minimum
bounding box around 
, which gives a range magnitude for each dimension of

. Stretch the contrast class unit hypercube (and min, max hyperplanes accord-
ingly) to the size of the minimum bounding box. Center this stretched version
over p and intersect the hyperplane(s) with 
 to get 
new. γnew is equal to γ
in all other domains with 
new. Figure 2 illustrates these steps with a contrast
class tall and concept mountain in a size domain with two dimensions: height
and width. This operation can be applied recursively. For example, tall can be
applied again to tall mountain to obtain a region for very tall mountain.
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Algorithm 2. Concept-Concept Combination
operation combine(γA, γB , KA, KB) → γnew

Let Δnew = Δ (γA)
⋃

Δ (γB)
Let γnew = ∅
for all δ ∈ Δnew do

if δ /∈ Δ (γB) then
insert �γA

δ into γnew

else if δ /∈ Δ (γA) then
insert �γB

δ into γnew

else { // check context}
if KAδ > KBδ then

γnew = γnew

⋃
combine (γAδ, γBδ)

else
insert �γB

δ into γnew

end if
end if

end for
return γnew

5 Application: Country Concept Comparison

The developed metric conceptual space algebra provides a means for creating
complex conceptual space structures and applying similarity and concept com-
bination operations to concepts represented in the space. In order to demonstrate
the functionality of these algebraic operations and its use for spatial problems
with high dimensional data, we present a case study where the algebra is used
for the comparison of countries and regions of the world.

The countries of the world and the groups to which they are classified are
complex concepts. The United Nations Development Program (UNDP), for ex-
ample, divides the countries of the world into eight mutually exclusive classes:
Arab States, East Asia and Pacific, Latin America and the Caribbean, South
Asia, Southern Europe, Sub-Saharan Africa, Central and Eastern Europe and
the CIS, and High-Income OECD [35]. This classification scheme is based on a
combination of cultural, geographic, political, historical, and economic factors,
but as such it does not afford the ability to make more nuanced comparisons
between countries and regions. With a conceptual space representation these fac-
tors can be organized into separable domains. The similarity of countries can be
compared based on context, and concept combination can generate new classes.

5.1 Data Collection

Data for 155 countries were aggregated from the CIA World Factbook, UNDP,
and the World Resources Institute [5,35,37] and were used to represent each
country as an instance in a conceptual space with 16 quality dimensions orga-
nized into six domains (Table 2). The UNDP classes were represented as concepts
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(a) Tall contrast class (b) Mountain region

(c) Stretched contrast class (d) Tall mountain region

Fig. 2. Example contrast class-concept combination: tall + mountain

formed by taking the convex hulls of country instances in that class for each do-
main. We defined the prototypes of these classes as the set of points formed by
mean values of all the instances in the class. For the population and size dimen-
sions the values were scaled logarithmically. All data values and dimensions were
then normalized so that each quality dimension had a range [0,1].

5.2 Results

For demonstrating the similarity operation, three contexts were created, which
we refer to as “natural resources”, “geographic”, and “human issues”1. Table 2
presents the weights for each context. Using the instance similarity operation we
found the similarity between every pair of countries for a given context. Table 3
shows a sample of these similarity results for Turkey.

To demonstrate the use of contrast classes we defined a northern contrast
class for the coordinates domain as δcoordinates

latitude ≥ 0.5 and combined it with the
eight UNDP classes. This contrast class corresponds roughly to the top half –
along the latitude dimension – of any region (re-centered over the prototype) in

1 These context weights and their associated labels were chosen merely to illustrate
the similarity operation, without making a claim for cognitive plausibility.
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Table 2. Country conceptual space domains and contexts

Domains & Quality Dimensions Context N.R. Context Geo. Context H.I.

Size

{
Land area
Water area

0.4

{
0.8
0.2

0.3

{
0.5
0.5

0.1

{
0.5
0.5

Coordinates

{
Latitude
Longitude

0.0

{
−
− 0.4

{
0.7
0.3

0.0

{
−
−

Land type %

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Forests
Grasslands
Wetlands
Croplands
Barren
Urban

0.5

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.5
0.0
0.1
0.4
0.0
0.0

0.3

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.2
0.2
0.2
0.2
0.2
0.0

0.1

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.0
0.0
0.0
0.5
0.0
0.5

Education

{
Adult lit. rate
Gross enrol. ratio

0.0

{
−
− 0.0

{
−
− 0.3

{
0.7
0.3

Economic
{

GDP index 0.1
{

1.0 0.0
{
− 0.2

{
1.0

Demographic

⎧⎨
⎩

Population
Pop. growth rate
Urban pop. (%)

0.0

⎧⎨
⎩

−
−
−

0.0

⎧⎨
⎩

−
−
−

0.3

⎧⎨
⎩

0.4
0.4
0.2

Table 3. Top 5 most similar countries to Turkey by context

Natural Res. Geography Human Issues

Thailand 0.877 Kyrgyzstan 0.833 Spain 0.890
Malaysia 0.875 Spain 0.832 Zimbabwe 0.872
Colombia 0.872 Italy 0.831 Uruguay 0.840

Mexico 0.867 Nepal 0.817 Greece 0.827
Viet Nam 0.855 Uzbekistan 0.815 Italy 0.815

the coordinates domain. Figure 3a shows the results of combining northern with
the coordinates region of sub-Saharan Africa. Also shown are all the instances
with points in the coordinates domain that lie within that region.

Next we created a property region in the land type domain to describe the
property desert-like. This region is defined as the area where barren ≥ 0.6 and
wetlands ≤ 0.1. The property was combined with the arab state concept to
create a desert-like arab state. Figure 3b shows a two-dimensional projection of
the land type domain with the result of this combination.

Finally, to test complex concept combination we created an ad hoc cat-
egory for arid, highly educated countries with a large urban population. In
the land type domain it was represented by a region where barren ≥ 0.5,
forests ≤ 0.1, and wetlands ≤ 0.05; in the education domain it was the re-
gion where 2

3 × ALR + 1
3 ×GER ≥ 0.8; and in the demographic domain it was

the region where urban population > 0.8. The result was that one could repre-
sent, for example, the combination of this ad hoc category with the concept of
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(a) Northern sub-Saharan
Africa in coordinates

(b) Desert-like Arab state in
2D land type projection

Fig. 3. Concept combinations

Latin America to posit a scenario of an arid, highly developed version of Latin
America.

6 Conclusions and Future Work

In this paper we presented a metric conceptual space algebra that defines con-
ceptual spaces as multi-leveled representational structures with operations that
are well-suited for computational implementation. A clearer distinction is made
between domains and quality dimensions than in previous formalizations of con-
ceptual spaces, which allows for more expressivity for similarity and complex
concept combination operations. The conceptual regions that exist in domains
are defined as convex polytopes, so that primitive geometric and topological
operations can be implemented using algorithms that are tractable. We demon-
strated a practical application of conceptual space algebraic operations for a
spatial information system, though the algebra presented in this paper is de-
signed for general use [11].

This paper presented a theoretical framework for a metric conceptual space
algebra, and there exist many avenues for extending it. The described operations
assume no correlation between the different regions that compose a concept, but
in reality the quality values of concepts are very often correlated. One possible
solution is to integrate multivariate analysis with existing operations. In addi-
tion, concepts are often uncertain and dynamic. The algebra described in this
paper should be extended to accommodate convex regions that are fuzzy. Pa-
rameterized rough fuzzy sets may be one component to such an extension [1].
Introducing operations that allow one to query about the shape of conceptual
regions over time would also be a valuable addition to the algebra [26].
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Abstract. Ontologies are a common approach to improve semantic in-
teroperability by explicitly specifying the vocabulary used by a partic-
ular information community. Complex expressions are defined in terms
of primitive ones. This shifts the problem of semantic interoperability to
the problem of how to ground primitive symbols. One approach are se-
mantic datums, which determine reproducible mappings (measurement
scales) from observable structures to symbols. Measurement theory offers
a formal basis for such mappings. From an ontological point of view, this
leaves two important questions unanswered. Which qualities provide se-
mantic datums? How are these qualities related to the primitive entities
in our ontology? Based on a scenario from hydrology, we first argue that
human or technical sensors implement semantic datums, and secondly
that primitive symbols are definable from the meaningful environment,
a formalized quality space established through such sensors.

Keywords: Semantic Heterogeneity; Symbol Grounding Problem; Se-
mantic Datum; Meaningful Environment.

1 Introduction

The symbol grounding problem [13] remains largely unsolved for ontologies: ul-
timately, the semantics of the primitive terms in an ontology has to be specified
outside a symbol system. Tying domain concepts like river and lake to data about
their instances (as proposed, for example, in [5]) constrains these in potentially
useful ways, but defers the grounding problem to the symbol system of the in-
stance data. While these data may have shared semantics in a local geographic
context, they do not at higher levels, such as in an INSPIRE scenario of integrat-
ing data and ontologies across Europe (http://inspire.jrc.ec.europa.eu/).
It does not seem practical for, say, Romanian hydrologists, to ground their lake
and river concepts in British geography, or vice versa. Furthermore, grounding
domain concepts in a one-by-one manner is an open-ended task. One would pre-
fer a method for grounding ontological primitives in observation procedures in
order to support more general ontology mappings.

In this paper, we propose such a method and demonstrate its applicability by
the category water depth. We provide an ontological account of Gibson’s mean-
ingful environment [12] and use Quine’s notion of observation sentences [20] as a
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basis for grounding ontological concepts in reproducible observation procedures.
At first glance it seems improbable that highly elaborated scientific concepts,
like those of INSPIRE, could be reconstructed from meaningful primitives. Al-
though such a wider applicability of the method remains to be shown, we suggest
however - like Quine - that even the elaborated language of natural science must
eventually be grounded in observational primitives. After discussing basic issues
from measurement theory, philosophy and cognition (section 2), we review the
core ideas of Gibson’s meaningful environment and formalize them (section 3).
Using the example of water depth, we apply the theory in section 4, before draw-
ing some conclusions on what has been achieved and what remains to be done
(section 5).

2 Measurement and the Problem of Human Sensors

In this section we introduce the notion semantic datum and claim that successful
grounding ultimately rests on the existence of human sensors for body primitives.

2.1 Semantic Datums for Languages about Qualities

Measurement scales are maps from some observable structure to a set of sym-
bols [26]. Measurement theory merely provides us with formal constraints for
such mappings, namely scale types. It does not disambiguate scales themselves.
For example, we can distinguish ratio scales from interval scales, because ratio
scales can be transformed into each other by a similarity transformation, while
for interval scales we need a linear transformation [26]. But individual scales are
never uniquely determined by their formal structure. This is called the unique-
ness problem of measurement [26]. Therefore the symbol grounding problem [13]
remains unsolved: In order to disambiguate scales, we need to know about the
conventions of measurement standards, like unit lengths or unit masses.

One approach to this problem are semantic datums [14][18]. A semantic da-
tum interprets free parameters. It provides a particular interpretation for the
primitive symbols of a formal system. An interpretation is a function from all
symbols (terms, attributes, and relations) in a formal symbol system to some
particular other structure which preserves the truth of its sentences. Typically,
formal systems allow for more than one interpretation satisfying their sentences,
and therefore they have an ambiguous meaning. As non-primitive symbols in a
formal system are definable from the primitive ones, a semantic datum can fix
one particular interpretation. The structure in which the symbols are interpreted
can be either other formal systems (reference frames in the sense of Kuhn et al.
[15]) or observable real world structures (qualities). We say that a formal system
is grounded, if there exist semantic datums for an interpretation into qualities.
Examples for such semantic datums are measurement standards. A formal sys-
tem may also be indirectly grounded by chaining several semantic datums. Simple
examples of grounded formal systems are calibrated measurement devices, like a
thermometer. A semantic datum is given by the observable freezing and boiling
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events of water at a standard air pressure. More complex examples are datums
for geodetic positions : A directly observable semantic datum for the positions on
a Bessel ellipsoid consists of a named spot on the earth’s surface like "Rauen-
berg" near Berlin (Potsdam Datum) and a standard position and orientation for
the ellipsoid.

How can we expand these ideas to arbitrary languages about qualities? Better:
For which language primitives do such semantic datums exist?

2.2 Sensors as Implemented Scales

In this paper, we consider a sensor to be a device to reproducibly transform
observable structures into symbols. A sensor implements a measurement scale
including a semantic datum, and therefore establishes a source for grounding.
The main requirement for such sensors is reproducibility, i.e. to make sure that
multiple applications of the sensor assign symbols in a uniform way.

We already said that calibrated measurement devices are grounded formal sys-
tems, and therefore we call them technical sensors. Following Boumans [8], any
reliable calibration of a technical sensor is based ultimately on human sensation,
because it needs reproducible gauging by human observers [8].

So any grounding solution based on measurement ultimately rests on the
existence of human sensors. But what is a human sensor supposed to be? For
human sensors, reproducibility means something similar to inter-subjective word
meaning in linguistic semantics. More specifically, we mean with a human sensor
that an information community shares symbols describing a certain commonly
observable situation.

2.3 Are There Human Sensors for Body Primitives?

Embodiment and Virtuality of Language Concepts. A commonly ob-
servable situation is exactly what Quine [20] described with occasion sentences
and more specifically with observation sentences. Quine’s argument is that natu-
ral language sentences vary in their semantic indeterminacies. There are certain
occasion sentences, utterable only on the occasion, with relatively low indetermi-
nacy and high observationality. These sentences are called observation sentences.
Symbols of a language in general inherit their meaning from such sentences, but
the further away they are from such observation sentences inside of a language,
the more abstract and indeterminate they get. Thus a symbol like "Lake Con-
stance" (a name for an individual) is less virtual than "Lake" (a general term),
which is again less virtual than a social construction like "Wetland". Whether
a symbol is less virtual than another is primarily dependent on its reference to
bodies and their parts. This is what Quine called divided reference ([20], chap-
ter 3): Humans individuate bodies like "Mama" by reference to (pointing at)
their observable parts and using a criterion of individuation. And they quantify
over general terms (categories) like "Mother" by reference to a yet undetermined
number of similar but virtual bodies.
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The empirical arguments from cognitive linguists, e.g. [16], that embodiment
is the semantic anchor for more virtual language concepts via metaphors, seem to
underpin these early ideas about body based primitives. Langacker [16] suggests
that imagined bodies and fictive entities are a semantic basis for formal logic and
quantifier scopes in the sense of Quine.

Following these lines of thought, we take the view that language semantics,
especially the semantics of formal ontologies, is anchored in the individuation of
bodies as unified wholes of parts of the environment. Individuation rests on per-
ceivable qualities, e.g. their shape. But how can we imagine humans to perceive
such properties of bodies and their parts?

Scanning. A certain kind of virtuality in perception is especially interesting for
us. Drawing on ideas of Talmy, Langacker [16] also suggests that mental scanning,
a fictive motion of a virtual body in the perceived or imagined environment,
is central to language semantics. The sentence "The balloon rose quickly" thus
denotes an actual body movement, whereas "This path rises quickly near the top
of the mountain" can only be understood by imagining a virtual body movement
in an actual environment. This view is also supported by recent work on grounded
cognition [1] which claims that human cognition is grounded through situated
simulation. The motion oriented notion of scanning proposed here is a special
case of such situated simulation. We assume that some perception is scanning: a
series of virtual steps in an environment, with each step leading from one locus
of attention to the next.

Ostension and Agreement on Names. In order to assume a human sensor
for an observable language symbol, it is necessary that different actors (as well
as the same actor on different occasions) will reliably agree on the truth of
its observation sentences in every observable situation. This effectively means
that there must be consensus about names for bodies and body parts. Quine
[20] suggested that observable names, like "Mama", can be agreed upon in a
language community by pointing at a body. According to Quine, the agreement
on names for bodies can be based on an observable action such as ostension,
given the situation is simultaneously observed and the viewpoints of a language
teacher and a learner are enough alike. In the same manner, the correct word
usage is inculcated in the individual child of a language community by social
training on the occasion, that is by the child’s disposition to respond observably
to socially observable situations, and the adults disposition to reward or punish
its utterances1 ([20], chapters 1 and 3). In this way, agreement on names for
bodies actually spreads far beyond the concretely observable situation, involving
a whole language community. Ostension is nothing else than a communicative act
including a virtual movement, because an observer has to scan a pointing body
part, e.g. a finger, and extend it fictively into space. So this fits our assumptions.
Further on, we will just assume that body parts and body primitives can always
be given unambiguous names by using ostension.
1 According to Quine, observation sentences are the entrance gate to language, because

they can be easily learned directly by ostension without reference to memory.
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3 Gibson’s Meaningful Environment

In this section we discuss a formal grounding method based on Gibson’s meaning-
ful environment. We begin with two examples illustrating perceptual primitives
for bodies and then proceed with a discussion of Gibson’s ideas.

3.1 The Blind Person in a Closed Room

How does a blind man perceive the geometric qualities of a closed room? Standing
inside the room, he can rely on his tactile and hearing sensors to detect its surface
qualities. Because he knows his body takes some of the space of the room, the
room must be higher than his body. If he can turn around where he stands, he
knows that a roughly cylindrical space is free and part of the room. By taking a
step forward, he concludes that an elongated "corridor" is free and part of the
room. Because he can repeat steps of the same length into the same direction, he
can step diametrically through the room and even measure one of its diameters.
His last step may be shortened, because his foot bumps into the wall. He thus
detected the inner surface of the room. If he continues summing up paths through
the room, he can individuate the whole room by its horizontal extent.

3.2 The Child and the Depth of a Well

Imagine a child in front of a water well trying to assess its depth. It cannot see
the ground in the well as no light reaches it. Nevertheless, the child can perform
a simple experiment. It drops a brick from the top of the well and waits until
it hits the water surface. The child cannot see this happening but can hear the
sound. It can repeat the experiment and count the seconds from dropping to
hearing the sound, and hence it can measure the depth of the well. The child
assesses the depth by simulating a motion that it cannot do by its own using a
brick.

3.3 A Short Synopsis and Extension of Gibson’s Ideas

Gibson [12] sketches an informal ontology of elements of the environment that
are accessible to basic human perception, called the meaningful environment. In
the following, we try to condense his ideas about what in this environment is
actually directly perceivable and complement them with the already discussed
ideas about fictive motion.

The environment is mereologically structured at all levels from atoms to galax-
ies. Gibson claims that at the ecological scale, so called nested units are basic
for perception: Canyons are nested within mountains, trees are nested within
canyons, leaves are nested within trees. The structure of ecological units depends
on the environment as well as the perceiving actor in it. But the perception of
individual units, of their composition and of certain aspects of their form and
texture are common to humans in a certain ecological context. Thus we can
assume a human sensor for them. Although there are no a priori atomic units,
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perceptual limits do exist for geometric properties (we will call this perceivable
granularity). Biological cells are beyond these limits, and therefore not directly
perceivable, whereas leaves are.

The composition of ecological units determines the surface qualities of mean-
ingful things, i.e. their shape, called layout, and their surface texture (including
colors). Furthermore, these surface qualities individuate the meaningful things
in the environment by affordances. Due to ecological reasons, things with sur-
faces are able to afford actions: for example to support movements, to enclose
something as hollow objects, to afford throwing as detached objects. Surface per-
ception is therefore considered by Gibson to be a reliable mechanism for object
individuation: Surfaces are the boundaries of all meaningful things humans can
distinguish by perception. Beyond each surface lies another meaningful thing
(exclusiveness), and the meaningful environment is exhaustively covered by such
meaningful things (there is no part of it that is not covered by them). Further-
more, all major categories of meaningful things can be individuated by some
affordance characteristic based on surface qualities.

The most important top level categories of such things are substances, me-
dia and surfaces. A part of a medium is a unit of the environment that affords
locomotion through it, is filled with illumination (affords seeing) and odor (af-
fords smelling) and bears the perceivable vertical axis of gravity (affords vertical
orientation). In this paper, we will restrict our understanding of a medium to lo-
comotion affordances. It is clear that the classification of a medium is stable only
in a certain locomotion context : water is a medium for fish or divers, but not for
pedestrians. So there will be different media for different locomotion contexts,
but for most cases, including this paper, it will be enough to consider two of
them: water and air. Substances simply denote the rigid things in a meaningful
environment that do not afford locomotion through them. Surfaces are a thin
layer of medium or substance parts located exactly where any motion must stop.

We complement Gibson’s ideas by drawing on the concept of virtual places and
fictive motion outlined in 2.3. In doing so, we reaffirm the idea of affordances as
central to the perception of the environment, because we assume that substances,
media and surfaces can be perfectly conceived through the imagination of virtual
bodies moving through them. So if people say that the branches of a biological
tree are thicker than their forearm, we consider them conceiving parts of the
tree and the forearm as places for a virtual body. We call such a place locus of
attention. Furthermore, we also consider humans being able to refer to parts
of places that are beyond perception and therefore even more virtual: Humans
can refer for example to the cells of a leaf without perceiving them. We closely
stick to the idea that this perceivable environment is the source for human
conceptualization, and all other categories are refinements or abstractions from
them. In particular, our notion of place is e.g. much less abstract than Casati and
Varzi’s notion [9]: Entities and their places are not distinguishable, and therefore
two things occupying the same place are the same. This also distinguishes our
approach from that of an ecological niche [22].
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3.4 Nested Places

The central methodological question is: for which structures in a Gibson envi-
ronment can we assume sensors, and what are their formal properties? In this
section, we will introduce and discuss the domain G (denoting the domain of
virtual places) and the part-of relation P [partof ] on G. In Sect. 3.5, 3.6 and
3.7, we discuss geometrical properties of virtual steps, Step, =L [equallength]
and OnL[equaldirection] in G, and in sections 3.8 and 3.9 we introduce medium
connectedness AirC and WaterC and verticality VertAln on G, respectively. In
the formal part of these sections, we introduce a first order theory and assume
for convenience that all quantifiers range over G unless indicated otherwise, and
that all free variables are implicitly all-quantified.

Following our discussion above, we take the view that our domain G consists
of nested places for the actual and virtual things that can be perceived in the
environment. Mathematical artifacts like infinitely thin planes, lines and points
are not in this domain, because they cannot contain extended things and are
not perceivable. So we must construct the whole environment from something
equivalent to regular regions in Euclidean space. Places have well-behaved mere-
ological and geometric structures, which will be discussed in the subsequent
sections. Our ideas about this structure were influenced by [2], [6].

As discussed in Sect. 3.3, our domain of places has a part-whole structure
humans can refer to by pointing, and this structure is assumed to be atom-
less (even though we assume a granularity for perceiving their geometrical or
topological properties):

Axiom1. We assume the axioms of a closed extensional mereology (CEM) [9]
for a primitive part-of relation P : G×G on places G (meaning the first place
is a part of the second), so that the mereological sum of every collection of
places is another existing place and two places having the same parts are
mereologically equal. The usual mereological symbols PP (proper-part-of),
O (overlap), PO (proper overlap) and + (sum) are definable.

3.5 Steps and Their Length and Direction

We suppose that humans experience the geometrical and topological structures
of the meaningful environment by a primitive binary relation Step(a, b), mean-
ing the virtual or actual movement of a locus of attention from place a to b.
Humans perceive length and direction of steps, because (in a literal sense) they
are able to repeat steps of equal length and of equal direction. And thereby, we
assume, they are able to observe and measure lengths of arbitrary things in this
environment. The ratio scale properties of these lengths, as described e.g. by
extensional systems in [26], must then be formally derivable from the structural
properties of steps. What formal properties can we assume for such perceivable
steps?

The visual perception of geometrical properties, like equality of distances and
straightness of lines, is a source of puzzles in the psychological literature, be-
cause human judgment tests revealed e.g. that perceived straight lines are not
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Fig. 1. Equal length and equidirection for steps

equivalent to the usual Euclidean straight lines [23]. Like Roberts et al. [21] sug-
gested, it is nevertheless plausible to assume that the usual Euclidean properties,
like congruence of shapes under rotation, are reconstructed by humans through
learning. We adopt this view because Euclidean properties seem indispensable
for human orientation and the recognition of body concepts.

Perceived geometry should have a finite and discrete structure, because of
the resolution properties of sensors [10], and human perception in particular
[17]. There are finite approaches to geometry available that seem to fit well to
our problem (see Suppes [24]), but would also require finite and approximate
accounts of a length scale (an example for such a scale can be found in [25]).

As a first step, we confined ourselves in this paper to an infinite and dense ver-
sion of a theory of steps with granularity, based on the pointless axiomatization
of Euclidean geometry given originally by Tarski [27]. We write xy =L uz for two
steps from locus x to y and from u to z having equal length, and OnL(x, z, y), if
locus z is on a line between x and y or equal to any of them (compare Fig. 1).
Note that OnL implies collinearity and betweenness. For the rest of the paper,
we assume that the primitives OnL and =L are only defined for loci of attention.

Our equidistance =L and equidirection OnL primitives for steps satisfy a 3-D
version of Tarki’s equidistance and betweenness axioms for Elementary Geom-
etry [27], similar to the approach in [2]. The quantifiers on points in Tarski’s
version or on spheres in Bennett’s version can be replaced by quantifiers over
the domain and range of steps: Our quantifier ∀Locusx.F (x) for example, mean-
ing ∀x.Step(x, x) → F (x), restricts the domain of places to the loci of attention.
Unlike Tarski and Bennett [2], we do not assume sphericity but the step relation
as a primitive. Furthermore, identity of points in Tarski’s or concentricity of
spheres in Bennett’s version just means to "step on the spot" in our theory. We
therefore assume a version of Tarski’s axioms with identity of points replaced by
mereological equality of loci of attentions:

Axiom2. We assume the following axioms for equidistance =L: Symmetry, iden-
tity, transitivity (compare the three axioms for equidistance in [2]), and for
equidirection OnL: Identity, transitivity and connectivity (compare the three
axioms for betweenness in [2]). We also assume the axioms of Pasch, Euclid,
the Five-Segment axiom, the axiom of Segment Construction, the Weak
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Continuity axiom, and a 3-D version of the Upper and Lower Dimension
axiom, as described in [2].

Tarski’s axioms ensure that there are loci of attention centered at all the "points"
of a Euclidean space. It follows that steps and their lengths and direction have
the expected Euclidean properties, and in particular that each pair of loci of
attention forms a step with these properties.

3.6 Loci of Attention

A locus of attention is a smallest perceivable place. It can be thought of as a
granular sphere with congruent shape giving rise to a minimal resolution for
geometric properties in general. This is because we assume that humans per-
ceive the geometrical qualities of arbitrary places by covering them with loci of
attention. In fact, loci of attention are our simplified version of just noticeable
differences in psycho-physics [17], but being independent of the stimulus.

We can define a notion of shorter than ≤ , holding iff a step from y to x is
shorter than a step from q to z:

Definition 1. (shorter than) ∀Locusy, x, q, z.(yx ≤ qz) ↔ ∃x′.OnL(y, x, x′)∧
yx′ =L qz

We now can define a topological notion of touching or weakly connected, which
applies for a smallest step with non-overlapping loci:

Definition 2. (touching) ∀Locusx, y.T ouching(x, y) ↔ ¬O(x, y) ∧ (∀z.Step
(x, z) ∧ xz ≤ xy → O(x, z))

All loci of attention are required to be congruent to each other. This can be
expressed by requiring congruent lengths for all pairs of touching loci:

Axiom3. (locus of attention) ∀Locusx, y, z, u.T ouching(x, y) ∧ Touching
(z, u) → xy =L zu

It follows that loci are spheres of a fixed size. Similar to [3], significant places
are the ones that are big enough to contain a granular locus of attention:

Definition 3. (significant place) Significant(r) ↔ ∃Locusx.P (x, r)

We hence assume that insignificant places fall beyond the perceivable resolution
for geometric properties. A discrete theory of steps would allow for an even
stronger notion of resolution based on a minimal step length (see [24]).

Fig. 2. Touching steps, steps centered on boundary (COB) and interior (COI)
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3.7 The Environment Is Wholly Covered by Steps

A step is the central perceivable relation giving rise to affordances, because if
we virtually step through an environment, it affords the continuous transfer of
a virtual body from one place to another. This is only possible if those places
are strongly connected. A strongly self-connected place always contains a sphere
which, when we split the place at any point, overlaps both halves of the split
(compare definitions in [4], [7]). So there is a 2-D surface in the middle corre-
sponding to any cut (like "cutting in wood"), and not a line or a point. Strong
connectedness can be expressed based on our primitives by introducing paths :

We call the minimal elongated place one can step in a path. We assume that
if there is a step from locus x to y on a path p, then x and y are part of p, and
there is always exactly one other locus z on p with equal distance from x and y :

Definition 4. (path) EndsOfPath(x, y, p) ↔ Step(x, y) ∧ P (x + y, p)∧
(∃!z.Step(x, z)∧ P (z, p)∧ xz =L zy)∧ (¬∃p′.EndsOfPath(x, y, p′) ∧PP (p′, p))

The idea is that paths are the smallest elongated places of minimal thickness
enclosing a step and all the closer steps in between them. Because there is exactly
one locus z in the middle of x and y on the path p, we assure that the path has
minimal thickness and is elongated (see Fig. 3). Because there is no smaller path
with that property, we make sure that x is the beginning and y is the end of the
path. The definition implies strong connectedness of a path, because all pairs of
loci have a continuous collection of loci in between them, and loci are spherical.

A general definition of strong connectedness for significant places is then
straightforward:

Definition 5. (strong connectedness) SC(x) ↔ Significant(x) ∧
(∀Locusu, z.P (u + z, x) → ∃p.EndsOfPath(u, z, p) ∧ P (p, x))

We take the view that our domain of places, the meaningful environment, is
wholly covered by steps and paths, because we assume that this is the common
way how people experience their environment. It turns out that our environment
of places is quite similar to the ideas outlined in [4], [2], [6], especially Bennett’s
region based geometry RBG. In order to establish the link between steps on

Fig. 3. Strongly connected places are connected by paths. The meaningful environment
is wholly covered by strongly connected places.
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one side and arbitrary significant places on the other, we will introduce 4 axioms
along the lines of thought in [4], which ensure that each significant place coincides
with a set of centers of loci of attention.

To this end we need a topological notion called centered on the boundary
COB(y,x) (compare Fig. 2), meaning y is just on the boundary of x,

Definition 6. (centered on boundary) ∀Locusy, x.COB(y, x) ↔
(∃z.Step(x, z) ∧OnL(z, x, y) ∧ (zx =L xy) ∧ Touching(z, y))

from which a further notion, centered on the interior (Fig. 2), is definable.

Definition 7. (centered on interior) ∀Locusy, x.COI(y, x) ↔
(∃z.Step(x, z) ∧ COB(z, x) ∧ (¬zx =L xy) ∧ (xy ≤ xz))

For arbitrary places of a significant size x we can now define a predicate meaning
that a step is centered on its interior.

Definition 8. (centered on interior) ∀Locusy.COI(y, x) ↔
(∃z.Step(y, z) ∧COI(y, z) ∧ P (z, x))

We first have to make sure that there is a sum of loci of attention corresponding
to every (significant) open 3-ball in our Euclidean environment. We therefore
assume that for each step xy of at least half a locus length, there is a perceivable
ball z centered on x and topologically bounded by y. This is actually a granular
variant of Bennett’s Axiom 6 in [4]:

Axiom4. (steps give rise to significant 3-balls) ∀Locusx, y.¬COI(x, y) →
(∃z.(∀w.COI(w, z) ↔ (xw ≤ xy ∧ ¬xw =L xy)))

We also assume that the domain of steps is extensible, so there are always larger
balls constructible (compare Axiom 7 in [4]):

Axiom5. (steps are extensible) ∀Locusx, y.∃z.Step(x, z)∧(x �= z)∧(∀z′.xz ≤
xz′ ↔ (xy ≤ xz′ ∧ ¬xz′ =L xy))

Secondly, we have to make sure that center points on arbitrary significant places
behave in correspondence with their mereological structures. So parts of places
always imply interior steps (compare Axiom 8 in [4]):

Axiom6. (parts imply interior steps) P (x, y) ↔ (∀Locusu.COI(u, x) →
COI(u, y))

And third, we must assure that all places are actually covered by steps (compare
Axiom 9 in [4]):

Axiom7. (places overlap with loci of attention) ∀r∃Locusx.O(x, r)
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As was shown by Bennett [4], our Axioms 1-7 provide an axiom system for 3-
dimensional regular open sets of Euclidean space: It can be proven that the sets
of interior loci ("points") of arbitrary sums of loci are regular open. Because
of granularity of perception, places are not in general constructible from steps
in our theory. It can nevertheless be proven that they are coverable by loci of
attention, and these covering sums of loci must have the expected geometrical
properties:

Proposition 1. Every place is part of a sum of loci of attention.

To see this, be aware that from Axiom 7 it follows that every place has a part
that is part of a locus of attention. With Axiom 1 we assume that every place
is a sum of such parts. Thus every place is coverable by steps.

3.8 Media and Substances Are Wholes under Simple Affordance

Closely following Gibson, we assume that humans can directly perceive whether
the environment affords a certain type of movement, and are thereby able to
individuate bodies, media and their surfaces. Like in the previous section, we
can think of such movements as fictive motions, and therefore the affordance
primitives in this section are just refinements of our already introduced step
primitive. In general, we assume that humans can perceive a multitude of such
simple affordances. For our purpose, we will describe two of them, AirC and
WaterC, for movement in air and water, respectively. Because they have the
power of individuation, we assume that those relations are mutually exclusive.
Then we can define media as unified wholes under the respective affordance
primitive.

Media. Connected by the same medium implies a step on a medium-connected
path and is symmetric and transitive:

Axiom8. (connected by the same medium) MediumC(x, y) →
∃p.EndsOfPath(x, y, p) ∧ (∀Locusz.P (z, p) → MediumC(z, x)
∧MediumC(z, y)) ∧ (∀u.MediumC(y, u) → MediumC(x, u))

The actually observable primitives are its two mutually exclusive sub-relations
AirC and WaterC,

Definition 9. (a medium is either air or water) MediumC(x, y) ↔
AirC(x, y) ∨WaterC(x, y)

Axiom9. (mutual exclusiveness) MediumC(x, y) ∧ MediumC(u, z) ∧ (z +
u)O(x+y) → ((WaterC(z, u)∧WaterC(x, y))Xor(AirC(z, u)∧AirC(x, y)))

which give rise to media water and air by using them as unity criterion: A
(water/air) medium is any maximal medium-connected whole:

Definition 10. (media) Air(x) ↔ Whole(x, AirC)∧
Water(x) ↔ Whole(x, WaterC) ∧Medium(x) ↔ Whole(x, MediumC)
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For a definition of whole as a maximal sum of parts connected by a partial
equivalence relation, we refer to [11]. Informally, a medium is just any place
which has all places of an equivalence class of AirC or WaterC as parts. Due
to Axiom 8 and by definition, media must be composed of paths and therefore
must have a significant size.

Substances and Bodies. According to Gibson, substances are not directly per-
ceivable, only via the perception of a certain medium and its surface: just like
walls are only perceivable as obstacles for the locomotion of light and other bod-
ies through media. In this view, substances can be defined from media and define
all other forms of places:

Definition 11. (substance) Substance(x) ↔ ¬∃z.(Medium(z)∧O(xz))

Nevertheless, humans can obviously recognize the shape of certain significant
strongly connected substances, called bodies. Therefore we must conceive bod-
ies, similar to media, as individual wholes made up of substance paths. This is
possible because the whole environment is covered with virtual paths by propo-
sition 1. Bodies are maximal strongly connected substance wholes:

Definition 12. (connected by a body) BodyC(x, y) ↔ Substance(x + y) ∧
SC(x + y),

meaning two places are connected by the same body if they are substances and
their sum is strongly connected, and

Definition 13. (body) Body(x) ↔ Whole(x, BodyC) ,

meaning a body is any maximal strongly-connected whole of substances.

Surfaces. Surfaces must also be definable using steps, and therefore have a mini-
mal thickness. Thereby we avoid the philosophical question whether an infinitely
thin topological boundary belongs to a region or its complement (see Casati and
Varzi [9]). We take Borgo’s view advocated in [7] and assume that every individ-
uated body or medium has its own surface, which is simply a thin layer of paths
making up the surface part of the body or medium (compare Fig. 4), such that
every step’s locus is touching a locus from the outside of the body or medium:

Definition 14. (connected by a surface) SurfaceC(x, y, r) ↔
(Medium(r)∨Body(r))∧(∃p.EndsOfPath(x, y, p)∧P (p, r)∧(∀Locusz.P (z, p) →
(∃Locusu.¬O(r, u) ∧ Touching(z, u))))

A surface is then a maximal surface connected part of a body or a medium:

Definition 15. (surface) SurfaceOf(x, r) ↔
Whole(x, (λu, v.SurfaceC(u, v, r)))

From these definitions and Axioms 8 and 9 it is provable that substances and
media in fact make up the whole meaningful environment:
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Fig. 4. Surfaces of bodies consist of a thin layer of virtual paths touching the outside
of the body

Fig. 5. A curved gravity line and equipotential surfaces

Proposition 2. Substances and Water and Air "partition" the meaningful en-
vironment: Any place that is part of one category cannot be part of another one
(mutual exclusion), and any place is part of a sum of places of these categories
(exhaustiveness).

3.9 Verticality and Absolute Orientation

We assume that there is a human sensor asserting that a step is aligned with
gravity, as illustrated by the well example in Sect. 3.2. This primitive is called
V ertAln. Assuming collinearity and parallelism for this primitive would be an
oversimplification, because gravity lines through the earth’s body are not straight
lines (compare Fig. 5).

We assume that VertAln describes a symmetric and transitive step, and that
it always exists for arbitrary loci of attention:

Axiom10. (ubiquity) ∀Locusx.∃Locusz.V ertAln(x, z)
Axiom11. (symmetry and transitivity) V ertAln(x, y) → Step(x, y)∧

V ertAln(y, x) ∧ ∀Locusz.(V ertAln(x, z) → V ertAln(y, z))

4 Defining Water Depth from Direct Perception of a
Water Body

It remains to show that the Gibson environment is applicable to our water depth
scenario, such that all geographic categories, including the water depth quality,
are definable in it.
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4.1 Deriving Lengths from the Meaningful Environment

We claimed that all involved categories can be defined from the meaningful
environment. What is still missing is a definition for a symbol space of lengths.
The domain of lengths L is not part of the environment and is assumed to be
an abstract extensional system in the sense of [26]. It has two binary relations
"smaller than or equal" and "sum" that satisfy Suppes’ extensional axioms, and
is therefore on a ratio scale with one degree of freedom.

A length function Length can be derived as a homomorphism from the set of
steps of the meaningful environment into the length space L. It is clear that this
mapping is conventional and must itself rely on a semantic datum. We therefore
first have to fix a unit step Step(0,u), for example the two ends of the platinum bar
called "Mètre des Archives". We call one end of this bar 0 and the other one u:

Axiom12. (non-trivial unit step) ∀x, y.(x = 0∧y = u) → (Step(x, y)∧x �= y)

Second, we map the quaternary symbol ≤ on loci to the "smaller than or equal
to" symbol on the length space. Third, we map the following definable summa-
tion symbol on loci to the summation symbol of the length quality space:

Definition 16. (sum of lengths) cx ⊕ ez =L ky ↔ ∃x′, y′.(0x′ =L cx) ∧
(0y′ =L ky) ∧ (x′y′ =L ez) ∧ (OnL(0, x′, y′) ∨OnL(x′, 0, y′) ∨OnL(0, y′, x′))

A sum of the lengths of two steps is a third step having the expected length.
We fourth map all steps with the same length as Step(0,u) to the symbol "1",
and all other steps homomorphically to a number symbol: All steps with equal
length are mapped to one and only one number symbol such that the truth of
all sentences about ≤ and ⊕ is preserved.

For convenience, we write ∀L for a quantifier over lengths in L and use the
symbols =L,⊕,≤ , defined for steps, analogously on lengths. Once a length space
for steps is established, we can define a chain length of a path recursively as the
sum of lengths of any chain of steps on it:

Definition 17. (chain length) ∀Lk.ChainLength(p) =L k ↔
∃Locusx, y.EndsOfPath(x, y, p)∧ (k =L Length(x, y)∨ (∃z, p′, p′′.(p = p′ +p′′)∧
(k =L ChainLength(x, z, p′)⊕ ChainLength(z, y, p′′))))

The length of an arbitrarily shaped path is then its maximal chain length. Because
- in our current infinite theory - steps are assumed to be dense, this must be an
infinitesimal approximation:

Definition 18. (length of a path) ∀Lk.Length(p) =L k ↔
∀k′.ChainLength(p) = k′ ∧ k ≤ k′ → k =L k′

4.2 Water Depth

The ratio scaled meter water depth space needs a semantic datum to fix its
interpretation, because there is no direct sensor available for it. It is a quality that
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Fig. 6. Water depth is the length of a vertical diameter path in a water body

has to be constructed from others. Informally, in the meta-data of a database, we
could say that a water depth of a river is the vertical distance measured between
a point on the water surface and the river bed. We now can define these notions
from the meaningful environment:

Let us start by defining a diameter of a medium in the meaningful environ-
ment: A diameter of a medium r is any medium path connecting two parts of
its surface, such that the path is contained in r :

Definition 19. (diameter) Diameter(p, r) ↔ Medium(r) ∧ P (p, r)∧
SurfaceOf(s, r) ∧ (∃Locusx, y, u.EndsOfPath(x, y, p) ∧ P (x + y, s) ∧ x �= y ∧
P (u, p) ∧ ¬P (u, s))

Note that what normally would be considered as the water surface is a part of
our medium surface. We define a depth of a medium as the length of a diameter
path whose steps are vertically aligned:

Definition 20. (depth) ∀Lk.Depth(k, p, r) ↔ Diameter(p, r)∧
k =L Length(p) ∧ (∀Locusz, u.P (z, p) ∧ P (u, p) → V ertAln(z, u))

We can now state that a water depth is a depth of a water body connecting the
medium air with the ground. There is an infinite number of water depths for a
water body (compare [19]):

Definition 21. (water depth) ∀Lk.Waterdepth(k, p, r) ↔ Depth(k, p, r)∧
Water(r) ∧ (∃Locusx, y.EndsOfPath(x, y, p)∧(∃Locusa, b.T ouching(x, a)∧
Touching(y, b)∧AirC(a, a)∧BodyC(b, b)))

Sticks and sonars both can be considered as realizations of such a virtual water
depth path.
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5 Conclusion and Future Work

Our approach resolves semantic heterogeneity of basic symbols in an ontology by
introducing semantic datums in the form of an observation procedure. Water depth
is an example of a basic symbol in a navigation ontology in need of grounding. We
show that Gibson’s meaningful environment is a sufficient basis to establish such
semantic datums. For this, we introduced a formal theory of Gibson’s meaning-
ful environment, supplying observable primitives for our theory. We show how to
ground water depth in our theory by asserting formal characteristics of observable
primitives and defining water depth in terms of these.

We take the view that sensors (human or technical) are implementations of
semantic datums that reproducibly interpret observable primitives into observ-
able real world structures. Technical sensors are based on human sensors, and
human sensors detect bodies and their movements. Natural language semantics
is grounded in bodily experience and scanning, that is the imaginative move-
ment of virtual bodies in a perceivable environment. This is plausible because
humans can always unambiguously refer to bodies and their parts by ostension.
We claim that Gibson’s meaningful environment is fully equipped with body
related sensors, including sensors for steps, equal length, equidirection, verti-
cality and various sensors for simple affordance primitives that can be used to
individuate media, surfaces and substances.

The presented theory of the meaningful environment is a first sketch of our
ideas. As outlined in Sect. 3.5, the theory could be made more appropriate
to sensors by making it finite and discrete, so that we admit a resolution for
lengths, along the lines of thought in [24] and [25]. Furthermore, it is still an open
question which ontologies are amenable to our method. The general applicability
to geospatial concepts needs to be demonstrated with additional case studies.
We are currently working on flow velocity and street network categories.

Even though the proposed observation primitives are bound to have cogni-
tive interpretations, it is important to note that they have low indeterminacy.
Observable properties on this basic body level do not seem to have a graded
structure, too. For example, there is no graded truth value for the sentence "this
is the wall of this room" for blind men being in that room, as there will be
perfect agreement on this sentence. Any theory about semantic grounding must
primarily be able to explain how humans actually accomplish inter-subjective
measurement and observation of surface qualities, despite all the cognitive and
linguistic ambiguities involved.
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Abstract. The First Law of Geography states, “everything is related to every-
thing else, but near things are more related than distant things.” Despite the fact 
that it is to a large degree what makes “spatial special,” the law has never been 
empirically evaluated on a large, domain-neutral representation of world 
knowledge.  We address the gap in the literature about this critical idea by sta-
tistically examining the multitude of entities and relations between entities pre-
sent across 22 different language editions of Wikipedia. We find that, at least 
according to the myriad authors of Wikipedia, the First Law is true to an over-
whelming extent regardless of language-defined cultural domain.  

Keywords: Tobler’s Law, First Law of Geography, Spatial Autocorrelation, 
Spatial Dependence, Wikipedia. 

1   Introduction and Related Work 

When he first posited the statement that “everything is related to everything else, but 
near things are more related than distant things” [1] almost 40 years ago1, Waldo 
Tobler had no idea it would have such staying power.  Widely accepted as the First 
Law of Geography and also frequently known as simply Tobler’s Law or Tobler’s 
First Law (TFL), this assertion appears in nearly every geography and Geographic 
Information Systems (GIS) textbook printed today. Moreover, many social and physi-
cal sciences have adopted as existentially essential the ideas of spatial dependence or 
spatial autocorrelation, both of which are accessibly and succinctly defined by Tobler 
[2].  TFL has even spawned a First Law of Cognitive Geography, which states that in 
the context of information visualization “people believe closer things are more simi-
lar” [3, 4]. Obviously, all of these ideas have proven to be of major applied use in a 
                                                           
1 Although his paper was published in 1970, he first presented his work at a 1969 meeting of 

the International Geographic Union’s Commission on Quantitative Methods, making this year 
arguably the law’s true 40th anniversary. 
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vast array of well-known work solving a vast array of specific problems.  However, 
Tobler’s statement is high-level, domain-neutral, and problem-independent in scope 
and it has never been empirically evaluated in these terms.  Many authors [5-9] have 
opined on the topic at a philosophical level, but no experiments have been done.  A 
data-based investigation of such a broad statement has enormous challenges associ-
ated with it, and at least part of the reason for this gap in the literature has been the 
lack of available data to examine. 

However, that hurdle was overcome with the development and rise to immense 
popularity of Wikipedia, the collaboratively authored encyclopedic corpus of un-
precedented scale.  While it is by no means perfect as a representation of the sum of 
world knowledge, it is by far the closest humanity has come to having such a data set.  
As of this writing, Wikipedia, consistently ranked as one of the top ten most-visited 
websites on the Internet, contains 2.76 million articles in its English edition, and has a 
total of 25 language editions with over 100,000 articles (see Table 1 for descriptive 
statistics of the data used in our studies).  Each of these articles describes a unique 
entity. 

All of these facts are relatively well known by the Internet-using population. 
What is less understood is the scope of the quantity of relations between these enti-
ties present in Wikipedia. The relations, encoded by contributors (“Wikipedians”), 
and viewed as links to other Wikipedia pages by visitors, number well into the hun-
dreds of millions. Although these unidirectional relations are not typed (except in 
some demonstration versions of Wikipedia such as “Semantic Wikipedia” [10]), 
they can still tell us which of the millions of entities are related in some way, and 
which are not.   

We seek to leverage the entities and relations in this enormous data set to examine 
the validity of Tobler’s Law in the very general context described above. While our 
experiment is, to our knowledge, the most broad empirical investigation of Tobler’s 
Law done to date, it does have its limitations. Critically, we of course do not claim to 
evaluate the First Law on a representation of all spatial data in existence.  Rather, due 
to our data source, our results will only confirm or deny the validity of TFL in the 
world as humans see it.  We do assert that Wikipedia data is a reasonable, although 
flawed, proxy for the world as it is understood by humans.  Ignoring this proxy, our 
experiments will at least determine the validity of TFL in the context of the world 
knowledge that has been represented by the millions of people who have contributed 
to Wikipedia (although most of it has been authored by a smaller number of people 
[11]), is accessed by countless millions more, and is used by dozens of systems in AI 
and NLP (e.g. [12, 13]) 

Along the same lines, it is important to at least briefly address the question of ac-
curacy. While it has been found that Wikipedia’s reputation for questionable intel-
lectual reliability has been somewhat unfairly earned [14], the nature of our study 
almost entirely sidesteps the accuracy concern.  Because we examine entities and 
relations in aggregate and rely far more on their existence than their specific details, 
we can to a large degree ignore accuracy risks. An Internet user would have to very 
purposely manipulate massive amounts of specific data across many languages  
of Wikipedia to be able to change the results of our experiments. Non-malicious 
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systemic characteristics of Wikipedia do create their problems, but we describe in 
detail how we address these, point out when we are unable to, and discuss the prob-
lems therein. In summary, like all science, this study is subject to the rule of “gar-
bage in, garbage out.”  However, judging by the number of papers published in the 
past few years on Wikipedia or using Wikipedia data in the fields of computer sci-
ence, psychology, geography, communication, and more [7, 11, 15-17], Wikipedia 
has been assumed to be far better than garbage by large numbers of our peers.  
More specific to this project, many of the exact same structures leveraged in this 
study have been used, for instance, to calculate semantic relatedness values between 
words with much greater accuracy than WordNet [18]. 

Very rare even in Wikipedia research is our intensely multilingual approach. Less 
than a handful of papers attempt to validate conclusions in more than one language’s 
Wikipedia. Almost always, the English Wikipedia is considered to be a proxy for all 
others, a problematic assumption at best.  As a way to distinguish the opportunities and 
challenges of including a double-digit number of languages in our study, we describe 
our work as using not a multilingual data set, but a “hyperlingual” data set [19] (in anal-
ogy to multispectral and hyperspectral imagery). In the end, we consider our results to 
be much more valid because they are similar across the entire hyperlingual Wikipedia 
data set rather than being restricted to a single or small number of Wikipedias.  

2   Data Preparation 

2.1   WikAPIdia 

The foundation of our work is WikAPIdia, a Java API to hyperlingual Wikipedia data 
that we have developed. Available upon request for academic research2, WikAPIdia 
provides spatiotemporally-enabled access to any number of Wikipedias (a language 
edition of Wikipedia is often referred to as simply “a Wikipedia”).  WikAPIdia also has 
a large number of graph analysis and natural language processing features built-in.  

WikAPIdia initially takes as input the XML database dumps provided by the 
Wikimedia Foundation, the non-profit that manages Wikipedia.  These XML files 
contain a “snapshot” in time of the state of the Wikipedia from which they are de-
rived.  The user must input the XML dump of each language she wishes her instance 
of WikAPIdia to support.  For this study, we used XML dumps for the 22 different 
Wikipedias that had around 100,000 articles or more at the time of the dump (see 
Table 1).  Since maximum temporal consistency is desirable in order to minimize 
external effects, snapshots from as close as possible to the most recent English dump, 
that of 8 October, 2008, were used.  

The parsing of these 22 dump files takes a relatively new, moderately powered 
desktop PC approximately several days to complete.  During this process, a large 
number of structures are extracted from the very semi-structured Wikipedia dataset, 
some of which are not used in this study.  Those that are of importance to our experi-
ment are described in detail below. 

                                                           
2 Contact the first author for more details. 
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Table 1. Descriptive statistics of the Wikipedia Article Graph (WAG) and the number of spa-
tial articles for each of the Wikipedias included in this study 

Language Vertices (Articles) = 
|V| 

No. Edges (Links) = 
|E| 

Spatial Articles = 
|Vspatial| 

Catalan 141,277 3,478,676 13,474 
Chinese 203,824 5,566,490 14,177 
Czech 112,057 3,089,517 8,599 
Danish 97,825 1,714,025 7,118 
Dutch 497,902 9,679,755 103,977 
English 2,515,908 76,779,588 174,906 
Finnish 208,817 3,782,563 11,559 
French 716,557 20,578,831 67,042 
German 827,318 21,456,176 85,906 
Hungarian 120,850 3,009,814 6,939 
Italian 516,120 14,968,632 67,433 
Japanese 532,496 20,946,112 21,621 
Norwegian 193,298 3,774,509 16,607 
Polish 555,563 12,678,608 58,367 
Portuguese 437,640 8,577,435 79,844 
Romanian 118,345 1,434,939 20,349 
Russian 341,197 7,762,322 30,346 
Slovakian 102,089 1,931,138 7,708 
Spanish 443,563 12,576,477 42,431 
Swedish 295,605 5,555,219 18,816 
Turkish 120,689 2,260,241 5,431 
Ukrainian 131,297 1,743,304 4,692 
TOTAL 9,230,237 243,344,371 867,342 

2.1.1   The Wikipedia Article Graph 
From each Wikipedia one of the key structures extracted by WikAPIdia is the 
Wikipedia Article Graph (WAG).  The WAG is a graph (or network) structure that 
has as its vertices (nodes) the articles of the Wikipedia and the links between the arti-
cles as its edges.  In graph theory terminology, the WAG is a directed sparse multi-
graph because its edges have direction (a link from one article to another), each node 
is connected to a relatively small number of other nodes, and it can contain more than 
one link from an article to another article. This last characteristic is a problem for our 
study, and our workaround is described in section three.  Even the “smallest” Wikipe-
dias have relatively enormous WAGs.  An overview of the basic size characteristic of 
each WAG is found in Table 1. 

2.1.2   Interlanguage Links 
Encoded by a dedicated and large band of Wikipedians aided by bots that propagate 
their work across the various language editions of Wikipedia, interlanguage links are 
essentially multilingual dictionary entries placed in each Wikipedia article. By parsing  
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out these links, WikAPIdia is able to recognize that the English article “Psychology”, 
the German article “Psychologie”, and the Chinese article “ ” all refer to the 
same concept.  Although interlanguage links provide much of the raw material for 
creating WikAPIdia’s multilingual concept dictionary, a significant amount of de-
tailed post-processing is necessary to mediate conflicts contained within these links.  

2.1.3   Spatial Articles 
The spatial data used by WikAPIdia all derives from the latitude/longitude tags  
included in tens of thousands of articles by contributors to several different Wikipe-
dias3.  The motivation to contribute a tag is to allow readers of a tagged article to click 
a link to see the location of the subject of the article in any Internet mapping applica-
tion such as Google Maps. However, WikAPIdia uses these tags for a modified  
purpose.  In addition to providing their specific location in a geographic reference 
system4, the tags inform WikAPIdia that the subjects of tagged articles are geographic 
entities.  In other words, articles tagged with latitude and longitude coordinates can be 
called spatial articles.  For example, the English article “Country Music” is very 
unlikely to contain a latitude/longitude tag, whereas the article “Country Music Hall 
of Fame and Museum” does include a tag and can be included in the class of spatial 
articles. 

Although contributors to any of the Wikipedias included in this study are theoreti-
cally capable of tagging articles in their language of choice with spatial coordinates, 
in practice, this is not done in many of the “smaller” Wikipedias with any significant 
degree of coverage.  As such, WikAPIdia uses interlanguage links to copy a tag 
across all languages’ articles that refer to the same concept.  For instance, although 
the German article “Country Music Hall of Fame” does not possess a geotag, it does 
include an interlanguage link to the English article mentioned above.  WikAPIdia 
copies the tag from the English article to the German article, the Spanish article 
“Museo y Salón de la Fama del Country”, etc. The number of spatial articles found 
for each Wikipedia is listed in Table 1. 

2.2   The Scale Problem 

Once our instance of WikAPIdia had successfully parsed and processed all 22 lan-
guage dump files, an additional stage of data preparation was necessary due to what 
we call the “Geoweb Scale Problem” (GSP).  Stated simply, GSP arises because most 
Web 2.0 spatial data representation schemas only support point vector features.  The 
“blame” for this limited representational expressiveness can probably be split between 
designers’ lack of education about geographic information as well as a dearth of 
popular tools that support vector features of greater than zero dimensions.  For many 

                                                           
3 WikAPIdia has its own spatial data parsers, but also supports the tags collected by the  

Wikipedia-World Project  
   (http://de.wikipedia.org/wiki/Wikipedia:WikiProjekt_Georeferenzierung/Wikipedia-

World/en). 
4 WikAPIdia assumes all latitude and longitude tags are derived from World Geodetic System 

1984 (WGS1984) due to its popularity amongst the general public. 
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geoweb applications, GSP does not restrict functionality a great deal, but in some 
cases, the points-only paradigm borders on ridiculous. 

We are able to sidestep the smaller inaccuracies introduced by Wikipedia’s point-
based geotagging system by choosing the appropriate scale for analysis.  In our ex-
periments, we adopt a 50-kilometer precision for this purpose. We thus consider, for 
example, all points between 0 and 50km from each other to be of equal distance from 
each other.  The problem that both all cities and all articles about places within those 
cities are encoded as points, for instance, can be almost entirely solved as long as we 
“flatten” our distance function in this way.  For example, the spatial article pair “Chi-
cago” and “O’Hare International Airport”, which lies within Chicago, would be cor-
rectly placed in the 0-50km distance class instead of being assigned the false precision 
of 25km. 

However, certain egregious point spatial representations cannot be reasonably han-
dled using the above methodology.  The U.S. state of Alaska, for instance, is encoded 
as a point (64oN, 153oW) in Wikipedia.  Cartographically speaking, the only scale at 
which this representation would be valid is perhaps if one were examining Earth from 
Mars.  Unfortunately, the relatively small number of cases that suffer from representa-
tion issues of this degree play a disproportionately large role in our study because 
these articles tend to have the most inlinks (or relations directed at them). Without 
further steps, the link from “Anchorage, Alaska” to “Alaska” and thousands like it 
would be falsely considered in a very high distance class (if the point representations 
are used, the “Anchorage” / “Alaska” pair would be in the 300-350km distance class, 
for example).  

The only way to tackle this issue is to associate more appropriate representations 
for this set of particularly problematic point geotags using external data sources.  To 
accomplish this task, we used the polygonal data and toponyms (place names) for 
countries and first-order administrative districts (like Alaska) included with ESRI’s 
ArcGIS product5. We matched this data to Wikipedia articles in all languages by 
using Wikipedia’s “redirect” structures and interlanguage links.  Redirects are in-
tended to forward users who search for “USA”, for example, to the article with the 
title “United States.”  However, they also represent an immense synonymy corpus.  
The combination of these synonyms and ESRI’s toponym-matched polygon data 
resulted in a relatively effective polygonal gazetteer for countries and first-order ad-
ministrative districts. 

We tried two different methods of leveraging this polygonal information.  First, we 
used a point-in-polygon algorithm to map all point/polygon pairs to a distance of 0, as 
discussed in section three.  Second, we simply stripped all the countries and first-
order administrative districts found by our georeferencer from our data set in order to 
maintain a consistent scale of analysis.  Interestingly, the main and secondary charac-
teristics of our results – as described below – were very similar or identical between 
both methods (Figure 3.3, for example, is nearly identical trend-wise in both cases).  
As such, since the point-in-polygon algorithm was sufficiently computational com-
plex to limit our sample size extensively (see section 3) and since the details of the 

                                                           
5 Specifically, we used data in the “admin” and “countries” shapefiles. 
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choices we made crossing scales are too numerous to fit in this limited space, we 
discuss our second method in the remainder of this paper and leave analysis of multi-
ple scales to future work.  We also note that one of the several proposed “second 
laws” of geography states “everything is related to everything else, but things ob-
served at a coarse spatial resolution are more related than things observed at a finer 
resolution.” [20] This would suggest that by choosing a more local scale of analysis, 
we are selecting the option at which less spatial dependence in relations would occur, 
so TFL’s validity should be most tested at this scale. 

3   The Main Experiment 

3.1   Hypothesis 

Let us consider three spatial articles A, B, and C where distance(A,B) < distance(A,C) 
(assuming the function distance() calculates the straight-line distance from the entities 
described in the articles in the function’s parameters)6. If Tobler’s statement that 
“near things are more related than distant things” is indeed true, it is expected that 
spatial article A would be more likely to contain a relation/link to B than to C.  In 
other words, we hypothesize that given three spatial articles A, B, and C, if TFL is 
valid, Prelation(A,B) will be generally greater than Prelation(A,C) if distance(A,B) < dis-
tance(A,C), where Prelation is the probability of the first spatial article containing a 
link/relation to the second.  We also hypothesize, however, given TFL’s first clause 
“everything is related to everything else,” that Prelation(A,C) > 0, even if A and C are 
separated by a very large distance. 

3.2   Methods 

We test this hypothesis on the hyperlingual data set parsed and prepared by WikAPI-
dia.  Stated simply, our basic methodology is to examine all pairs of spatial articles 
[A, B] (excluding the identity case, or [A, A]) and record for each pair the straight-line 
distance between them and whether or not A contains a link to B or B contains a link 
to A.  We perform this analysis separately for each Wikipedia in order to compare the 
results for each language-defined data set. 

Taking a page from the field of geostatistics, once we have all the relation exis-
tence / distance tuples (examples of tuples include (1) A and B are 242km apart and A 
links to B, and (2) A and C are 151km apart and A does not link to C), we group these 
tuples into distance lag classes of 50 kilometers7 and evaluate the overall probability, 
Pd, of a link existing between two spatial articles that are separated by each distance 
class d.  We measure the overall probability by calculating the number of existing 

                                                           
6 As has been noted by many authors writing about Tobler’s Law, straight-line distance is only 

the simplest of the many possible distance metrics that could be used. We leave experiments 
with more complex measures to future work. 

7 We identified 50km as the minimum precision possible due to the reasons presented above in 
our discussion of scale. 
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relations in each distance class and dividing that by the total number possible links, as 
shown below: 

relation(PAIRdi)
i=1

PAIRd

∑
PAIRd

= Pd

 

 
where PAIRd is the set of all the spatial article pairs in distance class d, relation() evalu-
ates to 1 if there exists an outlink from the first spatial article in the pair to the second 
and 0 otherwise, and |PAIRd| is the number of spatial article pairs.  It is important to note 
that [A, B] and [B, A] are considered to be different pairs because A can contain a rela-
tion to B, but also vice versa, and both must be considered in evaluating the number of 
possible links. From these lag-based statistics, we are able to derive empirical functions 
that form the basis of our results and analysis presented in the following subsections.  
These functions are effectively “pseudo-covariograms”, with probabilities of rela-
tion/link existence in the place of covariance.  We call these functions representing the 
relatedness between points spatial “relatograms” (“relate-oh-grams”). 

Even for the “smaller” Wikipedias, executing the above algorithm is a very compu-
tationally complex task.  Consider the Catalan Wikipedia, for example.  Since it con-
tains 13,474 spatial articles, it was necessary to query WikAPIdia for the distance and 
existence of links between |Vspatial|^2- |Vspatial| = 13,474^2 – 13,474 =  181, 535,202 
pairs.  Since we must consider the pairs [A, B] and [B, A] to be different, we are un-
able – at least in the link existence portion of the measurements – to take advantage of 
the computational benefits of symmetry.   

Since WikAPIdia makes extensive use of MySQL tables to store data, a great 
number of iterations require disk operations.  Even with the large number of optimiza-
tions we wrote, this makes the algorithm even more time intensive.  As such, for the 
English Wikipedia, for instance, doing the requisite |Vspatial|^2 - |Vspatial| = ~30.5 billion 
iterations was simply impractical. Thus, for all Wikipedias in which |Vspatial| > 50,000, 
we used a random subset (without replacement) of size 50,000.  Since 50,000 spatial 
articles represents 28.5 percent at minimum of a Wikipedia’s dataset, we are able to 
attain tractability without risking statistical insignificance. 

In order to compare our results across all the Wikipedias, it was necessary to nor-
malize by a measure of each Wikipedia’s overall “linkiness.”  The measure we use is 
the probability of a link occurring from any random article (not necessarily spatial) X 
to any other random article Y.  We calculated this measure by using the following 
formula: 

Prelation (X,Y ) =
Eadjusted

V
2 − V

= Prandom
 

 
where |V| = the number of total articles in the Wikipedia (not just spatial articles), and 
|Eadjusted| is the number of non-duplicate links in the Wikipedia. Duplicate links occur 
when editors add two or more outlinks in any X to any Y.  We evaluated |Eadjusted| by 
calculating the average link duplication over a random sample of 10,000 links in each 
Wikipedia and dividing |E| by this number.  The average link duplication ranged from 
about 1.08 (or, each link from an X to a Y appears on average 1.08 times) to 1.26, so 
this was an important normalization. 
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Finally, in our results and analysis below, we frequently make use of a ratio that al-
lows us to complete the sentence, “If spatial article A is separated from spatial article 
B by distance class d, it is ___ times as likely as random to contain a link to B.”  
Given distance class d, this ratio is simply: 
 

Pd

Prandom

 

3.3   Results and Basic Analyses 

As can be seen in Figure 1, if spatial articles A and B are within 50km of each other, 
they are around 245 times as likely to have a relation connecting them than if they 
were any two random Wikipedia articles on average8.  This spatial bias drops off 
rapidly, however, and by 650km or so, all significant positive spatial dependence goes 
away.  In other words, Figure 1 clearly shows that our hypothesis that Prelation(A,B) is  

 

 

Fig. 1. A “relatogram” of the unweighted average of Pd / Prandom across all 22 Wikipedias in-
cluded in our study.  The y-axis thus describes the average multiple of random probability that a 
link will occur from A to B given d.  Along the x-axis are the distance classes/lags considered, 
or all the ds (0-50km, 50-100km, etc).  The graph looks like that of any variable showing a 
great degree of spatial dependence: a large amount of relatedness at small distance classes, and 
a very large drop-off as larger distances are considered. 

                                                           
8 By “average”, we mean the average of all 22 languages’ relatograms without weighting by 

number of articles considered. 
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generally greater than Prelation(A,C) if distance(A,B) < distance(A,C) is true9.  Despite 
the fact that Wikipedians by no means attempted to create a resource that displayed 
relation spatial dependence, they nonetheless did so in dramatic fashion, and did so 
regardless of their language-defined cultural domain. Without exploring further, we 
can state firmly that Tobler’s Law has been validated empirically on a massive reposi-
tory of world knowledge.  In Tobler’s words but our emphasis, “near things are more 
related than distant things.”   

We also see in figures 1, 2, and 3 that no matter the distance class, the probability 
of A and B having a relation is never consistently zero, affirming the accepted mean-
ing of the non-spatial dependence clause of TFL, that “everything is related to every-
thing else.” In some of the smaller Wikipedias, Pd occasionally drops to zero, but 
never does so consistently. This can be seen in the intermittent gaps in the series in 
figure 3 (log(0) is undefined, so is displayed as a gap). 
 
 

 

 

Fig. 2. “Relatograms” of selected large Wikipedias and the unweighted average of Pd / Prandom 
across all 22 Wikipedias included in our study. As opposed to Figure 1, the y-axis is displayed 
on a logarithmic scale, allowing easier discrimination of the variation occurring at higher dis-
tance classes and lower probability ratios. A value of y = 1.0 means that Pd, or the probability 
of a link occurring between articles pairs in distance class d, is equal to Prandom, or the probabil-
ity of any two articles having a link to one another in the Wikipedia being examined. 

                                                           
9 Since for most language we consider the whole dataset and for those we do not our n is in the 

millions, we do not show error bars as they would be undefined or microscopically small.  
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Beyond confirming our hypothesis, however, this experiment also produced sev-
eral second-order observations and, as is usual, raised more questions than it an-
swered. One of the most important secondary patterns we noted is that, in all 
Wikipedias, beyond a certain threshold d = ϕ, Pd drops below Prandom and thus the 
ratio displayed in the charts becomes less than 1.0.  Once this occurs, it nearly al-
ways stays that way, as shown in Figures 2 and 3. In many cases, Pd is consistently 
less than 25 percent of Prandom, meaning a spatial article A is at least four times more 
likely to have a link to any random article Y than it is to a spatial article B after 
distance(A,B) reaches ϕ.  In other words, while short distances have a remarkably 
strong positive effect on the probability that two spatial articles will be related, 
larger distances actually have a noticeable negative effect on these probabilities. 

Additionally, although the primary signal of spatial dependence is obvious, the 
variation among the different languages is fascinating and somewhat of an enigma. 
Why does the French Wikipedia demonstrate such an immediate drop to a near-
asymptote while the Japanese Wikipedia displays a much more gradual decent?  What 
results in the highly varying initial probability ratios for the 0-50km distance class? 
No correlation with any common network measures (i.e. number of nodes, etc.) ex-
plains these or other notable differences. As such, we have to assume Wikipedia-
centric, cultural or linguistic variation to be the cause.  We discuss our ideas with 
regard to this beguiling phenomenon and our plan for further research in this area in 
the future work section. 

 
 

 

Fig. 3. The variation between and similarities in the relatograms in all 22 languages. The pur-
pose of this chart is not to be able to follow individual languages, but to see overall trends. 
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3.4   Advanced Analyses 

In the previous section, we qualitatively discussed our results.  In this section, we seek 
to analyze them with more mathematical rigor so as to better understand the empirical 
meaning of TFL as suggested by Wikipedia.  Our primary aim is to show that the 
relatograms can be reasonably described as power law distributions, at least as com-
pared to the “distance doesn’t matter” model of the uniform distribution. 

Power laws are observed frequently in both the manmade and natural world. An 
observation of a phenomenon, g, that follows a power law with scaling exponent k 
over varying x, is governed by the equation: 

  
g(x) = ax k + o(k) 

 
where o(k) is asymptotically small.  The scaling invariance of the distribution, that is 
g(cx) α g(x), becomes clear when we examine the distribution in log-log space:  
 

log(g(x)) = k log(x) + log(a)  
 
From this we can see that a necessary condition for a power law is a straight line in 
log-log space.  The slope of the line provides scaling exponent k.  

Examining the probability of a link, Pd / Prandom, at varying lags for some Wikipe-
dias gives the appearance of a power law.  The straight lines seen in log-log plots of 
the relatograms of these Wikipedias (Figure 3.4) reveal that indeed they appear to 
follow a power law over a selected distance range.  We fit a power law distribution to 
the data, limiting the lag to 1000km, using Bayesian probability theory to find the 
best-fit parameters [21].  This amounts to finding the parameters a,k in the power law 
equation above, that given the observed distribution f(x) and an assumption Hpl of 
power-law distributed data, give the function that is most in accordance with the data.  
A maximum likelihood estimation is equivalent to the maximum a posteriori (MAP) 
optimization in the event of a uniform prior probability P(a) and P(k). We assume a 
Gaussian error model at each point, fi(x), and use a uniform prior distribution for a in 
log space and a uniform prior distribution of k in angular space.  Using Bayesian 
estimation to maximize the posterior probability P(a,k|f(x),Hpl) as formulated in the 
equation below, we find the most probable parameters.  The best-fit scaling exponents 
are given in Table 2, and, expectedly, all scaling exponents are negative since the link 
rate decays as we consider links at further distances. 

 

P(a,k | f (x),Hpl ) =

1

(2π )N / 2σ N
exp(

− (log f i(x) − log(a) − k log(x))2

i

∑
σ 2 )P(a)P(k)

P( f (x) | Hpl )  

 

While finding a “best-fit” power law is possible no matter what the underlying distri-
bution of the data, we would like to be able to compare such a fit with other plausible 
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Fig. 4. Log-log plots for Pd / Prandom over lag distance for select Wikipedias.  Some Wikipedias 
fit a power law at small lags better than others. For example, Polish does not very closely 
follow a power law even at small distances, while Finnish does.  Differences in power-law 
scaling parameter k is evident in the varying slopes. 

distributions.  In particular, we would like to reject a uniform distribution, call this 
hypothesis Hunif.  A uniform distribution would indicate that the Prelation of two points 
does not change with spatial distance.  We can accomplish this easily by finding the 
odds ratio between the two hypotheses, power-law distributed versus uniformly dis-
tributed [22].  This allows us to compare the likelihood that the distribution is drawn 
from a power law distribution, following the formulation above, versus a uniform 
distribution, following a formulation g(x)=c for some constant c.  We can specifically 
compare the two using an odds ratio of the evidence, P(f(x)|H), for each model, for-
mulated as: 

 

P( f (x) | Hpl )

P( f (x) | Hunif )
=

P( f (x) | a,k,Hpl ) da dk∫∫
P( f (x) | c,Hunif ) dc∫

 

 
This odds ratio is also given in Table 2, and shows that a power law fits the distribu-
tion far better than a uniform assumption.  The link rate as we move farther away in 
geographic space may be reasonably characterized as “failing”, or decreasing, as a 
power law. 
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Table 2. The scale exponent for the best-fit power law of each Wikipedia over lag classes up to 
1000km. Comparison with evidence of a uniform distribution gives an odds ratio that rejects a 
uniform distribution as compared to a power law. 

Language Scaling Exponent Odds Ratio 
P(f(x)|Hpl)/P(f(x)|Hunif) 

Catalan -1.6187 2.6971e+055 
Czech -1.3887 6.3573e+057 
Danish -1.7257 1.4333e+067 
German -1.5687 9.8629e+061 
English -2.0467 4.3767e+076 
Spanish -1.6187 6.1007e+058 
Finnish -1.7837 1.6816e+085 
French -1.4747 7.5283e+055 
Hungarian -1.4307 5.2172e+056 
Italian -1.7837 1.0075e+054 
Japanese -1.3487 2.4968e+071 
Dutch -2.2017 5.4446e+058 
Norwegian -1.9077 4.7396e+076 
Polish -1.7257 3.635e+044 
Portuguese -2.1217 2.0573e+059 
Romanian -1.5207 4.6351e+034 
Russian -1.4307 3.0116e+051 
Slovakian -1.1667 5.9496e+041 
Swedish -1.7837 1.1618e+076 
Turkish -1.5207 2.0533e+070 
Ukrainian -1.6187 9.1704e+085 
Chinese -1.3887 1.6234e+075 
Average -1.6187 7.0424e+067 

 

3.5   Network Analogy 

Some readers may have recognized the similarity of the unnormalized statistic, Pd, 
with the clustering coefficient statistic frequently used to analyze networks.  We have 
measured the clustering coefficient of a network neighborhood consisting of only 
edges that exist between binned geographical distances.  That is, each data point in 
Figure 2 represents the local clustering coefficient of the neighborhood created by 
activating only the possible edges that connect nodes at distance d=50km, 100km, etc.  
The clustering coefficient is an important indicator in special types of networks, such 
as scale-free and small-world.  A small-world network is characterized by the neces-
sary conditions of a large average local clustering coefficient and a low path length 
(number of hops to get from one node to another).  While our current analysis lacks 
analysis of path length, Figure 2 shows that, compared to a random network, networks 
consisting of nodes at small geographical distances have a much higher clustering 
coefficient than networks representing larger geographical distances.  Our work here 
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shows that the literal interpretation of the term small-world network may ultimately 
be provable in the strict geographic sense.  After adding an analysis of path length, 
this dataset may show that networks consisting of nodes at short geographical dis-
tances are indeed small-world. 

The current formulations lack crucial information to analyze whether they are also 
scale-free, a quality characterized by a power-law distribution in node degree (the 
number of connections out of a node).  Future analysis will incorporate this concept 
into analysis of spatial Wikipedia. 

4   Future Work 

The results discussed in this paper have generated numerous further research ques-
tions.  Most notably, as mentioned, we are actively seeking an explanation for the 
variation amongst the different languages’ relatograms.  Our current preliminary 
hypotheses can be split into two separate but overlapping categories: cultural causes 
and linguistic causes.  On the cultural side, could it be that since the standard  
activity space of individuals is much smaller than 50km in many of the cultures 
examined, this causes the 0-50km distance class to have a much lower relation 
probability in these cultures’ Wikipedias?  Do certain cultures describe spatial enti-
ties in more relational terms, resulting in a higher average probability over large 
numbers of distance classes? Could we also be seeing differential culturally defined 
regional cognition effects, as is suggested by [23]?  As for the linguistic causes, do 
certain languages’ norms and/or grammatical structures make it more or less diffi-
cult to express relations to locations that are closer or further away?  Since Wikipe-
dia is a written language corpus and links must occur inline in the corpus, even a 
slight linguistic proclivity in this area could have a somewhat large effect, relatively 
speaking.  Similarly, given the nature of Wikipedia, does the reference frame used 
by each language have an effect? Languages that default to a relative reference 
frame in formal writing will have at least more opportunities to encode spatial rela-
tions as links than those that use absolute frames.  This is simply because contribu-
tors to Wikipedia writing in relative frame languages must mention more spatial 
entities (as opposed to cardinal directions), allowing them the chance to add a links 
to these entities while they are at it. 

We are also working with the hyperlingual Wikipedia dataset to examine another 
vital and unique aspect of spatial information: scale.  For instance, do the WAGs 
hierarchical structures’ mimic urban spatial hierarchies?  In other words, can we 
evaluate central place theory using the hyperlingual Wikipedia?  How does this work 
in “home” countries of languages versus in foreign countries?  We are preparing a 
manuscript repeating this study from a multiple scales perspective, as is discussed in 
section 2.2. 

Also important is to consider more advanced models of relatedness.  We have used 
here a straightforward binary “link existence” approach to avoid the many complica-
tions involved with using recently published Wikipedia-based semantic relatedness 
(SR) measures [7, 12, 18].  However, we are currently working to compare the pre-
sent results with those from these SR methods.  We hope to elucidate how well spatial 
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relations are captured, a very important consideration given that Wikipedia-based 
semantic relatedness has quickly become a popular tool in the artificial intelligence 
community. 

Our experiments were focused at a general, theoretical level, but the results do 
have applied value as a crude quantitative description of spatial relatedness in the 
absence of more specialized knowledge. While we are by absolutely no means rec-
ommending that scientists use our “pseudo-covariograms” in place of real co-
variograms developed on data relevant to their specific research project, at times no 
such data is available.  Take as an example the work of Gillespie, Agnew and col-
leagues [24], who used a model from biogeography to predict terrorist movement. 
We assert that our general model of spatial correlation might be more valid in that 
context than Gillespie et al.’s  approach, especially if/when the Arabic and/or 
Pashto Wikipedias become large enough for our analyses10. Future work will in-
volve improving the applied functionality of our methodology even further by in-
cluding a more sophisticated and/or localized distance function than universal 
straight-line distance and providing crude relation type information through 
Wikipedia’s category structures.  

5   Conclusion 

In this paper, we have shown empirically that in the largest attempt to describe world 
knowledge in human history, the First Law of Geography proves true: nearby spatial 
entities in this knowledge repository have a much higher probability of having rela-
tions than entities that are farther apart, although even entities very far apart still have 
relations to each other. In other words, we have seen that the very medium that was 
supposed to oversee the “death of distance” – the Internet – has instead facilitated the 
reaffirmation of a theory about the importance of distance that is almost 40 years old 
and that has roots dating back centuries. 

Finally, we would also like to reiterate the significance of the fact that TFL proved 
true in the knowledge repositories constructed by people who speak twenty-two dif-
ferent languages.  The discussion of what are the universal truths about humanity that 
span cultural boundaries is a prickly one, but here we have seen at least some evi-
dence that the tendency to see spatial entities as more related to nearer entities than 
ones that are further away at least deserves mention in that debate. 
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10 Because of this potential utility, we have made the data from all of our results publicly avail-
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Université d’Artois
CRIL CNRS UMR 8188, F-62307 Lens

{condotta,kaci,marquis,schwind}@cril.univ-artois.fr

Abstract. This paper addresses the problem of merging qualitative con-
straint networks (QCNs) defined on different qualitative formalisms. Our
model is restricted to formalisms where the entities and the relationships
between these entities are defined on the same domain. The method is
an upstream step to a previous framework dealing with a set of QCNs
defined on the same formalism. It consists of translating the input QCNs
into a well-chosen common formalism. Two approaches are investigated:
in the first one, each input QCN is translated to an equivalent QCN;
in the second one, the QCNs are translated to approximations. These
approaches take advantage of two dual notions that we introduce, the
ones of refinement and abstraction between qualitative formalisms.

1 Introduction

Using a qualitative representation of information in spatial applications is needed
when information is incomplete or comes from the natural language, or when
quantitative information is unavailable or useless. In many spatial applications
such as Geographic Information Systems (GIS), information often comes from
sentences like “parcels A and B are connected” or “Paris is at north or at north-
east of Toulouse”, and one has to deal with such qualitative descriptions. Start-
ing from Allen’s work in the particular field of temporal reasoning [1], many
approaches to deal with qualitative representation and reasoning have been pro-
posed in the last two decades [6,18,20]. Different aspects of representation are
dealt with topological relations [17] or precedence relations when orientation be-
tween entities is required [12]. These qualitative formalisms allow us to represent
a set of spatial entities and their relative positions using qualitative constraint
networks (QCNs).

In some applications (e.g. distributed knowledge systems) information can be
gathered from several sources, and the multiplicity of sources means that com-
bining information often leads to conflicts. Merging information has attracted
much attention in the literature these past ten years. When information pro-
vided by sources is expressed by means of multi-sets of propositional formulae
[14,21,10], dealing with inconsistency consists in computing a consistent propo-
sitional formula representing a global view of all input formulae.
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In Spatial Databases, knowledge about a set of spatial entities is represented
by QCNs, which are provided by different sources, making them often conflicting.
Consider for instance the following example: given three parcels A, B and C, one
of the sources states that Parcel A is included in Parcel B, and Parcel B is
disconnected from Parcel C, while another source declares that Parcels A and C
are at the same location. Clearly there is a conflict and this calls for merging.

A first framework for merging QCNs has been proposed in [4], when the input
QCNs are defined on the same qualitative formalism. The method computes a
non-empty set of consistent scenarios which are the closest ones to all QCNs. The
present work generalizes this method with QCNs defined on different qualitative
formalisms. In general the sources provide QCNs based on different formalisms,
although they are based on the same domain and consider similar relationships
between entities. For instance, even if both RCC-5 [9] and RCC-8 [17] theories
consider topological relationships between regions, the existing approach cannot
deal with two QCNs defined respectively on each one of them.

In the particular context of qualitative spatial reasoning, an ultimate goal
for the merging problem would be to deal with QCNs defined on heterogeneous
formalisms without any restriction. Specific studies of calculi combinations have
been investigated in the literature [8,11,16].

In this paper, we present an extension of the framework proposed in [4] by
taking into account QCNs defined on different formalisms. We restrict our model
to qualitative formalisms where the entities and the relationships between these
entities are defined on the same domain. For instance, Allen’s interval algebra
[1] and INDU calculus [15] fulfill this requirement, since they both consider
qualitative relationships between temporal intervals of the rational line. Our
method consists of adding an upstream step to the method described in [4] by
translating the input QCNs into a common formalism.

The rest of this paper is organised as follows. In Section 2 we recall some
necessary background about qualitative algebras and QCNs. In Section 3 we
describe the problem and the merging procedure given in [4]. Then we present in
Section 4 how we can translate the input QCNs into a common refinement of the
related qualitative algebras, using bridges between them. In Section 5 we give an
alternative of the method proposed in the previous section by approximating the
QCNs into a common abstraction of the qualitative algebras. Lastly we conclude
and present some perspectives for further work.

2 Background

This section introduces necessary notions of qualitative algebras and definitions
around qualitative constraint networks. A qualitative calculus (or qualitative
algebra) considers B, a finite set of binary relations over a domainD, the universe
of all considered entities. Each relation of B (called a basic relation) represents
a particular qualitative position between two elements of D. We make some
initial assumptions on such a set B. Let us first introduce the notion of partition
scheme [13].
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Definition 1 (Partition scheme). Let D be a non-empty set and B be a set
of binary relations on D. B is called a partition scheme on D iff the following
conditions are satisfied:

- The basic relations of B are jointly exhaustive and pairwise disjoint, namely
any couple of D satisfies one and only one basic relation of B.

- The identity relation eq = {(a, b) ∈ D × D | a = b} is one of the basic
relations of B.

- B is closed under converse, namely if r is a basic relation of B, then so is
its converse r� = {(a, b) | (b, a) ∈ r}.

In the rest of this paper, we will require that any considered set B of binary
relations on D is a partition scheme on D.

The set 2B, the set of all subsets of B, with the usual set-theoretic operators
union (∪), intersection (∩), complementation (∼), and weak composition (
)
[19] is called a qualitative algebra. Any element R of 2B is called a relation and
represents a relation rel(R) defined as rel(R) =

⋃
{r | r ∈ R}. This means

that a pair of elements (X, Y ) ∈ D × D satisfies a relation R ∈ 2B if and
only if (X, Y ) ∈ rel(R). The converse R� of a relation R ∈ 2B is defined as
R� = {r ∈ B | r� ∈ R}.

For illustration, we consider the Cardinal Directions Algebra 2Bcard [12], gen-
erated by the partition scheme Bcard on R2 illustrated on Figure 1.a. The Car-
dinal Directions Algebra allows us to represent relative positions of points of
the Cartesian plane, provided a global reference direction defined by two or-
thogonal lines. For each point B = (b1, b2), the plane is divided in nine disjoint
zones forming the set of basic relations Bcard. For example, the basic relation n
corresponds to the area of points A = (a1, a2), with a1 = b1 and a2 > b2.

Given any qualitative algebra 2B, pieces of knowledge about a set of spatial or
temporal entities can be represented by means of qualitative constraint networks
(QCNs for short). This structure allows us to represent incomplete information
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Fig. 1. The nine basic relations of Bcard (a) and a QCN on 2Bcard and one of its
consistent scenarios (b)
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about the relations between entities. Formally, a QCN N defined on 2B is a pair
(V, C), where V = {v0, · · · , vn−1} is a finite set of variables representing the
spatial or temporal entities and C is a mapping which associates to each pair of
variables (vi, vj) an element R of 2B. R represents the set of all possible basic
relations between vi and vj . We write Cij instead of C(vi, vj) for short. For all
vi, vj ∈ V , we suppose that Cji = C�

ij and Cii = {eq}.
A QCN can be represented by a graph, using some conventions: for all vi, vj ∈

V , we do not represent the constraint Cji if Cij is represented since Cji = C�
ij ;

we do not represent either the constraint Cii since Cii = {eq}; lastly when
Cij = B (i.e. no information is provided between the variables vi and vj), we do
not represent it.

With regard to a QCN N = (V, C) we have the following definitions:

Definition 2. A consistent instantiation of N over V ′ ⊆ V is a mapping α
from V ′ to D such that α(vi) Cij α(vj), for all vi, vj ∈ V ′. A solution of N is
a consistent instantiation of N over V . N is a consistent QCN iff it admits a
solution. A sub-network of N is a QCNN ′ = (V, C′) where C′

ij ⊆ Cij for all
vi, vj ∈ V . A consistent scenario of N is a consistent sub-network of N in which
each constraint is composed of exactly one basic relation of B.

[N ] denotes the set of all consistent scenarios of N . A QCN defined on 2Bcard

over 4 variables and one of its consistent scenarios are depicted in Figure 1.b.

3 Related Work: Merging QCNs Defined on Same
Qualitative Algebras

Before summarizing a merging method for QCNs which has been proposed in the
literature [4], let us introduce the merging process through an example, which
will be our running example for this section.

Example 1. We consider three agents A1, A2 and A3 having incomplete knowl-
edge about the configurations of a common set V = {v0, v1, v2, v3} of four vari-
ables. Each agent Ai provides a QCN Ni = (V, Ci) defined on 2Bcard representing
the qualitative relations between pairs of V . Figure 2 depicts the three related
QCNs. All consistent scenarios of each QCN are also depicted below through a
qualitative representation on the plane.

The merging process takes as input a set of QCNs N = {N1, . . . , Nm} defined on
the same qualitative algebra 2B and on the same set of variables V . Given such
a set of QCNs describing different points of view about the configurations of the
same entities, we would like to derive a global view of the system, taking into
account each input QCN. A natural way to deal with this problem is to return as
the result of merging the information on which all sources agree. For example,
we can consider the set

⋂
Ni∈N [Ni], that is the set of all consistent scenarios

which belongs to each QCN Ni. However this set can be empty. It is the case
in our example, since for instance the two variables v1 and v3 only satisfy the
relation {w} in N1 while they only satisfy the relation {eq} in N3.
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Fig. 2. Three QCNs defined on V and their respective consistent scenarios

Condotta et al. [4] have proposed a parsimonious method for the merging
problem. Their method is inspired from propositional merging [21,10,2]. It con-
sists in computing a non-empty set of consistent scenarios that are the closest
ones to each input QCN, with respect to a distance. The result is mainly based
on the definition of the distance which represents the degree of closeness between
scenarios and the set of QCNs. A QCN merging operator Θ is typically a map-
ping which associates to a set of QCNs N defined on 2B and V a set of consistent
scenarios on V . More precisely, the merging process follows three steps:

First, we need to compute a local distance d between a scenario σ and a QCN
N , which is the smallest distance between σ and each consistent scenario of N .
Formally, this distance is defined as follows:

d(σ, N) =
{

min{d(σ, σ′) | σ′ ∈ [N ]} if N is consistent,
0 otherwise.

Here we need a distance d between two scenarios σ, σ′. This distance is a mapping
which associates a positive number to every pair of scenarios, and satisfies the
following two conditions:

∀σ, σ′ scenarios on V,

{
d(σ, σ′) = d(σ′, σ)
d(σ, σ′) = 0 iff σ = σ′.

A particular distance between scenarios has been proposed in [4]. It takes
advantage of a notion of conceptual neighbourhood specific to the considered
set of basic relations B. Figure 3.a depicts the conceptual neighbourhood graph
of the Cardinal Directions Algebra. This graph corresponds to the Hasse diagram
of the corresponding lattice defined in [12]. There is an intuitive meaning behind
this graph. For example, assume that two points satisfy the relation ne. Then
continuously moving one of the two points can lead them to directly satisfy the
relation n. Thus these two relations are considered as “close”. Let us denote
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by σ(vi, vj) the basic relation satisfied between vi and vj in the scenario σ.
The neighbourhood distance between two scenarios is defined as follows, ∀σ, σ′

scenarios on V :

dNB(σ, σ′) =
∑
i<j

dnb(σ(vi, vj), σ′(vi, vj)),

with dnb(r1, r2) the length of the smallest path between the basic relations r1

and r2 in the related neighbourhood graph. We use this particular distance in
our running example.

Example 1 (continued). Consider the scenarios σ1 and σ2 depicted in Figure 2.
The neighbourhood distance between σ1 and σ2 is computed as follows:

dNB(σ1, σ2) = dnb(σ1(v0, v1), σ2(v0, v1)) + dnb(σ1(v0, v2), σ2(v0, v2))
+dnb(σ1(v0, v3), σ2(v0, v3)) + dnb(σ1(v1, v2), σ2(v1, v2))
+dnb(σ1(v1, v3), σ2(v1, v3)) + dnb(σ1(v2, v3), σ2(v2, v3))

= dnb(e, se) + dnb(sw, w) + dnb(e, e)
+dnb(sw, nw) + dnb(w, n) + dnb(ne, e)

= 1 + 1 + 0 + 2 + 2 + 1 = 7.
The second step of the merging process consists in aggregating local distances

computed in the first step to get a global distance between a scenario and the set
of QCNs N . For example, the sum operator

∑
is appropriate when the result

of merging has to represent the point of view of the majority of the agents.
∑

is so called a majority operator [14].

Example 1 (continued). Consider the scenario σ depicted in Figure 3.b. The
global distance d∑ (using the majority operator

∑
) between σ and the set of

three QCNs (cf Figure 2) is computed as follows (we do not detail computations
for the sake of conciseness) :

d∑ (σ, {N1, N2, N3}) = d(σ, N1) + d(σ, N2) + d(σ, N3)
= 7 + 3 + 2 = 12.
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nennw
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sw s se n
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v0 v2

v3v2

σ

v0 v1

Fig. 3. The conceptual neighbourhood graph of the Cardinal Directions Algebra (a)
and a consistent scenario σ (b)
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The last step consists in computing the result of the merging. It is the set of
all consistent scenarios which are the “closest” ones to the set N . Formally,

Θ(N ) = {σ | σ is consistent and d∑ (σ,N ) is minimal}.

In our running example, Θ({N1, N2, N3}) is composed of one consistent sce-
nario, namely σ, depicted in Figure 3.b. Condotta et al. [4] have pointed out
that this merging operator has a “good” logical behavior in the sense of [10,3].

Note however that the merging method described above requires the enumer-
ation of all possible consistent scenarios on V , which makes this process hardly
practicable.

4 Dealing with Different Qualitative Algebras: Toward a
Common Refinement

4.1 The Model

The approach presented in the previous section permits us to deal with a set of
possibly conflicting QCNs defined on the same qualitative algebra. We aim in
this section at extending it by taking into account different qualitative algebras,
provided that all the related partition schemes are on the same domain D.

Formally, let N = {N1, . . . , Nm} be the input QCNs and N = {N1, . . . ,Np}
be a partition of N such that ∀k ∈ {1, . . . , p}, any QCN of Nk is defined on
the qualitative algebra 2Bk . Let A = {2B1, . . . , 2Bp} be the set of all related
qualitative algebras. We require that each partition scheme Bk is on D.

We first need to introduce the notion of equivalence between two QCNs. Given
a QCN N defined on V , we denote by Sol(N) the set of solutions of N , i.e., the
possibly infinite set of consistent instantiations of N over V , different from the
set of its consistent scenarios [N ].

Definition 3. Let 2B, 2B
′

be two qualitative algebras on D, and N , N ′ two
QCNs on V respectively defined on 2B and 2B

′
. Then N and N ′ are equivalent

iff Sol(N) = Sol(N ′).

The method can be summarized in two main steps:

(1) We suppose that there exists a qualitative algebra Ref(A) such that any
QCN of N can be translated in an equivalent QCN on Ref(A). The set of
all translated QCNs is denoted by N ′.

(2) We use a merging process of QCNs defined on the same qualitative algebra
for merging the set N ′ (see Section 3).

This section is devoted to deal with the first step of this process. We show
that such a qualitative algebra Ref(A) always exists and how to define it. This
algebra will be called a refinement of all input qualitative algebras. Let us first
introduce the notion of refinement between qualitative algebras.
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Definition 4. Let B, B′ be two partition schemes on D. The set 2B
′

is called
a refinement of 2B iff there exists a mapping RefB→B′ which associates to each
relation of 2B a relation of 2B

′
such that ∀R ∈ 2B, rel(RefB→B′(R)) = rel(R).

Such a mapping RefB→B′ is called an r-bridge from 2B to 2B
′
.

As a typical example, consider the RCC-8 algebra [17] and the RCC-5 algebra [9]
which are both used to express topological relationships between regions. Then
following Definition 4 the RCC-8 algebra is a refinement of the RCC-5 algebra.
Let us make some remarks around this definition. First, an r-bridge RefB→B′

from 2B to 2B
′

is fully characterized by its restriction to the set of singleton
relations of 2B (namely the set {{r} | r ∈ B}) to 2B

′
. Indeed, we have for all

relation R ∈ 2B,

RefB→B′(R) =
⋃
{RefB→B′({r}) | r ∈ R}.

Moreover, let us notice that RefB→B′({eq}) = {eq} and that for any relation
R ∈ 2B, RefB→B′(R�) = RefB→B′(R)�. One can also state that if 2B

′
is a

refinement of 2B, there exists only one r-bridge RefB→B′ from 2B to 2B
′
. Lastly,

RefB→B′ is an injective function.
The definition of such an r-bridge RefB→B′ comes from the following

proposition:

Proposition 1. 2B
′
is a refinement of 2B iff ∀r′ ∈ B′, ∀r ∈ B, either r′ ⊆ r or

r′ ∩ r = ∅.

Proof

(⇒) Let 2B
′
be a refinement of 2B. There exists an r-bridge RefB→B′ from 2B to

2B
′
. Let r ∈ B. Then there exists R ∈ 2B

′
such that rel(RefB→B′({r})) =

r = rel(R). Let r′ ∈ B′. If r′ ∈ R, then r′ ⊆ r since rel(R) = r; if r′ /∈ R,
then r′ ∩ rel(R) = ∅ (since the basic relations of B′ are pairwise disjoint).
Thus r′ ∩ r = ∅.

(⇐) Suppose that ∀r′ ∈ B′, ∀r ∈ B, either r′ ⊆ r or r′ ∩ r = ∅. Then ∀r ∈ B
we get r =

⋃
{r′ ∈ B′ | r′ ⊆ r} since basic relations of B′ are jointly

exhaustive relations on D × D. Define the mapping RefB→B′ from 2B to
2B

′
such that ∀r ∈ B, RefB→B′({r}) = {r′ ∈ B′ | r′ ⊆ r} and ∀R ∈ 2B,

RefB→B′(R) =
⋃
{RefB→B′({r}) | r ∈ R}. We can assert that ∀R ∈ 2B,

rel(RefB→B′(R)) = rel(R). ��

The previous proposition can be also written as follows:

2B
′
is a refinement of 2B iff ∀r′ ∈ B′, ∃!r ∈ B, r′ ⊆ r.

Thus, if 2B
′

is a refinement of 2B, we can define the restriction of the r-bridge
RefB→B′ from the singleton relations of 2B to 2B

′
as follows:

∀r ∈ B, RefB→B′({r}) = {r′ ∈ B′ | r′ ⊆ r}.
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Fig. 4. 2Bcard is a refinement of 2Bcard2

Example 2. Let 2Bcard2 be the qualitative algebra generated by the partition
scheme Bcard2 on R2, with Bcard2 = {eq, n, E, s, W}. The five basic relations
of Bcard2 are depicted in the left-hand side of Figure 4. We point out on the
same figure the r-bridge RefB→B′ from singleton relations of 2Bcard2 to 2Bcard .
Therefore 2Bcard is a refinement of 2Bcard2 .
It is now time to extend the notion of refinement to the QCNs.

Definition 5. Let N = (V, C) be a QCN defined on 2B, and 2B
′
be a refinement

of 2B. We define the QCN RefB→B′(N) on 2B
′
as the QCN (V, C′) with C′

ij =
RefB→B′(Cij) ∀vi, vj ∈ V .

Proposition 2. Given a QCN N on 2B, N and RefB→B′(N) are equivalent
QCNs.

Proof. Given a QCN N on 2B and RefB→B′(N) = (V, C′), for all vi, vj ∈ V , we
have C′

ij = RefB→B′(Cij). Moreover, we know that rel(Cij) = rel(RefB→B′(Cij)).
It follows that rel(Cij) = rel(C′

ij). We can conclude that for all a, b ∈ D, a Cij b
iff a C′

ij b. Hence, α is a solution of N iff α is a solution of RefB→B′(N). ��

Example 3. Figure 5 depicts a QCN defined on 2Bcard2 and its equivalent QCN
RefB→B′(N) defined on 2Bcard .

We now define an ordering over the qualitative algebras onto a domain D based
on the notion of refinement.

{n, W}

{E}

{n, W}

{se, e, ne}

{n, nw, w, sw}

{n, nw, w, sw}
{n}{n}

defined on 2Bcard equivalent to N

v0 v1

v3v2

v0 v1

v3v2

A QCN N defined on 2Bcard2 The QCN RefBcard2→Bcard(N)

Fig. 5. Two equivalent QCNs
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Definition 6. Given 2B, 2B
′
two qualitative algebras on D, 2B ≤D

ref 2B
′

iff 2B

is a refinement of 2B
′
.

Proposition 3. ≤D
ref is a weak partial ordering over qualitative algebras on D,

i.e., a reflexive, antisymmetric and transitive relation.

Proof. Let B, B′ and B′′ be three partition schemes on D.

• By defining the mapping RefB→B from 2B to 2B by RefB→B(R) = R for all
R ∈ 2B we obtain an r-bridge from 2B to 2B. Hence, 2B ≤D

ref 2B.
• Let B and B′ be two partition schemes such that 2B and 2B

′
are refinements

of respectively 2B
′
and 2B. Let r be a basic relation belonging to B. Since 2B

is a refinement of 2B
′

there exists a unique basic relation r′ ∈ B′ such that
r ⊆ r′. Moreover, since 2B

′
is a refinement of 2B there exists a unique basic

relation r′′ ∈ B such that r′ ⊆ r′′. Hence, r ∩ r′′ �= ∅. We can conclude that
r = r′′ = r′. Consequently, 2B = 2B

′
.

• Let us suppose that 2B
′′ ≤D

ref 2B
′ ≤D

ref 2B and consider the two r-bridges
RefB→B′ and RefB′→B′′ from 2B to 2B

′
and from 2B

′
to 2B

′′
respectively.

Let us define the mapping RefB→B′′ from 2B to 2B
′′

by RefB→B′′(R) =
RefB′→B′′( RefB→B′(R)) for all R ∈ 2B. We have rel(RefB→B′′(R)) =
rel(RefB′→B′′(RefB→B′(R))) = rel(RefB→B′(R)) = rel(R) for all R ∈ 2B.
Hence, RefB→B′′ is an r-bridge from 2B to 2B

′′
. Consequently, 2B

′′ ≤D
ref 2B.

��
Definition 7. Let A = {2B1, . . . , 2Bp}, with p ≥ 1, a set of qualitative algebras
on D. Then 2B is called a common refinement of A iff 2B ≤D

ref 2Bk for all
k ∈ {1, . . . , p}.
Consider a set A = {2B1, . . . , 2Bp} of qualitative algebras on D, we will define a
common refinement denoted by Ref(A).

In the sequel, we will denote by v(k), with k ∈ {1, . . . , p} and p ≥ 1, the
kth component of a p-tuple v ∈ B1 × · · · × Bp, that is, the basic relation of v
corresponding to Bk.

Definition 8. Let A = {2B1, . . . , 2Bp} be a set of qualitative algebras on D. The
qualitative algebra Ref(A) = 2BRef (A) is defined as follows :

BRef (A) = {
⋂

1≤k≤p

v(k) | v ∈ B1 × · · · × Bp} \ {∅}.

Firstly, let us prove that Ref(A) is well-defined.

Proposition 4. Let A = {2B1, . . . , 2Bp} be a set of qualitative algebras on D.
BRef (A) is a partition scheme on D.

Proof

• We first prove that BRef (A) is a partition of D ×D. For all (a, b) ∈ D ×D,
since each Bk is a partition of D×D, there exists a unique basic relation rk ∈
Bk such that (a, b) ∈ rk. Thus there exists a unique p-tuple v ∈ B1×· · ·×Bp

such that for each k ∈ {1, . . . , p}, (a, b) ∈ v(k) (v is defined by v(k) = rk).
Hence, there exists a unique relation r ∈ BRef (A) such that (a, b) ∈ r.
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• For all 2Bk ∈ A, eq ∈ Bk. Consequently, we can assert that the identity
relation eq onto D is an element of BRef (A).

• Let r ∈ BRef (A) and v the p-tuple of B1 × · · · × Bp such that r =
⋂

k v(k).
By defining the p-tuple v′ ∈ B1 × · · · × Bp by v′(k) = (v(k))� for all k ∈
{1, . . . , p}. We have

⋂
k v′(k) which is a relation belonging to BRef (A) and

which is the converse of r. ��

Let us now prove that the built refinement is the greatest common refinement
of Ref(A) w.r.t. ≤D

ref .

Proposition 5. Let A = {2B1, . . . , 2Bp} be a set of qualitative algebras on D.
Ref(A) is the greatest common refinement of A w.r.t. ≤D

ref .

Proof

• First we show that ∀2Bi ∈ A, Ref(A) = 2BRef (A) is a refinement of 2Bi .
Let 2Bi ∈ A, and r be a basic relation of Bi. Consider an element (a, b) ∈ r.
Denote by rk the basic relation of Bk containing (a, b) for each k ∈ {1, . . . , p}.
Note that ri = r. Let r′ =

⋂
k rk. We have r′ which is a basic relation

belonging to BRef (A), moreover r ⊆ r′. From Proposition 1, we can assert
that Ref(A) ≤D

ref 2Bi.
• Let 2B be a common refinement of A. We now show that Ref(A) ≤D

ref 2B.
Let r ∈ B. Since 2B is a common refinement of A, for all i ∈ {1, . . . , p} there
exists ri ∈ Bi such that r ⊆ ri. Let r′ =

⋂
k rk. We have r′ which is a basic

relation belonging to BRef (A), moreover r ⊆ r′. We can conclude that 2B is
a refinement of Ref(A), that is, 2B ≤D

ref Ref(A). ��

Thus, for each 2Bi ∈ A there exists an r-bridge RefBi→BRef (A) from 2Bi to
Ref(A) defined for each basic relation r ∈ Bi as RefBi→BRef (A)({r}) = {r′ ∈
BRef (A) | r′ ⊆ r}, and for each relation R ∈ 2Bi as RefBi→BRef (A)(R) =⋃
{RefBi→BRef (A)({r}) | r ∈ R}. Then, for each QCN Ni ∈ N defined on 2Bj ∈

A, we translate Ni into an equivalent QCN N ′
i = RefBi→BRef (A)(Ni) on Ref(A)

(cf Definition 5). We then get a set of QCNs N ′ = {N ′
1, . . . , N

′
m} defined on the

same qualitative algebra Ref(A), and we can use a merging process for QCNs
defined on the same qualitative algebra, as described in Section 3.

4.2 Instantiating our Framework on the Star Algebra

The Star algebra [20] is a generalization of two kinds of algebras around cardi-
nal directions distinguished by Frank [7], the coned-shaped directions and the
projection-based directions [12]. It considers relations of the domain D = R2 and
it is set by a level of granularity m. The parameter m specifies the number of
lines which intersect in a reference point B. Each line j, 1 ≤ j ≤ m forms an
angle δj with the reference direction. The plane is split into 4m + 1 zones (2m
half-lines, 2m two-dimensional zones, and the relation eq), forming the partition
scheme ST ARm[δ1, . . . , δm](δ1) on R2. We call such a partition scheme a Star
partition scheme. When all two-dimensional zones are of equal size, we rather
write ST ARm(δ1), with δ1 the angle formed by the first line w.r.t. the reference
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Fig. 6. Three Star partition schemes

direction. The basic relations of a Star partition scheme are numbers from 0 to
4m− 1 identifying a zone, and the relation eq.

Figure 6 depicts three Star partition schemes ST AR2(0), ST AR2(30) and
ST AR3(0). Notice that ST AR2(0) corresponds to the set Bcard.

Let A = {2B1, 2B2 , 2B3} with B1 = ST AR2(0), B2 = ST AR2(30) and B3 =
ST AR3(0).

Let us now suppose that we have to merge a set of QCNs N = {N1, N2, N3}.
The QCNs N1, N2, N3, respectively defined on 2B1, 2B2 and 2B3 , are depicted
in Figure 7.

We aim to get a set N ′ of QCNs equivalent to those of N and defined on the
same qualitative algebra. First, we define the qualitative algebra Ref(A) which
is the greatest common refinement of A. This qualitative algebra is generated
by the partition scheme BRef (A) defined as BRef (A) = {v(1)∩ v(2)∩ v(3) | v ∈
B1×B2×B3, (v(1)∩v(2)∩v(3)) �= ∅}. We obtain from this definition the partition
scheme depicted in Figure 8.

For each2Bi ∈ A, recall that thebridge from2Bi toRef(A) is defined for eachba-
sic relation r ∈ Bi as RefBi→BRef (A)({r}) = {r′ ∈ BRef (A) | r′ ⊆ r}, and for each
relation R ∈ 2Bi by RefBi→BRef (A)(R) =

⋃
{RefBi→BRef (A)({r}) | r ∈ R}. Then

for each Bi ∈ A, using the bridge RefBi→BRef (A) from 2Bi to Ref(A) we trans-
late each QCN Ni ∈ N on 2Bi into an equivalent QCN N ′

i = RefBi→BRef (A)(Ni)
on Ref(A) (cf Definition 5). Figure 9 depicts the three QCNs N ′

1, N ′
2 and N ′

3 on
Ref(A).

{0}

{1, 2, 3}
{6, eq, 2}

{0, 1}

{0}

{3} {9}

{10, 11, eq, 0}

{3, 4, 5}

{5, 6}

with B3 = STAR3(0))

v2 v3

v0 v1

v2 v3

v0 v1

v2 v3

v0 v1

N2 (defined on 2B2 , N3 (defined on 2B3 ,N1 (defined on 2B1 ,
with B2 = STAR2(30))with B1 = STAR2(0))

Fig. 7. The set N of three QCNs defined on different Star partition schemes
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{2, 3, 4,

{2}

{9, 10}

{0}

{1, 2, 3, 4, 5,
6, 7, 8, 9}

{16, eq, 6}

5, 6, 7}

{9, 10, 11}

{18, 19, eq, 0}

{15, 16, 17}
{5, 6, 7,

8, 9}

N ′
3 (defined on Ref(A))

v2 v3

v0 v1

v2 v3

v0 v1

v2 v3

v0 v1

N ′
1 (defined on Ref(A)) N ′

2 (defined on Ref(A))

Fig. 9. The three QCNs N ′
1, N ′

2 and N ′
3 defined on Ref(A)

We get a set N ′ = {N ′
1, N

′
2, N

′
3} of QCNs defined on the same qualitative

algebra, with each N ′
i equivalent to Ni ∈ N . Thus we can use a merging pro-

cess for QCNs defined on the same qualitative algebra as the one described in
Section 3.

Let us now point out an interesting property when elements of A are all Star
algebras. Consider again the partition scheme Ref(A) on Figure 8, and recall
that Ref(A) is a common refinement of three Star algebras. We can notice
that BRef (A) is the Star partition scheme ST AR5[0, 30, 60, 90, 120](0). More
generally, the following proposition holds:

Proposition 6. Let A be a set of Star algebras. Then Ref(A) is a Star algebra.

For lack of space, we will omit the proofs of the propositions in the sequel.

5 Another Alternative: Toward a Common Abstraction

5.1 The Model

In the previous section we explained how to associate to each input QCN on a
qualitative algebra 2Bi ∈ A a QCN which is defined on the greatest common
refinement Ref(A). The merging method described in [4] can now be used since
each QCN is translated into an equivalent QCN on the same qualitative algebra.
However the number of basic relations of BRef (A) can be large and this number
has an important role in the next step of the merging process (see Section 3).
In this section, instead of translating the QCNs into a common refinement of A,
we look at the consequences of using a common abstraction of A, a notion we
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first have to define. The notion of abstraction is dual to the notion of refinement
and is given by the following definition.

Definition 9. Let 2B and 2B
′

be two qualitative algebras on D. 2B
′

is an ab-
straction of 2B iff 2B is a refinement of 2B

′
.

Assume 2B
′
to be an abstraction of 2B. Recall that there exists a unique r-bridge

RefB′→B from 2B
′

to 2B which is an injective, not necessary bijective function
(in case of a bijective function, we have 2B

′ ≤D
ref 2B and 2B ≤D

ref 2B
′
, namely

2B = 2B
′
since ≤D

ref is an ordering relation). Thus in the general case we cannot
find an r-bridge RefB→B′ from 2B to 2B

′
. This means that while it is always

possible to translate a QCN on 2B
′
to an equivalent QCN on 2B (cf Proposition

2), in general the inverse is not possible.
However we can define a “weaker” bridge from 2B to 2B

′
: we consider the

mapping AbsB→B′ from 2B to 2B
′

such that for each basic relation r ∈ B,
AbsB→B′({r}) is the relation {r′} of 2B

′
such that r′ ⊇ r, and for each rela-

tion R of 2B, AbsB→B′(R) =
⋃
{AbsB→B′({r}) | r ∈ R}. We will call such a

mapping AbsB→B′ an a-bridge from 2B to 2B
′
.

Example 4. Consider again the qualitative algebras 2Bcard and 2Bcard2 (cf Example
2) and recall that 2Bcard ≤ref 2Bcard2. For example, we have AbsBcard→Bcard2({nw}) =
{W} and AbsBcard→Bcard2({sw, s}) = {W, s}.

Definition 10. Let N = (V, C′) be a QCN defined on 2B, and 2B
′
be an abstrac-

tion of 2B. We define the QCN AbsB→B′(N) = (V, C) on 2B
′

as ∀vi, vj ∈ V ,
Cij = AbsB→B′(C′

ij).

For any QCN N on 2B, its translation AbsB→B′(N) on 2B
′
is not an equivalent

QCN in the general case. Nevertheless, we have the following weaker property.

Proposition 7. Let N be a QCN defined on 2B, and 2B
′
be an abstraction of

2B. We have Sol(N) ⊆ Sol(AbsB→B′(N)).

This means that the translation AbsB→B′(N) of a QCN N on 2B can be viewed
as an approximation of N .

Now similarly to Definition 5, we define the notion of common abstraction.

Definition 11. Let A = {2B1 , . . . , 2Bp} be a set of qualitative algebras on D.
Then 2B is called a common abstraction of A iff ∀2Bk ∈ A, 2Bk ≤ref 2B.

We claim that a common abstraction of a set A of qualitative algebras on D
always exists. Indeed consider the partition scheme B �= on D with B �= = {eq, (D×
D) \ eq}. Then it is easy to see that 2B �= is an abstraction of any qualitative
algebra on D.

Definition 12. Let A = {2B1 , . . . , 2Bp} be a set of qualitative algebras on D.
The qualitative algebra Abs(A) = 2BAbs(A) is defined as follows:

BAbs(A) = {r | ∀Bk ∈ A, ∃Rk ∈ 2Bk : Rel(Rk) = r
and �r′ ⊂ r : ∀Bk ∈ A, ∃R′

k ∈ 2Bk : Rel(R′
k) = r′}.
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We claim that Abs(A) is well defined and is the least common abstraction of A.
Similarly to Propositions 4 and 5, the following proposition holds:

Proposition 8. Let A = {2B1, . . . , 2Bp} be a set of qualitative algebras on D.

- BAbs(A) is a partition scheme on D.
- Abs(A) is the least common abstraction of A.

Therefore, the process consists in translating each QCN Ni defined on 2Bj ∈ A in
a QCN N ′

i = AbsBj→BAbs(A)(Ni) on Abs(A), using the a-bridge
AbsBj→BAbs(A) from Bj to Abs(A). We get a new set N ′ of QCNs defined on
Abs(A) which are approximations of the QCNs of N . Although we do not get
equivalent QCNs, the counterpart is that since the size of the partition scheme
BAbs(A) is much smaller than the size of BRef (A), we reduce the complexity of
the following step of the merging process, namely, merging the set of the trans-
lated QCNs defined on the same qualitative algebra. Furthermore, since this
method provides a set of QCNs N ′ which are approximations of the initial set of
QCNs N , each translated QCN N ′

i ∈ N ′ admits a larger set of solutions than its
corresponding QCN Ni ∈ N . Then in some cases, even if the QCNs of the initial
set N are conflicting (namely, if they do not admit any common solution), the
translated QCNs of N ′ can be not conflicting. Thus, this method can be viewed
as a first step to deal with contradictions.

5.2 An Example on the Star Algebra

Similarly to Proposition 6, notice that the following proposition holds:

Proposition 9. Let A be a set of Star algebras. Then Abs(A) is a Star algebra.

Now consider the three Star partition schemes ST AR3[0, 45, 90](0),
ST AR4[0, 60, 90, 150](0) and ST AR4[0, 30, 90, 120](0) depicted in Figure 10 and
forming the set A. The partition scheme of the least common abstraction Abs(A)
is depicted in this same figure.

Let N = {N1, N2, N3} be the three QCNs respectively defined on 2B1 , 2B2

and 2B3, with B1 = ST AR3[0, 45, 90](0), B2 = ST AR4[0, 60, 90, 150](0) and
B3 = ST AR4[0, 30, 90, 120](0) (these three partition schemes are depicted in
Figure 10). Figure 11 depicts the three QCNs of N and their translation to their
least common refinement Abs(A) (with BAbs(A) = ST AR2(0)), forming the set
N ′ = {N ′

1, N
′
2, N

′
3}.

Let R1 be the relation of 2B1 with R1 = {1, 2}, and R2 be the relation of
2B2 with R2 = {2, 3}. We can notice that the constraint between v0 and v1 is
assigned to R1 in N1 and this same constraint is assigned to R2 in N2. Since
rel(R1) ∩ rel(R2) = ∅ (see Figure 10), there does not exist any solution of both
N1 and N2. Thus the QCNs of N are conflicting. Nevertheless, the QCNs of N ′

are not conflicting, since there exists a consistent scenario of all QCNs of N ′.
This consistent scenario is depicted in Figure 12. In this example there is no
need to apply a merging process of the set N ′ a posteriori.

Let QAD be the set of all qualitative algebras on D. From Propositions 5 and
11, there is a particular structure induced by the ordering ≤D

ref on QAD:
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Fig. 11. Three QCNs and their translation to their least common abstraction Abs(A)

Lemma 1. (QAD,≤D
ref ) is a lattice, namely, ∀2B, 2B

′ ∈ QAD, 2B and 2B
′
have

a least upper bound Abs(2B, 2B
′
) and a greatest lower bound Ref(2B, 2B

′
).

Notice that the lattice is not bounded, since for any qualitative algebra 2B of
QAD, we can find a qualitative algebra 2B

′
of QAD such that 2B

′ ≤D
ref 2B and

not 2B ≤D
ref 2B

′
. However, the lattice has an upper bound, which corresponds

to the qualitative algebra 2B �= , with B �= = {eq, (D ×D) \ eq}.



122 J.-F. Condotta et al.

{7}

{5}

{7}{0} {6}

{1}

σ ∈ ([N1] ∩ [N2] ∩ [N3])

v0

v1 v3

v2v2 v3

v0 v1

Fig. 12. A consistent scenario of all QCNs N ′
i ∈ N ′

6 Conclusion and Perspectives

In this paper, we addressed the problem of merging qualitative constraint net-
works (QCNs) when defined on different qualitative formalisms. The extension
proposed here consists of translating the input QCNs into a common formal-
ism. Therefore it is an upstream process to existing methods dealing with QCNs
which are defined on the same formalism. We established a structure for all
qualitative algebras which consider relations defined on the same domain. This
structure is given by a weak partial ordering relation and forms a lattice over
the qualitative algebras. The relation is based on the dual notions of refinement
and abstraction, allowing us to define bridges between these qualitative algebras.

We are currently implementing the structure into QAT (Qualitative Algebra
Toolkit) [5], a JAVA library allowing us to handle QCNs. An experimental study
has to be made to measure the interest of using common abstractions instead of
common refinements for the QCNs merging problem.

A future work will pursue study about the properties of this structure and
about the links between qualitative algebras. This could allow us to increase the
range of this work. For example, we will investigate the correspondences (in terms
of consistency) between a QCN and its “translation” using the bridges involved
by the structure. Indeed, translating an inconsistent QCN into another one using
a well-chosen bridge could lead to restore the consistency of the QCN. We also
intend to include subalgebras in the structure in order to define some bridges
(in terms of refinements/abstractions) between qualitative algebras and their
subalgebras (in particular their tractable subclasses), and study the consequences
on the QCNs. We will also study how to define a bridge between heterogeneous
formalisms, depending on a degree of compatibility between the related relations.
In order to deal with this very general setting, we will have to think about new
and possibly weaker structures.
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Abstract. Conceptual neighborhood graphs are similarity-based schemata of 
spatial/temporal relations. This paper proposes a semi-automated method for 
deriving a conceptual neighborhood graph of topological relations, which 
shows all pairs of relations between which a smooth transformation can be  
performed. The method is applicable to various sets of topological relations  
distinguished by the 9+-intersection. The method first identifies possible primi-
tive-level transitions, combines those primitive-level transitions, and removes 
invalid combinations that do not satisfy some necessary conditions. As a dem-
onstration, we develop conceptual neighborhood graphs of topological region-
region relations in Թଶ, ॺଶ, and Թଷ, topological relations between a directed line 
and a region in Թଶ, and Allen’s interval relations. 

Keywords: conceptual neighborhood graphs, conceptual neighbors, topological 
relations, 9+-intersection, smooth transformation. 

1   Introduction 

Conceptual neighborhood graphs [1] (in short, CN-graphs) are similarity-based 
schemata of spatial/temporal relations, in which pairs of relations called conceptual 
neighbors are linked. Conceptual neighbors are, in the original sense, a pair of rela-
tions between which a smooth transformation can be performed [1]. CN-graphs have 
been developed for various relation sets (for instance, [1-11]) in order to schematize 
the relations and analyze their properties. CN-graphs are also used in qualitative spa-
tio-temporal reasoning to infer possible transitions of spatial configurations [2, 7, 12] 
or to relax constraints in constraint networks [13]. 

In previous studies, conceptual neighbors are sometimes determined by a specific 
type of smooth transformations [4, 8, 9, 11] or even another similarity measures 
[4, 14]. As a result, some CN-graphs show only a small portion of relation pairs be-
tween which a smooth transformation can be performed and, therefore, they are insuf-
ficient for inferring possible transitions of spatial configurations. In addition, the di-
versity of conceptual neighbors is confusing for the users of CN-graphs. Nevertheless, 
various types of conceptual neighbors have been developed, because for each relation 
set a specific type of conceptual neighbor allows quick development of a schematic 
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CN-graph (e.g., [2, 4, 8, 9, 11, 14]), whereas identifying all possible smooth transfor-
mations between relations is usually a time-consuming and error-prone process. 

To tackle these problems in terms of topological relations, we propose a semi-
automated method for deriving a CN-graph of a given set of topological relations. The 
derived CN-graph shows all pairs of topological relations between which a smooth 
transformation can be performed. This method is powerful, because (i) the process of 
detecting potential neighbors is fully automated and (ii) the method is applicable to a 
variety of topological relations distinguished by the 9+-intersection [9, 15]. With the 
9+-intersection and its universal constraints [15], we can easily identify a set of topo-
logical relations between arbitrary combination of objects. Once a set of topological 
relations is identified, it is able to schematize these relations quickly and analyze their 
properties based on the CN-graph derived by our method. 

In this paper, we focus on the topological relations in 1D, 2D and 3D Euclidian 
spaces (Թଵ , Թଶ , and Թଷ ,), 1-sphere ॺଵ  (i.e., a linear loop), and 2-sphere ॺଶ  (i.e., a 
spherical surface). Region refers to a surface embedded in a 2D or 3D space. Simple 
regions are regions without holes, spikes, cuts, and disconnected interior parts. 

The remainder of this paper is structured as follows: Section 2 reviews the related 
studies on CN-graphs. Section 3 summarizes the major concepts of the 9+-
intersection. Section 4 redefines conceptual neighbors and introduces the families of 
conceptual neighbors. Section 5 describes our method for deriving CN-graphs. As a 
demonstration, Section 6 derives several CN-graphs. Finally, Section 7 concludes 
with a discussion of future problems. 

2   Conceptual Neighbors: Definitions and Applications 

The idea of CN-graphs was proposed by Freksa [1] in order to analyze Allen’s [16] 
interval relations. He linked two interval relations as conceptual neighbors if a smooth 
transformation can be performed between them. He distinguished three types of 
smooth transformations; moving (dragging) an endpoint of one interval while keeping 
the location of another endpoint, sliding one interval entirely, and stret-
ching/shortening one interval. These three types of smooth transformations yield three 
types of conceptual neighbors, namely A-, B-, and C-neighbors. Fig. 1a shows the 
CN-graph formed by these three types of conceptual neighbors. 

After Freksa’s proposal, conceptual neighbors of relations have been discussed not 
only for interval relations [1, 5], but also for topological relations [2, 4, 8-10, 17] and 
other qualitative spatial relations (for instance, [3, 6, 7, 11, 18]). An early example is 
[2], in which Egenhofer and Al-Taha developed a CN-graph of topological region-
region relations in Թଶ  (Fig. 1b). They first developed an approximated graph, in 
which each relation was connected to the relations with the smallest number of differ-
ent elements in their 9-intersection matrices [19]. This approach, later called the snap-
shot model, enables us to identify the conceptual neighbors of topological relations 
computationally, even though the meaning of conceptual neighbors is not the same as 
that based on the possibility of smooth transformations. 
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Egenhofer and Mark [4] developed two CN-graphs of topological line-region rela-
tions in Թଶ; one was based on the snapshot model and another was based on the pos-
sibility of smooth transformations (only those established by dragging either endpoint 
or interior of the line). Fig. 1c shows the latter CN-graph. The developed two graphs 
had similar structures, but the former graph was planar while the latter one was more 
complicated (Fig. 1c). 

Kurata and Egenhofer [8] developed a CN-graph of topological relations between 
two directed lines (DLines) in Թଶ  based on the snapshot model. Interestingly, the 
same graph can be derived based on the possibility of smooth transformations by 
dragging either the starting point, interior, or ending point of the DLine while main-
taining the intersection state of non-dragged parts of the DLine. The same type of 
smooth transformations were used in [9] as a foundation for developing a CN-graph 
of topological DLine-region relations in Թଶ (Fig. 1d). 

In many studies on qualitative spatial relations, CN-graphs are used to schematize 
the sets of spatial relations of concern. If the relations are arranged appropriately in a 
diagrammatic space, the CN-graph highlights several properties of the relations, such 
as pairs of converse relations and symmetric relations. Making use of this schematic 
 

 

 

Fig. 1. CN-graphs of (a) Allen’s interval relations [1], (b) topological region-region relations in Թଶ [19], (c) topological line-region relations in Թଶ [4], and (d) topological DLine-region rela-
tions in Թଶ [9] 
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Fig. 2. A CN-graph-based icon that represents a subset of topological line-line relations in Թଶ 

appearance, some studies introduced the CN-graph-based icons that represent a subset 
of spatial relations by black nodes [6, 9, 14] (Fig. 2). Such icons are useful, because 
(i) computational operations on the spatial relations often result in the sets of relations 
that form a cluster in a CN-graph [8, 20] and similarly (ii) linguistic expressions that 
describe spatial arrangements often correspond to the clusters of relations in a CN-
graph [9, 21, 22] (Fig. 2). 

In qualitative spatio-temporal reasoning, CN-graphs have more roles. One is to list 
every possible transitions of spatial relations [2, 7, 12]. Such information is used, for 
instance, to infer a possible sequence of spatial configurations between two snapshots 
of spatial scenes. Another role of CN-graphs emerges when we have to relax con-
straints in constraint networks. Qualitative spatial calculi use constraint networks in 
which each constraint represents possible relations between objects. If a constraint 
network turns out to be inconsistent but we still want to find a certain constraint sce-
nario, the constraints are relaxed by adding neighboring relations [13]. 

3   The 9+-intersection 

The 9+-intersection [9] is a model of topological relations, which extends the 9-
intersection [19]. Both models presume the distinction of three topological parts of 
spatial objects, namely interior, boundary, and exterior. Based on point-set topology 
[23], the interior of a spatial object ܺ, denoted ܺ°, is defined as the union of all open 
sets contained in ܺ, ܺ’s exterior ܺି is defined as the union of all open sets that do not 
contain ܺ, and the boundary ∂ܺ  is defined as the difference between ܺି’s comple-
ment and  ܺ°. In the 9-intersection, the topological relations between two objects are 
distinguished typically by the presence or absence of pairwise intersections of their 
topological parts. On the other hand, the 9+-intersection considers the pairwise inter-
sections of the objects’ topological primitives. Topological primitives are self-
connected and mutually-disjoint subsets of the objects’ topological parts. The concept 
of topological primitives is useful when a certain topological part of the objects con-
sists of multiple disjoint subparts. For instance, the boundary of a simple line consists 
of two distinctive points. By distinguishing these two points as different topological 
primitives, the 9+-intersection can capture the topological relations between a directed 
line and another object. 

In the 9-intersection, the presence/absence of pairwise intersections of topological 
parts is represented by an icon with 3×3 black-and-white cells (Fig. 3a) [21]. Follow-
ing this convention, in the 9+-intersection, the presence/absence of pairwise intersec-
tions of topological primitives is represented by a nested icon like Fig. 3b [9].  
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Fig. 3. Iconic representations of topological relations in (a) the 9-intersection and (b) the 9+-
intersection 

In the 9+-intersection, topological primitives are classified according to their spatial 
dimensions (0D-3D) and boundedness (bounded, looped, and unbounded, represented 
by prefixes B-, L-, and U-, respectively) [15]. For instance, the interior, boundary, and 
exterior of a region in Թଶ belong to B-2D, L-1D, and U-2D, respectively. With these 
notations, the structure of each object can be represented by a structure graph, which 
shows the class and connectivity of all primitives of the object (Fig. 4) [15]. 

 

 

Fig. 4. Representations of the topological structures of (a) a simple region and (b) a directed 
line, both embedded in Թଶ 

4   Conceptual Neighbors and Their Families 

In this section, we redefine the conceptual neighbors of topological relations, and then 
introduce two families of the conceptual neighbors. First, we redefine the conceptual 
neighbors of (generic) spatial/temporal relations, following Freksa’s [1] original no-
tion of conceptual neighbors. Let ज be a set of spatial/temporal relations between two 
objects A and B. 

Definition (conceptual neighbor): A relation ݎ௜ א ज is called a conceptual neighbor 
of a relation ݎ௝ א ज ך ሼݎ௜ሽ if at least one instance of ݎ௝ can switch directly to ݎ௜ by a 
smooth transformation of the configuration (i.e., switch to ݎ௜ without passing through 
any third relation ݎ௞ א ज ך ൛ݎ௜,  .(.(௝ൟݎ

This definition leaves the interpretation of smooth transformations open. For deter-
mining conceptual neighbors of topological relations, we follow the following defini-
tion of smooth transformations: 
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Definition (smooth transformation): A smooth transformation of a configuration of 
two objects in a space ࣭ is to deform the shape of either or both objects continuously 
in ࣭, without changing the topological structure of each object. 

Recall that the topological structure of each object is represented by the structure 
graph (Fig. 4). This definition is generic, covering various types of smooth transfor-
mations such as rotation, translation, expansion/contraction, and deformation by 
dragging a part of an object.  

When judging the conceptual neighborhood of two topological relations, we do not 
lose generality if we consider the deformation of only one object in a relativistic view. 
Thus, to simplify discussion, let us consider that an object A is deformed while an 
object B is fixed. Then, B’s primitives are regarded as the partitions of the 
space,  denoted च ൌ ሼ ௜࣪ሽ , because B’s primitives are jointly exhaustive, pairwise 
disjoint, and now fixed in the space.  

By A’s deformation, A’s primitive ܽ௫ may experience one or more of the following 
primitive-level events: 

 

• propagation: ܽ௫, which initially intersects with a partition ௜࣪ , gains a sequence of 
intersections with ௜࣪  and its adjacent partition ௝࣪  (Figs. 5a1-a2); 

• inverse-propagation: ܽ௫, which initially has a sequence of intersections with two 
adjacent primitives ௜ܲ  and ௝࣪ , loses the intersection with ௝࣪  while keeping the in-
tersection with ௜ܲ  (Figs. 5a1-a2);  

• penetration: ܽ௫, which initially intersects with a partition ௜࣪, gains a sequence of 
intersections with ௜࣪ , ௜࣪ ’s adjacent primitive ௝ܲ , and ௝࣪ ’s adjacent primitive ௞ܲ 
(Figs. 5b1-b2); 

• inverse-penetration: ܽ௫, which initially has a sequence of intersections with three 
adjacent primitives ௜࣪ , ௜࣪ , and ௞ܲ  (where ௝࣪  is adjacent to both ௜࣪  and ௞ܲ), loses 
the intersections with ௝࣪  and ௞ܲ while keeping the intersection with ௜࣪  (Figs. 5b1-
b2); 

• transfer+: ܽ௫ becomes intersecting with a partition ௜࣪  and not intersecting with one 
or more of ௜࣪’s lower-dimensional adjacent partitions (Figs. 5c1-c4); and 

• transfer–: ܽ௫ becomes not intersecting with a partition ௜࣪  and intersecting with one 
or more of ௜࣪’s lower-dimensional adjacent partitions (Figs. 5c1-c4); 

Otherwise, ܽ௫  does not gain or lose any intersection. Note the difference of the  
expressions to become intersecting with X and to gain an intersection with X. The 
former expression presumes the absence of intersections with X before the smooth 
transformation, while the latter one does not. This implies that transfer+ and transfer– 
always yield a change in the intersection state of the primitive, but propagation and 
penetration do not necessarily (e.g., Fig. 5b2). Similarly, to become not intersecting 
with X presumes the absence of intersections with X after the smooth transformation, 
while to lose an intersection with X does not. 

 
 



130 Y. Kurata 

 

Fig. 5. Examples of primitive-level events 

There are certain dependences between the primitive-level events that the primi-
tives of one object may experience at the same time. For instance: 

 

• in Fig. 5a2, the propagation of the B-1D is triggered by the transfer of the 0D; 
• in Fig. 5b1, the penetration of the B-2D is triggered by the propagation of the L-

1D; and 
• in Fig. 5c2 the transfer– of the B-1D triggers the transfer– of the 0D. 

When a primitive-level event triggers other primitive-level events, the set of these 
events is called an event sequence. We consider that a primitive-level event, which 
does not trigger other primitive-level events, also forms an event sequence by itself. 

Now we are ready to introduce two families of conceptual neighbors, called SE-
neighbor (Single-Event-based neighbor) and SES-neighbors (Single-Event-Sequence-
Based neighbors):  

Definition (SE-neighbor): A relation ݎ௜ א ज is called a SE-neighbor of a relation ݎ௝ א ज ך ሼݎ௜ሽ if an instance of ݎ௝ can switch directly to ݎ௜  by a smooth transformation 
where only one of A’s primitives experiences only one primitive-level event (Fig. 6a) 

Definition (SES-neighbor): A relation ݎ௜ א ज is called a SES-neighbor of a relation ݎ௝ א ज ך ሼݎ௜ሽ if an instance of ݎ௝ can switch directly to ݎ௜  by a smooth transformation 
where all primitive-level events that A’s primitives experience jointly form one event 
sequence (Fig. 6b) 
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Fig. 6. Smooth transformations, which establish (a) SE-neighbors, (a-b) SES-neighbors, and (a-
c) conceptual neighbors, respectively 

The definition of SE-neighbors generalizes the definition of concept neighbors of 
DLine-related relations in [9], while that of SES-neighbors generalizes the definition 
of conceptual neighbors of line-region relations in [4]. All SE-neighbors of a relation ݎ௜  are also SES-neighbors of ݎ௜, and all SES-neighbors of ݎ௜ are also conceptual neigh-
bors of ݎ௜ (Figs. 6a-c). As a result, given a set of topological relations, the set of SE-
neighbors are a subset of SES-neighbors, while the set of SES-neighbors are a subset 
of conceptual neighbors. Neighborhood graphs based on SE- and SES-neighbors are, 
therefore, potentially useful when the CN-graphs need to be simplified for visualiza-
tion.  

5   A Method for Deriving CN-graphs 

Given a set of relations, the process of deriving its CN-graph is divided into two 
steps; first, all pairs of conceptual neighbors are identified. By linking these pairs, we 
already obtain a CN-graph in a mathematical sense. However, we often go one further 
step, in which the relations are arranged in a diagrammatic space, such that the CN-
graph looks visually schematic. This study focuses on the first step, while the second 
step is left for other studies (e.g., [17]).  

Our method is summarized as follows: for each relation ݎ௜ in a given set of topo-
logical relations ज, the potential conceptual neighbors of ݎ௜, called ݎ௜’s neighbor can-
didates, are derived computationally. Then, people manually check the validity of 
each neighbor candidate; i.e., whether ݎ௜ has a geometric instance that switches direct-
ly to the relation of the neighbor candidate by a smooth transformation. Fig. 7 illu-
strates the process of deriving the neighbor candidates of covers relation. Since our 
method is based on the 9+-intersection, relations are represented by the 9+-intersection 
icons. First, the 9+-intersection icon for ݎ௜ is decomposed into rows. For each row, all 
possible patterns resulting from a smooth transformation are derived, using pre-
computed lists of possible primitive-level transitions (Section 5.1). These possible 
patterns of each row are combined to rebuild the 9+-intersection icons. From these 
icons, some are removed if they do not represent any relation in ज. In addition, some 
are removed if they do not satisfy the necessary conditions in Section 5.2. We also 
conduct a similar process, starting from the decomposition of the 9+-intersection icon 
into columns. Finally, we pick up the icons derived from both processes, which 
represent ݎ௜’s neighbor candidates. For instance, the process in Fig. 7 results in three 
icons, which indicate that contains, equal, and overlap relations are the potential con-
ceptual neighbors of covers relation. 
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Fig. 7. A process of deriving the potential conceptual neighbors of covers relation 

5.1   Listing Possible Primitive-Level Transitions  

In order to list all possible primitive-level transitions, we first have to identify all 
intersection states (i.e., the patterns of rows/columns) that each primitive may take. 
The set of intersection states that a primitive ݌ may take depends on ݌’s class (0D,  
B-1D, etc.) and the structure of the partner object (Fig. 8). Practically, this set is iden-
tified simply by listing all patterns of the 9+-intersection icon’s row/column that cor-
responds to the primitive ݌ . For instance, from the eight 9+-intersection icons in 
Fig. 1b that represent the topological region-region relations in Թଶ, we can find that 
the region’s interior primitive (B-2D), boundary primitive (L-2D), and exterior primi-
tive (U-2D) may take three, six, and two intersection states when the partner object is 
a simple region in Թଶ (Figs. 8b-d). Precisely speaking, this solution does not exclude 
the possibility that B-2D, L-2D, and U-2D may theoretically take other intersection 
states, but these additional intersection states, if they exist, are not relevant for deriv-
ing conceptual neighbors. 

Next, for each of ݌ ’s possible intersection states, we judge the possibility of  
transitions to other intersection states by a smooth transformation. During a smooth 
transition, ݌  may experience primitive-level events (propagation, penetration, in-
verse-propagation, inverse-penetration, transfer+, and transfer–) that may yield a 
 

 

 

Fig. 8. Possible intersection states of 0D, B-1D, L-1D, B-2D, and U-2D primitives when the 
partner object is a simple region in Թଶ 
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change of ݌’s intersection state (Section 4). What primitive-level events may occur is 
restricted by the following constraints (suppose the primitives of the partner object 
form the partitions च ൌ ሼ ௜࣪ሽ and ݌ initially intersects with all partitions in च୧୬୧୲ ك च 
but not others): 
 

becomes intersecting with ௜࣪ ݌ may experience a propagation in which ݌ • א)  च is not 0D and ௜࣪ ݌ च୧୬୧୲) only ifך  has an adjacent partition in च୧୬୧୲ with which ݌ in-
tersects before and after the smooth transformation (Figs. 5a1-5a2); 

݌ •  may experience an inverse-propagation in which ݌  becomes not intersecting 
with ௜࣪ א)  च୧୬୧୲) only if ௜࣪  has an adjacent partition in च୧୬୧୲ with which ݌ inter-
sects before and after the smooth transformation (Figs. 5a1-5a2);  

becomes intersecting with ௜࣪ ݌ may experience a penetration in which ݌ •  and ௝࣪  
א) च ך च୧୬୧୲, dimሺ ௜࣪ሻ ൏ ݀݅݉൫ ௝࣪൯) only if ݌ is not 0D, ௜࣪  and ௝࣪  are adjacent, and च୧୬୧୲ contains a ௜࣪’s adjacent higher-dimensional partition with which ݌ intersects 
before and after the smooth transformation (Figs. 5b1-5b2); 

becomes not intersecting with ௜࣪ ݌ may experience an inverse-penetration in which ݌ •  and ௝࣪ א)  च୧୬୧୲ , dimሺ ௜࣪ሻ ൏ ݀݅݉൫ ௝࣪൯) only if ௜࣪  and ௝࣪  are adjacent, च୧୬୧୲ ൛ך ௜࣪ , ௝࣪ൟ contains a ௜࣪’s adjacent higher-dimensional partition with which ݌ inter-
sects before and after the smooth transformation (Figs. 5b1-5b2);  

may experience transfer+ in which ܽ௫ becomes intersecting with ௜࣪ ݌ • א)  च ך च୧୬୧୲) 
and not intersecting with a set of partitions च୪୭ୱୣ (ك च୧୬୧୲) only if च୪୭ୱୣ contains a ௜࣪’s adjacent lower-dimensional partition; and 

may experience transfer– in which ܽ௫ becomes not intersecting with ௜࣪ ݌ • א)  च୧୬୧୲) 
and intersecting with a set of partitions च୥ୟ୧୬ (ك च ך च୧୬୧୲) only if च୥ୟ୧୬ contains 
a ௜࣪’s adjacent lower-dimensional partition. 

With these constraints we can identify all possible intersection states of ݌ resulting 
from a smooth transformation. By repeating this process for every intersection state  
 

Table 1. Possibility of primitive-level transitions of a B-1D primitive when the partner object is 
a simple region in Թଶ. The primitive-level events that establish the transitions are also indicated 
(pr: propagation, pe: penetration, ipr: inverse-propagation, ipe: inverse-penetration, tr+: trans-
fer+, and tr–: transfer–). 
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that ݌ may take, we obtain a table of possible transitions of p’s intersection state. For 
instance, Table 1 shows the possible transitions of the intersection state of a B-1D 
primitive (e.g., a DLine’s interior) when the partner object is a simple region in Թଶ.. 

We can see that some transitions presume multiple primitive-level events. 

5.2   Necessary Conditions 

Given the neighbor candidates that are derived as the combination of primitives’ poss-
ible intersection states resulting from a smooth transformation, the following five 
conditions are used to remove invalid candidates. The last four conditions were rele-
vant to the dependency between primitive-level events.  

 
• If ܽ௫ is entirely contained by ௜࣪ before the smooth transformation, then ܽ௫ cannot 

contain ௜࣪  entirely after the smooth transformation, and vice versa (Fig. 9a) be-
cause there must be a moment that ܽ௫ is equal to ௜࣪; 

• If A’s primitive ܽ௫ experiences a penetration in which A becomes intersecting with 
two adjacent partitions ௜࣪ and ௝࣪  (dimሺ ௜࣪ሻ ൏ dim൫ ௝࣪൯), then A must have at least 
one primitive that is ܽ௫’s lower-dimensional neighbor and intersects with ௜࣪  before 
the smooth transformation and with ௝࣪  after it (Fig. 9b); 

• Conversely, if ܽ௫ experiences an inverse-penetration in which A becomes not in-
tersecting with ௜࣪ and ௝ܲ (dimሺ ௜࣪ሻ ൏ dim൫ ௝࣪൯), then A must have at least one pri-
mitive that is ܽ௫’s lower-dimensional neighbor and intersects with ௝࣪  before the 
smooth transformation and with ௜࣪ after it; 

 

 

Fig. 9. Illustration of necessary conditions: (a) if B-2D is entirely contained by ܴ°, it cannot 
contain ܴ° entirely after the smooth transformation, (b) in order for B-1D to experience a pene-
tration, 0D (B-1D’s neighbor) should intersect with ߲ܴ before the smooth transformation and ܴ° after it, and (c) in order for B-2D to gain an intersection with ܦ°, L-1D (B-2D’s neighbor) 
should intersects with ܦ°, ߲௦ܦ, or ߲௘ܦ before the smooth transformation 
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• If ܽ௫ , which initially intersects only with an equal-dimensional partition ௜࣪ , be-
comes intersecting with ௜࣪’s adjacent lower-dimensional partition ௝࣪ , then A must 
have at least one primitive that is ܽ௫’s lower-dimensional neighbor and intersects 
with either ௝࣪  or one of ௝࣪ ’s adjacent lower-dimensional partitions before the 
smooth transformation (Fig. 9c); and 

• Conversely, if ܽ௫, which initially intersects with a lower-dimensional partition ௜࣪ , 
becomes intersecting only with an equal-dimensional partition ௝࣪  that is adjacent to ௜࣪ , then A must have at least one primitive that is ܽ௫’s lower-dimensional neighbor 
and intersects with either ௜࣪  or one of ௜࣪’s adjacent lower-dimensional partitions 
after the smooth transformation. 

6   Case Studies 

To demonstrate the potential of the method proposed in Section 5, this section derives 
CN-graphs of five relation sets—topological region-region relations in Թଶ, ॺଶ , and Թଷ, Allen’s [16] interval relations, and topological DLine-region relations in Թଶ—and 
compares them with the CN-graphs reported in previous studies. Recall that, given a 
set of n relations, our method computationally derives the potential conceptual neigh-
bors of each relation. After checking the validity of these potential neighbors, we 
obtain a n×n Boolean matrix that shows the neighborhoods of the relations. How to 
represent these neighborhoods in a diagrammatic space is not supported by the current 
method, but in this section we visualized the CN-graphs such that they look schematic 
and structurally similar to existing CN-graphs (Figs. 10-13). 

Case 1: Topological relations between two regions in Թ૛ 
The 9-intersection (and naturally the 9+-intersection as well) distinguishes eight re-
gion-region relations in Թ2 [19]. We computed the potential conceptual neighbors of 
these eight relations. We found that these potential neighbors are all valid. In addition, 
we found they are symmetric (i.e., if r1 is a conceptual neighbor of r2, then r2 is also a 
conceptual neighbor of r1). Fig. 10a shows the CN-graph we obtained. This CN-graph 
is exactly identical to the CN-graph developed by Egenhofer and Al-Taha [2] based 
on the possibility of smooth transformations (Fig. 1b).  

Case 2: Topological relations between two regions in ॺ૛ 
The 9-intersection (and the 9+-intersection as well) distinguishes eleven region-region 
relations in a spherical surface [14]. Again, we found that all computationally-derived 
potential conceptual neighbors of these relations are valid and symmetric. The ob-
tained CN-graph (Fig. 10b) contains the CN-graph in Fig. 10a as a sub-graph and 
three more relations specific to ॺ2 (embraces, attaches, and entwined). This CN-graph 
is similar to Egenhofer’s [14] CN-graph, but ours shows six more neighbors: attach-
es–embraces, attaches–overlap, attaches–disjoint, equal–overlap, equal–inside, and 
equal–contains. This is because Egenhofer’s CN-graph is based on the snapshot mod-
el instead of the possibility of smooth transformations. 
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Fig. 10. CN-graph of topological region-region relations in (a) Թଶ and (b) ॺଶ, derived by the 
method in Section 5 

 

 

Fig. 11. (a) Various possibility of smooth transformations in Թଷ. (b) A CN-graph of a subset of 
eight topological region-region relations in Թଷ [14], derived by the method in Section 5. (c) A 
smooth transformation from inside to meet, which is possible in Թଷ, but not in Թଶ. 

Case 3: Topological relations between two regions in Թ૜ 
The 9+-intersection (essentially the 9-intersection) distinguishes 43 region-region 
relations in Թ3 [15]. No CN-graph of these relations was reported before. One criti-
cal problem is that in Թ3  each relation has many conceptual neighbors  
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(e.g., Fig. 11a). Indeed, our method derives on average 40.7 potential conceptual 
neighbors for each relation. For simplification, we consider only eight region-region 
relations that are common in Թଶ, ॺ૛, and Թ3. All computationally-derived potential 
conceptual neighbors of these eight relations were found to be valid and symmetric. 
The obtained CN-graph (Fig. 11b) is structurally similar to its two-dimensional 
counterpart in Fig. 10a, containing it as a sub-graph. This is reasonable because all 
smooth transformations possible in Թଶ  are also possible in Թ3 . Additional links 
represent the smooth transformations possible only in Թ3. We found that disjoint, 
meet, and equal relations are conceptual neighbors of all other relations. The reader 
might feel strange that meet is a conceptual neighbor of inside or contains, but 
Fig. 11c shows the possibility of a smooth transformation between them established 
by two simultaneous primitive-level events. This implies that meet is not a SES-
neighbor of inside or contains. 

Case 4: Topological relations between two uni-directed lines in Թ૚ 
The 9+-intersection distinguishes 26 DLine-DLine relations in Թ1  [15]. Half of 
these relations, in which two DLines have the same direction, correspond to Allen’s 
[16] interval relations. We computationally derived the potential conceptual neigh-
bors of these 13 relations, which were found to be valid and symmetric. The ob-
tained CN-graph (Fig. 12) looks similar to Freksa’s [1] CN-graph (Fig. 1a), but we 
found two more neighbors: starts–finishes and finished-by–started-by. These two 
neighbors presume a smooth transformation by dragging two endpoints of one 
DLine simultaneously. This transformation does not belong to the three types of 
smooth transformations discussed in [1]. On the other hand, starts and finished-by 
are not conceptual neighbors, because during a smooth transformation between 
starts and finished-by there is a moment when two DLines have the same length (i.e., 
equal holds). 

 

 

Fig. 12. A CN-graph of topological relations between two uni-directed lines in Թଵ (essentially a 
CN-graph of Allen’s [16] interval relations), derived by the method in Section 5 
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Fig. 13. A CN-graph of a subset of topological DLine-region relations in Թଶ [9], derived by the 
method in Section 5  

Case 5: Topological relations between a DLine and a region in Թ૛ 
The 9+-intersection distinguishes 26 DLine-region relations in Թଶ [9]. Again, all com-
putationally-derived potential conceptual neighbors of these relations were found to 
be valid and symmetric. Fig. 13 shows a sub-graph of the obtained CN-graph, which 
contains 19 DLine-region relations (the omitted seven relations are derived from the 
relations (m1)-(s1) by reversing the DLine’s direction). This graph looks complicated, 
but it is remarkably systematic. First, we can see a lattice that has five queues of rela-
tions from left-top to right-bottom and another five queues from right-top to left-
bottom. The upper-half of Kurata and Egenhofer’s [9] CN-graph in Fig. 1d is ho-
meomorphic to this lattice. Most members of each queue are mutually conceptual 
neighbors. In addition, each member of one queue is a conceptual neighbor of most 
members in the next queue. Only two irregular neighbors that jump a queue are found 
between (p1) and (l) and between (n1) and (r1). 

7   Conclusions and Future Work 

CN-graphs are important for both schematization of spatial/temporal relations and 
qualitative spatio-temporal reasoning. Previous studies have developed a variety of 
conceptual neighborhoods using various concepts of conceptual neighbors. In this 
paper, we proposed a semi-automated method for deriving CN-graphs of topological 
relations, where conceptual neighbors are determined by the possibility of smooth 
transformations. The reliability of this method is indicated in our cases studies, where 
all computationally-derived candidates for the conceptual neighbors were found valid. 
Since our method is based on the 9+-intersection, CN-graphs can be derived for vari-
ous sets of topological relations. For instance, 28 sets of topological relations between 
simple points, directed lines, regions, and bodies embedded in Թ1, Թଶ, Թ3, ॺଵ, and ॺ૛ 
are identified in [15] based on the 9+-intersection. It is left for future work to examine 
for each relation set whether computationally-derived potential conceptual neighbors 
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are always valid or not. In case this is not true, we have to find out additional con-
straints to remove invalid neighbor candidates. 

In this paper we did not discuss the methods for deriving SE- and SES-neighbors. 
Actually, SE-neighbors can be derived by a similar method. In this method, we use 
alternative lists of primitive-level transitions, which exclude all transitions that pre-
sume multiple primitive-level events with respect to A’s primitives. With these alter-
native lists, the neighbor candidates of a relation ݎ௜ are derived by the same algorithm. 
Then, some candidates are removed if their 9+-intersection icon is different from the 
9+-intersection icon of ݎ௜ in multiple rows. The thick links in Figs. 10-13 already show 
the SE-neighbors derived by this method. The method for deriving SES-neighbors is 
now under development. For this method, we have to clarify all dependencies be-
tween primitive-level events. We expect that the simplified version of CN-graphs 
based on SE- or SES-neighbors will be useful for visual schematization of spatial 
relations when the CN-graphs are complicated (e.g., Fig. 13). 

This paper has not discussed the design issues of CN-graphs; i.e., how to arrange 
the relations in a diagrammatic space such that the CN-graph looks visually schemat-
ic. Some design heuristics are discussed in [17], although the validity of these heuris-
tics should be examined carefully with more examples. It is then an interesting future 
problem to integrate the work in this paper and the work on the design aspect to estab-
lish a consecutive method for deriving visually schematic CN-graphs. 
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Abstract. Topological maps are graph-based representations of space
and have been considered as an alternative to metric representations in
the context of robot navigation. In this work, we seek to improve on
the lack of robustness of current topological mapping systems against
ambiguity in the available information about the environment. For this
purpose, we develop a topological mapping system that tracks multiple
graph hypotheses simultaneously. The feasibility of the overall approach
depends on a reduction of the search space by exploiting spatial con-
straints. We here consider qualitative direction information and the as-
sumption that the map has to be planar. Qualitative spatial reasoning
techniques are used to check the satisfiability of individual hypotheses.
We evaluate the effects of absolute and relative direction information
using relations from two different qualitative spatial calculi and com-
bine the approach with a topological mapping system based on Voronoi
graphs realized on a real robot.

1 Introduction

The problem of learning and maintaining a spatial model of an initially unknown
environment is generally regarded as a fundamental problem of mobile robot re-
search. During the last decades, work on this problem has been concentrated on
coordinate-based spatial representations like occupancy grids and feature-based
representations (see [1] for an overview). An alternative to these representation
approaches are graph-based representations, often referred to as topological maps
[2,3]. In these approaches the environment is typically conceptualized as a route
graph [4] consisting of nodes that stand for distinctive places or navigational
decision points and edges that stand for the distinctive paths connecting these
places (cmp. Fig. 1(b)) [2,3]. The problem of computing the correct graph model
from a history of local observations has been investigated theoretically for graph
environments without any geometric information. For instance, [5] showed that
without further information successful map learning cannot be guaranteed with-
out the help of at least one movable marker.

In this text, we are concerned with the problem of making topological map-
ping robust in the presence of uncertainty and ambiguity in the available spatial
information. In the majority of topological mapping approaches only a single
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map hypothesis is maintained with the consequence that the map construction
process tends to fail as soon as a wrong decision is made. A more promising ap-
proach, for instance suggested in [6] and [7], is to keep track of all possible map
hypotheses simultaneously. However, this approach can increase the computa-
tional costs dramatically as the number of possible topological map hypotheses
can grow exponentially with the number of exploration steps. Hence, additional
available information needs to be exploited in order to eliminate as many hy-
potheses as possible and make the multi-hypothesis approach feasible.

In this work, we extend multiple-hypothesis topological mapping and earlier
work on qualitative spatial reasoning in route graphs [8,9]. We adopt Kuipers
abductive learning approach [7] and prefer among all valid graph hypotheses
one that has a minimal number of nodes. The resulting mapping approach in-
crementally incorporates observations performing a best-first search through the
tree of possible graph hypotheses. In addition, we incorporate qualitative infor-
mation about the directions of leaving hallways and the assumption that the
environment is planar (a constraint which has already been individually investi-
gated in [10]). Qualitative spatial reasoning and incremental planarity testing are
used to discard invalid hypotheses and thereby prune the search space. We em-
ploy and compare information from two different qualitative spatial constraint
calculi, the absolute cardinal direction calculus [11] and the relative OPRA2

calculus [12]. Furthermore, we combine the described approach with a topologi-
cal mapping approach based on generalized Voronoi graphs [13] and extensively
evaluate our approach using simulation experiments as well as real exploration
data from a mobile robot. The experiments show that direction information and
the planarity constraint lead to a huge increase in solution quality and decrease
in search space. However, the application also reveals shortcomings of existing
spatial calculi and reasoning methods.

We start by presenting our general multi-hypothesis topological mapping
framework in Sect. 2. We then explain the incorporation of spatial consistency
and planarity checking (Sect. 3). Sect. 4 is about combining our approach with
the Voronoi graph-based representation and Sect. 5 describes the different ex-
periments performed for evaluation.

2 Multi-hypothesis Topological Mapping

Let us consider the following scenario: A robot is roaming through a graph-
like environment like the one shown in Fig. 1(a). The environment consists
of junctions and straight hallways connecting the junctions. For every passed
junction, the robot stores a junction observation Ji consisting of a cyclically
ordered set of leaving hallways 〈l[Ji]

1 , l
[Ji]
2 , ..., l

[Ji]
n 〉 and a spatial description con-

sisting of spatial relations over the set of observed leaving hallways. For in-
stance, for junction observation J1 in Fig. 1(a) the spatial description could
be {southwest(l[J1]

1 ), south(l[J1]
2 )} using cardinal directions or, alternatively, it

could be {obtuse(l[J1]
1 , l

[J1]
2 )} when using some qualitative categories for the an-

gles formed by pairs of hallways.
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Fig. 1. (a) Walk of a robot through a graph-like environment, (b) a topological map
representing the environment

Junction observations are connected by hallway traversal actions consisting
of leaving the current junction via one of the observed leaving hallways and
arriving at the next junction via one of the leaving hallways belonging to the
next junction observation, e.g., l

[J1]
2 → l

[J2]
1 for traversing the hallway connecting

A and C where l
[J2]
1 would be the observed leaving hallway leading north in

J2. A list 〈J1, T1, J2, T2, ..., Tn−1, Jn〉 of alternating junction observations Ji and
hallway traversals Tj forms the history of one particular exploration run through
the graph environment.

The goal of a topological mapping algorithm now is to incrementally process
the history of observations and actions and for each step determine one or all
route graph hypotheses that can be considered valid explanations of the infor-
mation processed so far. Each route graph hypothesis consists of an undirected
graph with a combinatorial embedding into the plane (e.g., represented by spec-
ifying the cyclic orders of leaving edges for each node in the graph) and the
position and orientation of the robot at the beginning of the exploration run
(e.g., given by a node and a leaving edge).

During exploration, a currently valid hypothesis may turn out to be invalid
when the next junction observation is processed. Hence, instead of committing
to a single hypothesis, we track all valid hypotheses simultaneously. Fig. 2 shows
in the top row three possible hypotheses assuming that the robot has just ar-
rived at junction G in the example observing J1 to J3 (and assuming that all
hallways are straight and that the junction observations are given in terms of
qualitative cardinal direction relations from Ligozat’s cardinal direction calculus
[11], north, northwest, west, etc.). Black nodes here stand for junctions that have
been observed, while white nodes are introduced for the end points of hallways
that have not been traversed so far. When moving on to F and processing the
new observation J4, the first hypothesis can be complemented in two different
ways leading to two successors in the search tree. Similarly, the third hypothe-
sis has five successors. For the second hypothesis, however, the new observation
leads to a contradiction: no hallway leading northeast is observed and, hence,
this hypothesis can be discarded completely based on the direction information.
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Fig. 2. Part of the search space of valid route graph hypotheses for the example from
Fig. 1(a)

2.1 Minimal Route Graph Model Finding

The approach sketched above performs an exhaustive search through the tree of
possible hypotheses. A modification of this approach proposed by Kuipers [7] is
to prefer among all valid hypotheses the one that offers the simplest explanation.
In this text, we interpret simplest as meaning a hypothesis that contains a min-
imal number of nodes which we will call a minimal route graph model. However,
other criteria for minimality are conceivable.

The number of nodes in the graph hypotheses grows monotonically with in-
creasing depth in the search tree because new nodes and edges will be added but
never removed when new observations are incorporated and successor hypothe-
ses are formed. As a result, we can search for the minimal route graph model
in a best-first manner, always expanding the currently minimal hypothesis. This
means that in the example the right hypothesis in the top row would not have
been expanded because it already has the same number of nodes as the pre-
viously generated hypothesis at the bottom left. We will refer to the resulting
mapping algorithm as the minimal (route graph) model finding algorithm in the
following.

2.2 Valid Route Graph Models

The search tree as depicted in Fig. 2 only contains valid route graph hypotheses
in the sense that we can assign coordinates to the junction nodes so that the
the available spatial information is reproduced correctly. In addition, we might
demand that additional constraints stemming from background knowledge need
to be satisfied. Exploiting these kind of constraints is crucial for the minimal
model finding algorithm to counteract the exponential growth of the search tree
with the length of the exploration history and the otherwise high degree of
ambiguity.

In this work, we assume that the available spatial information consists of qual-
itative direction information (absolute or relative) about the leaving hallways.
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Fig. 3. Two invalid hypotheses for the history from Fig. 1(a)

As background knowledge we make the assumption that the environment is pla-
nar. Other kind of spatial or general constraints could be incorporated in the
overall framework.

In our case, a hypothesis has to satisfy three conditions to be considered valid:

1. repeating the sequence of actions specified in the history within the hypo-
thetical route graph yields a sequence of node degrees identical to the original
sequence of leaving hallway numbers (structural constraint),

2. there must exist a way to draw the hypothetical route graph into the plane
without crossing edges that is in accordance with the specified combinatorial
embedding (planarity constraint), and

3. given this drawing, repeating the actions also reproduces the direction rela-
tions provided by the original junction observations (direction constraints).

When generating the successor hypotheses in the search tree, we only generate
hypotheses which satisfy the structural constraint. In addition, we take into
account that two junction observations can only correspond to the same node in
a hypothesis if the perceived directions match. As a result, we can simply store
the direction information as constraints to the edges in the graphs.

In Fig. 3 we see two examples of invalid hypotheses, this time for the com-
plete walk depicted in Fig. 1(a). Both are depicted by one particular drawing of
the route graph into the plane and both satisfy the structural constraint. The
drawing of the first hypothesis would also reproduce the observed direction rela-
tions. However, it has crossing edges and, more importantly, no drawing without
crossing edges exists that is in accordance with the underlying combinatorial
embedding because the combinatorial embedding itself is not planar.

The drawing of the second hypothesis is planar but the positions assigned to
the nodes do not reproduce the direction information correctly as the hallway
that directly connects the junctions labeled J2 and J4 is supposed to lead east
from J2 and arrive at J4 from the west. Hence, J4 would have to be to the
east of J2. However, from the knowledge that the hallway connecting J2 with
J3 leads south and the hallway connecting J3 with J4 leads to the west it can
be concluded that J4 has to be somewhere to the west of J2. As a result of this
reasoning, we know that no drawing satisfying the direction constraints for this
hypothesis can exist at all as the contained direction information is inconsistent.
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The minimal route graph model finding problem we have described here is
a combinatorial optimization problem. For deciding whether a given hypothesis
is valid or not, we need to determine whether a drawing exists that satisfies
the planarity as well as the direction constraints. This is a constraint satisfac-
tion problem over infinite domains (points in the plane) which makes it com-
putationally challenging. However, as the two examples demonstrate that many
structurally valid hypotheses generated during the search process can be ruled
out by testing planarity of the combinatorial embedding and the global consis-
tency of annotated direction constraints individually. This is the approach we
will take in this work and it allows us to employ the efficient techniques for
deciding consistency of spatial constraints developed in the area of qualitative
spatial reasoning (see [14] for an overview). Nevertheless, the approach is incom-
plete in the sense that it may not filter out all invalid map hypotheses: There
may exist a drawing for a given map hypothesis that is planar and one that is
compliant with the direction constraints but none that is both. Results on how
well this approach works in practice will be given in the section on experimental
evaluation. The details of incorporating the constraints into the minimal model
finding algorithm will be explained in the next section on rejection based on
spatial constraints.

2.3 Two Mapping Variants

Up to now, we have described a version of the minimal model finding problem in
which each model is a complete closed environment that might contain unvisited
junctions which form the end points of perceived but never traversed hallways.
A less complex version of the problem can be obtained by restricting the models
to visited places and allowing hallways with open endings without stating how
these are connected (cmp. Fig. 4).

We will investigate both variants and refer to them as CompEnv (complete
environment) and VisOnly (visited only), respectively. For the exploration run
from Fig. 1(a) only a single valid hypothesis exists in the VisOnly case (the one
shown in the right of Fig. 4). However, for longer exploration runs we would also
have to track multiple valid hypotheses.

Fig. 4. A graph hypothesis in the CompEnv version (left) containing visited and un-
visited nodes and for the VisOnly version (right) containing hallways for which the end
points are not specified
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3 Rejection Based on Spatial Constraints

In the following, we describe how checking of planarity and, in particular, of
consistency of the direction constraints using the absolute cardinal direction
calculus [11] and the relative OPRA2 calculus [12] are realized in our mapping
approach.

3.1 Planarity Constraint

Each graph hypothesis for which the cyclic order information derived from the
cyclic orders of perceived hallways does not describe a planar embedding can be
immediately discarded. Checking whether a combinatorial embedding is planar
takes O(n) time [15]. The criterion used is whether the genus of the graph given
by Euler’s formula is zero.

We employ an incremental approach of planarity checking which is similar
to the one described in [10]. Planarity checking is integrated into our search
algorithm by representing the route graph hypotheses as bidirected graphs and
by updating the information about faces of the embedding whenever we modify
the graph structure. When the genus becomes non-zero, the hypothesis at hand
can be discarded as the planarity constraint is violated.

3.2 Qualitative Direction Information

To incorporate direction constraints, we formulate observed directions by using
the relations from a qualitative constraint calculus. Fig. 5 illustrates the base
relations of the employed cardinal direction calculus relating two point objects
and the relative OPRA2 calculus which describes the relative orientation of two
oriented points.

In our approach absolute direction information is exploited to enforce three
conditions:

1. Valid direction orderings: When adding a new edge to a node, it can only be
inserted into the cyclic edge order at a position so that the edges preserve
the cyclic order of cardinal directions. For instance, a resulting cyclic order
of edges with directions north, south, west is not valid as west would have
to appear between north and south.

2. Valid junction matchings: When trying to unify two nodes, corresponding
edges need to have the same directions.

3. Global consistency: As discussed, there needs to be a way of assigning coor-
dinates to the nodes such that all direction constraints are satisfied.

For a relative calculus like OPRA2, valid direction matching cannot be em-
ployed because there is no inherent cyclic order between the base relations.

Enforcing the first two conditions when constructing new hypotheses is trivial.
For the global consistency check, we first extract a constraint network from
the route graph hypothesis and then employ the qualitative spatial reasoning
toolbox SparQ [16] for the consistency check using the standard algebraic closure
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Fig. 5. The employed spatial calculi: the cardinal direction calculus and the OPRA2

calculus

algorithm [17,18]. The algorithm is based on operations on the relations of the
calculus at hand, in particular the binary composition operation which yields the
relation holding between objects A and C when the relations holding between
A and B and between B and C are given. The algebraic closure algorithm runs
in O(n3) time where n is the number of objects in the constraint network.

Employing both mentioned calculi allows us to compare the effects of absolute
and relative direction information. However, both calculi have their individual
shortcomings. The cardinal direction calculus, on the one hand, while being
rather efficient because a large tractable subset exists for which the algebraic
closure algorithm decides consistency, does not allow for expressing the cyclic
order information about the leaving edges in the route graph. As a result, it can
happen that a constraint network deemed consistent by the consistency check,
only has solutions for which the cyclic order information is not preserved.
OPRA2, on the other hand, can express the cyclic order information. How-

ever, for OPRA2 algebraic closure does not decide consistency even for atomic
constraint networks which also means that inconsistent hypotheses may not be
discovered. We still chose these two calculi as to our knowledge no suitable di-
rection or orientation calculi currently exist which at the same time have good
computational properties, are expressive enough so that they will rule out many
hypotheses, can express the cyclic edge ordering, and defines relations which are
easily and reliably identifiable by an autonomous agent.

When using the absolute cardinal direction calculus, the extracted constraint
network contains one variable for each node in the route graph hypothesis and
the constraints holding between them are directly derived from the direction
relations annotated to the edges.

In contrast, the OPRA2 calculus is a relative calculus describing the relative
orientation of two oriented points (points in the plane with an additional direc-
tion parameter) towards each other. In order to determine the right OPRA2

relation, a robot would only need to be able to assess the angles formed by
leaving hallways instead of needing a compass. In the constraint network, one
oriented point variable is introduced for each pair of node and incident edge
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(meaning one for every leaving hallway). Hence, we end up with 2× n variables
where n is the number of edges in the hypothesis.

4 Application to Voronoi Graph Representations

Besides evaluating the minimal route graph finding approach described in the
previous sections using randomly created graph environments (see next section),
we combined the approach with a topological map representation developed for
indoor environments perceived via range sensors described in [13]. This repre-
sentation approach is based on the idea of employing the generalized Voronoi
diagram (GVD) to derive a route graph representation from sensor data (see for
instance [19]).

As shown in Fig. 6(a), the GVD is a retraction of free space to a network of
one-dimensional curve segments (the Voronoi curves) which meet at so-called
meet points. The GVD can be abstracted into an undirected graph called the
generalized Voronoi graph (GVG) as depicted in Fig. 6(b). To increase its suit-
ability as a spatial representation, the GVG is annotated with additional infor-
mation, e.g. a combinatorial embedding into the plane, local node descriptions,
and relative geometric information. When applied for topological mapping, the
problem is to incrementally build up the global GVG from small locally observed
subgraphs, while the robot moves along the Voronoi curves.

Our overall mapping system extracts local Voronoi graphs from local grid
maps of the robot’s immediate surrounding and incrementally generates the
history information about the observed Voronoi nodes and traversed Voronoi
edges. The minimal model finding module updates the search tree based on new
history information and computes a new minimal route graph model.

To apply the minimal model approach to the Voronoi graph representation
several adaptations were made:

1. Multiple connections between two nodes are allowed.
2. Observed local Voronoi graphs can contain multiple nodes and edges which

are translated into history information without actually traversing the edges.

(a) (b)

Fig. 6. (a) The generalized Voronoi diagram (fine lines) derived from a polygonal 2D
environment, (b) the corresponding generalized Voronoi graph
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3. In practice, it may not be possible to reliably determine the exact direction
relations. Therefore, we utilize disjunctions of base relations when the per-
ceived direction is a linear relation or lies close to the boundary of a relation
sector (e.g., {ne, n, nw} for observed relation {n}).

4. Voronoi curves are typically not straight line connections. Hence, we only
employ direction constraints in the global consistency check if both connected
Voronoi nodes have been perceived simultaneously. Otherwise, the direction
information for this edge is only used for matching junction observations.

The results of applying this overall mapping system on the data set from a
real world exploration run can be found in Sect. 5.2.

5 Experimental Evaluation

To evaluate the application of qualitative spatial reasoning approaches to the
topological mapping problem, we performed several simulated exploration ex-
periments in randomly generated graph environments of varying size and using
random walks of varying length through the graphs. In addition, we evaluated
the combination with the mapping system based on Voronoi graphs applying it
to a data set from a real-world exploration run.

5.1 Simulation Experiments

In the simulation experiments, we investigated several aspects of our approach.
The main results are summarized below.

Solution quality. We first investigated how much the planarity constraint and
qualitative direction information helps in order to improve the solution quality
by ruling out incorrect hypotheses and, as a result, increase the frequency in
which the correct solution is found by the minimal model approach. To measure
the quality of a solution, we use a simple error measure: We count how often
either two junction observations that correspond to different junctions have been
mapped to the same node or two observations that correspond to the same
junction have not been unified. To assure that even searching without pruning
is possible in reasonable time, we used rather small problem instances varying
the size of the environment between 4 and 16 junctions.

Table 1 shows the results of 15600 trials for each of the following settings
and both the CompEnv and VisOnly variants of the minimal model algorithm:
(1) only structural constraint, (2) structural constraint and planarity constraint,
(3) structural constraint and cardinal direction constraints, (4) structural con-
straint, planarity constraint, and cardinal directions. In addition, Fig. 7 shows
how the average error distances increase with the size of the correct model
throughout the experiment.

As the average error distances show, the planarity constraint and in partic-
ular the direction constraints significantly improve the solution quality. For the



Exploiting Qualitative Spatial Constraints 151

Table 1. Experimental results regarding the solution quality

Setting Correct model
found

Average error
distance

CompEnv structural only 4.77% 9.86
structural, planarity 5.97% 7.27
structural, card. dir. 50.62% 1.41
structural, planarity, card. dir. 50.92% 1.18

VisOnly structural only 59.00% 5.63
structural, planarity 64.77% 4.07
structural, card. dir. 97.92% 0.20
structural, planarity, card. dir. 98.15% 0.17
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Fig. 7. Average error distance depending on the size of the correct model for the
CompEnv and VisOnly variants

CompEnv variant, the planarity constraint achieves a 26.27% reduction of error
distance, while direction information decreases the error distance by 85.70%.
Combining both planarity and direction constraints only gives slightly better
results than without applying the planarity constraint. The application of the
constraints is highly beneficial but in most cases is not sufficient to resolve all
ambiguities.

For the VisOnly case in which unvisited junctions are not included in the
model, the improvements are even more drastic. The application of cardinal
direction information leads to the correct model being found in 98.15% of all
trials and has an extremely low average error distance of 0.20, or 0.17 when
combined with the planarity constraint.

The experiment shows that the planarity constraint and in particular the
cardinal direction constraints are able to resolve most of the model ambiguities
remaining on the structural level leading to a largely increased solution quality.
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Pruning efficiency. To investigate the effects of the individual settings on
the size of the hypothesis space that has to be searched, we performed random
experiments running the search until all solutions up to the size of the correct
solution had been determined to mask out the effects of varying solution qual-
ity. We recorded (1) the number of expansion steps in which successors of a
hypothesis are generated, (2) the average branching factor in the search tree,
and (3) the maximal queue size occurring during the search. The number of
expansion steps and the average branching factor give a good indication of the
computational costs involved, while the maximal queue size tells us how many
hypotheses were tracked simultaneously during the search and, hence, reflects
the space-consumption.

The result of this experiment are summarized in Table 2. Fig. 8 shows how the
number of expansions grows with increasing size of the environment (logarithmic
scale is used for the y-axes).

Table 2. Results regarding the pruning efficiency

Setting Expansions Branch.
factor

Max. queue
size

CompEnv structural only 2407.09 4.49 833.96
structural, planarity 284.97 2.38 86.17
structural, card. dir. 39.84 2.48 13.58
structural, planarity, card. dir. 21.85 1.64 6.10

VisOnly structural only 790.61 3.19 160.88
structural, planarity 254.25 2.00 47.87
structural, card. dir. 20.72 1.18 2.95
structural, planarity, card. dir. 20.11 1.15 2.76
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We clearly see that the CompEnv variant of the minimal model finding prob-
lem is much more complex than the VisOnly variant. The planarity constraint
leads to an 88.16% decrease in expansion steps for CompEnv and 67.84% for
VisOnly. The average branching factor has been decreased by 46.99% to 2.38
(CompEnv) and by 37.30% to 2.00 (VisOnly). For the cardinal direction con-
straints, we see a very high reduction of expansion steps of 98.35% for CompEnv
and 97.38% for VisOnly. By combining both, an extreme reduction in expansion
steps of 99.99% was achieved for CompEnv which corresponds to an average
branching factor of 1.64. For VisOnly the cardinal direction constraints yields a
99.97% reduction (branching factor 1.18).

We conclude that the planarity assumption and the coarse direction informa-
tion given by the qualitative cardinal relations lead to a much increased efficiency
of the minimal model finding approach which would otherwise only be feasible
for very small problem instances.

Absolute vs. relative direction information. One of the goals of our anal-
ysis was to compare the effects of employing absolute direction information
(e.g., relations from the cardinal direction calculus) and relative direction in-
formation (e.g., OPRA2 relations). Therefore, we repeated the experiments for
determining solution quality and pruning efficiency for both calculi using all con-
straints. Besides the already previously considered parameters, we distinguished
the exact reasons for rejecting an hypothesis. The reasons are (1) direction or-
dering violation, (2) junction matching violation, and (3) global consistency vio-
lation as distinguished in Section 3.2. As also discussed there, direction ordering
only plays a role for absolute direction information. In addition, it can only occur
at unvisited junctions and, hence, when using the CompEnv variant.

Fig. 9 shows the diagrams for error distance and expansions steps for VisOnly.
With regard to solution quality, the change from absolute to relative direction
information increased the average error distance from 1.64 to 1.82 for CompEnv
and from 0.44 to 0.68 for VisOnly. The average number of expansion steps in-
creased from 49.12 to 82.60 (branching factor from 1.33 to 1.42) for CompEnv
and from 12.79 to 13.93 (branching factor from 1.21 to 1.24) for VisOnly.
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Table 3. Reasons for rejection involving the direction information (CompEnv variant)

Setting Violation % of rejected hypotheses

cardinal direction calculus direction ordering 0.59%
junction matching 23.84%
global consistency 75.57%

OPRA2 relations direction ordering —
junction matching 23.09%
global consistency 76.91%

The observed decrease in performance is not surprising as relative direction
information in general allows for more perceptual aliasing. Taking this into ac-
count, the decrease in performance seems to be rather mild, especially for the
VisOnly variant, and still much lower than for the less constrained settings in-
vestigated in the previous experiments.

When we look at the reasons for rejection that are summarized in Table 3
and Table 4, we see that direction ordering violation does not play an important
role at all. Junction matching violations and global consistency violations show
about the same rejection ratios for absolute and relative direction information
in the case of the CompEnv variant. Global consistency violation occurs much
more often than rejection caused by junction matching violations.

For VisOnly, the picture changes significantly. While for relative direction
information global consistency violations still are the reason for about 44.41%
of all rejections, only 21.27% are caused by global inconsistencies in the case
of absolute direction information. The general increase of junction matching
violations clearly results from the fact that for VisOnly complete information
about all junctions is available. This allows rejection of many hypotheses early
before global consistency is even tested. The difference between absolute and
relative direction information in the case of VisOnly shows that absolute di-
rection information reduces perceptual aliasing to a much higher degree and,
hence, increases the predominance of rejections based on junction matching
violations.

Table 4. Reasons for rejection involving the direction information (VisOnly variant)

Setting Violation % of rejected hypotheses

cardinal direction calculus direction ordering —
junction matching 78.73%
global consistency 21.27%

OPRA2 relations direction ordering —
junction matching 55.59%
global consistency 44.41%



Exploiting Qualitative Spatial Constraints 155

Overall, as expected relative direction information is inferior to absolute di-
rection information in terms of solution quality and pruning efficiency. The main
advantage of relative information is that it often can be obtained more easily.

Overall computational costs. When investigating the pruning efficiency, we
restricted ourselves to small problem instances which allowed to apply the model
finding approach even without planarity and direction constraints. In addition,
we focused on the effects of the different settings on the search space. For the
complete minimal model finding approaches featuring all kinds of constraints, we
further investigated how the approaches perform for larger problem instances.
This investigation yielded two main results: First, even applying all constraints
is not sufficient to conquer the combinatorial explosion for the CompEnv variant.
Second, the computational costs of global consistency checking when employing
the relative OPRA2 calculus quickly becomes excessive, making this approach
infeasible for large environments for both variants.

As a result of the first observation, the CompEnv variant seems limited to sce-
narios with a rather small number of junctions in which the ability to predict the
structure of unvisited parts is worth the increased computational costs. Taking
a closer look at the second issue revealed that the computation times spent on
global consistency checking for OPRA2 rise sharply, in some cases making up
90% of the overall computation time. We believe that there are two issues that
contribute to this explosion in computational costs: the large number of base
relations in the OPRA2 calculus which makes it impossible to store the com-
plete composition table of general relations, and the size of constraint networks
contains 2× the number of edges as variables. As a result, it seems that currently
the VisOnly variant in combination with absolute direction information is the
only one that scales sufficiently well to large environments.

5.2 Real-World Experiment

In a last experiment, we tested the combination of the minimal model find-
ing approach with the Voronoi graph representation described in Sect. 4. The
environment and the trajectory of the robot during the experiment is shown
in Fig. 10(a)1. Due to the results from the previous experiments we only used
the VisOnly variant. When employing the cardinal direction information, the
local maps were manually aligned as the data set does not contain compass
readings.

Fig. 10(b) shows the minimal model computed using the cardinal direction
calculus which is indeed the correct graph model for this exploration run. For
OPRA2, the resulting model was correct as well except for two wrongly merged
nodes in a room that was entered via two different doors. However, while the
computation took 16 seconds using cardinal directions, it took over 10 hours for
OPRA2 because of the issues described in the previous section.

1 The data set has been recorded at the Intel Research Lab, Seattle, and is available
at (http://radish.sourceforge.net/), courtesy of D. Hähnel.

http://radish.sourceforge.net/
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(a) (b)

Fig. 10. (a) Environment of the real-world experiment, (b) computed route graph
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Fig. 11. Error distance and expansion steps for the real-world exploration experiment

Fig. 11 shows how error distance of the current minimal model and num-
ber of expansion steps develop over the 150 exploration steps for both spatial
calculi. The diagram for the error distance shows that the variant using cardi-
nal directions immediately settles for the correct hypothesis when the first loop
traversal is completed in step 23, while this takes almost the entire second loop
for OPRA2. We later see another increase in error distance caused by entering
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the new rooms. We also see that the number of expansion steps required and
the number of tracked alternative hypotheses is significantly higher for OPRA2.
However, the main reason for the hugely increased computation time again is
the time spent on the global consistency checking.

6 Conclusions

We formulated topological mapping as the problem of finding a minimal route
graph model that explains a sequence of observations and actions. Our solution
consists of a search through the tree of possible graph hypotheses exploiting qual-
itative direction information (absolute or relative) and the planarity assumption.
The experimental evaluation showed that this approach leads to a significantly
reduced search space and improved solution quality. The approach has also been
incorporated into a Voronoi-based mapping system and been applied to real ex-
ploration data. In contrast to typical topological mapping approaches only track-
ing a single hypothesis, our multi-hypothesis approach achieves a much higher
degree of robustness as demonstrated by the successful mapping experiment for
a large and complex indoor environment.

From the perspective of exploiting spatial information and reasoning, there is
still a lot of room for improvements. The results with regard to spatial consis-
tency checking based on qualitative direction information can be seen as a chal-
lenge for future research on qualitative spatial reasoning as none of the currently
existing directional calculi ideally fits the demands arising from the problem. The
cardinal direction calculus, for instance, while having good computational prop-
erties cannot express cyclic ordering information. For relative directional calculi
like the OPRA2, the standard constraint reasoning techniques like algebraic
closure are typically incomplete. In addition, even the application of the stan-
dard algebraic closure algorithm quickly became infeasible for OPRA2. This
demonstrates the need for improved reasoning techniques and spatial calculi.

Finally, promising directions for future research also include the incorporation of
other kinds of spatial constraints into the frameworkand investigating other search
approaches, e.g., by limiting the number of simultaneously tracked hypotheses.
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Abstract. Relation models have treated multi-holed regions relations either the 
same as hole-free regions relations, loosing this way the peculiarities of the 
holed topology, or with methods dependent on the number of holes. This paper 
discusses a model of relations between a hole-free and a multi-holed region that 
departs from past approaches by using the frequencies of the relations in which 
the holes participate to summarize the relation. The model is independent of the 
number of holes and builds on the 23 topological relations between a hole-free 
and a single-holed region. With the help of a balanced algorithm the relation 
model is used in a method that compares relations for their topological similar-
ity, by computing the cost of transforming one relation into the other. The 
placement of the holes in relation to the hole-free region is found to be of same 
importance as the placement of the host of the holes, for similarity comparisons.  

1   Introduction  

A plethora of geographic phenomena have discontinuities in the form of internal cavi-
ties. Such holes may occur as natural phenomena as in the case of kipukas—areas of 
land completely surrounded by one or more, younger lava flows, therefore appearing 
as holes within the younger lava area (Fig. 1a). Holes may also appear as artifacts in 
geosensor networks data streams (Stefanidis and Nittel 2004) in the form of coverage 
holes, that is, regions with a low density of working sensors (Ahmed et al. 2005) 
(Fig. 1b). The geometric representations of such phenomena shift the focus from the 
simple, homogeneously 2-dimensional regions that have been the prevailing objects 
of reference for most models of spatial relations in the plane (Egenhofer and Franzosa 
1991; Randell et al. 1992), to regions with holes. This paper develops an analytical 
model of topological relations between a hole-free and a multi-holed region—a region 
with an arbitrary number of holes—that also enables the comparison of such relations 
for their topology.  

The most fine-grained model of topological relations with holed regions explicitly 
enumerates the 9-intersection relations for all possible pairs comprising the host re-
gions, a host region and a hole, or two holes (Egenhofer et al. 1994). The resulting 
relations are dependent on the number of holes, making this approach inefficient and 
painstaking as the number of holes increases. This dependence also prevents from 
[ 
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(a) (b) 

Fig. 1. Examples of holed spatial phenomena: (a) kipukas in younger lava and (b) coverage 
holes in the Gulf of Maine geosensors network 

making comparisons between relations over multi-holed regions. Figure 2 shows a 
sketched topological scenario that requires such a comparison. Regions C and D rep-
resent underground sedimentary rock formations with concentrations of oil residing in 
the holes H1 through H8, respectively. Regions A and B are ground, hole-free regions 
that have been deemed appropriate for excavation to reach the oil deposits. Given that 
excavation from region A has already proved profitable, and that all holes in both 
underground formations are of equal profit importance, how different is the topologi-
cal relation between regions A and C from that between B and D? If the two relations 
are topologically similar, excavation from region B may be considered comparably 
beneficial, but if they are very dissimilar, further oil-drilling profit estimations are 
needed, before it is decided whether excavations should proceed from region B.  

To answer such questions, a model for reasoning with relations between a hole-free 
and a multi-holed region is needed. The relation model developed in this paper ad-
dresses such relations and is applicable to regions with varying numbers of holes. The 
approach is to summarize for each relation, which of the 23 topological relations hold 
between the hole-free and a single-holed region (Egenhofer and Vasardani 2007), 
selecting one hole at a time. This model also allows for relations between a hole-free 
and a multi-holed region to be compared for their topological similarity by applying a 
balanced algorithm that uses their summaries to transform one relation into the other. 
The cost associated with the transformation expresses a measure of the dissimilarity 
between the two relations, which is subsequently converted into their similarity (Ne-
das 2006). 

 
 

  
(a) (b) 

Fig. 2. Example sketched geological application with multi-holed oil-baring regions C and D 
and hole-free excavating regions A and B 
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The remainder of this paper is organized as follows: Section 2 discusses existing 
models of multi-holed regions. The formal definitions of a multi-holed region and of 
the relation between a hole-free and a multi-holed region, as used in this work, are 
given in Section 3. Section 4 describes the relation comparison method and demon-
strates its use with an example, while Section 5 demonstrates the method’s properties 
by evaluating the similarity among specifically chosen cases. In Section 6 the results 
from the similarity ranking of randomly generated topological relations between a 
hole-free and a multi-holed region are analyzed. The paper finishes with the conclud-
ing discussion on the relation model and the relation comparison method and with 
future work (Section 7).  

2   Relation Models for Holed Regions  

Holes in 2- and 3-dimensional objects have been extensively treated for their nature 
and variety from a philosophical viewpoint (Casati and Varzi 1994; Varzi 1996). The 
formalization of relations of 2-dimensional holed regions to meet the needs of spatial 
reasoning has been primarily approached with two methods: (1) the definition  
of topological relations based on the nine intersections of interiors, boundaries and 
exteriors (Egenhofer and Herring 1990) of the holed regions and (2) the use of the 
region-connection-calculus (RCC) (Randell et al. 1992). 

2.1   Different Approaches to Modeling Relations  

The vanilla 9-intersection has been applied for explicitly enumerating the binary rela-
tions for all pairs of homogenous regions (Egenhofer et al. 1994) and for describing 
relations of complex spatial objects, including holed regions (Schneider and Behr 
2000). This approach may yield relations that correspond to different topological ar-
rangements, but are, nevertheless, grouped together because they share the same 9-
intersection. Such cases are distinct in the set of 23 relations between a single-holed 
and a hole-free region (Egenhofer and Vasardani 2007) and the set of 152 relations 
between two single-holed regions (Vasardani and Egenhofer 2008). Based on the 9-
intersection as well, these relation models take into account the region’s separation 
into different and mutually exclusive topological parts caused by the holes. While it 
addresses single-holed regions, the set of 23 relations between a single-holed and a 
hole-free region and its neighborhood graph (Section 2.2) acts as a building block for 
the relation comparison method described in this paper. 

The region-connection-calculus (Randell et al. 1992) produces eight jointly ex-
haustive and pairwise disjoint (JEPD) topological relations (RCC-8) between two 
regions, based on a region definition that implicitly encompasses holed-regions as 
well. RCC-8 also groups under the same relation some topological scenarios that are 
clearly distinct, an issue that is partly addressed with an extended RCC relation set 
(Cohn et al. 1997).  

2.2   Set of 23 Relations and Their Conceptual Neighborhood Graph 

The 23 distinct relations between a hole-free and a single-holed region, the 23-tRRh, are 
JEPD (Egenhofer and Vasardani 2007). Each relation has two constituent relations that  
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[d d] [m d] [o d] [o m] [o o] [o cv] [o ct] [cv ct]

[ct ct] [e ct] [cB d] [cB m] [cB o] [cB cv] [cB ct] [i d]

[i m] [i o] [i cv] [i ct] [i e] [i cB] [i i]  
 

Fig. 3. Specifications of the 23-tRRh and graphical examples with d=disjoint, m=meet, 
o=overlap, e=equal, cv=covers, cB=coveredBy, ct=contains, i=inside 

 

are defined in a tuple [r1 r2]. Relation r1 is called principal and represents the relation 
between the hole-free and the generalized region, while r2 is the refining relation be-
tween the hole-free region and the hole. The generalized region is obtained by the union 
of the host region and the region that fills the hole. The 23-tRRh may be viewed as re-
finements of the eight relations defined in the 9-intersection, i.e., the 8-tRR (Egenhofer 
and Herring 1990), because a tRRh offers more details about the location with respect to 
the hole than a tRR. Graphical examples of the 23-tRRh are depicted in Figure 3. 

For a set of JEPD relations, the gradual topological transformation of each relation 
to a different one is followed on a conceptual neighborhood graph (CNG) (Freksa 
1992). On such graphs, the number of edges along the shortest path connecting any 
two relations represents their conceptual distance—the steps of gradual change be-
tween them. The CNG for the 23-tRRh is constructed by nesting together relations that 
share either one of their two constituent relations, each of which is one of the 8-tRR 
binary relations between two hole-free regions. The nesting is achieved by linking  

 

 

Fig. 4. Conceptual Neighborhood Graph of the 23-tRRh 
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with an edge relations that either share the same principal relation and their refining 
relations are immediate neighbors on the 8-tRR CNG, or their principal relations are 
neighbors on the 8-tRR graph and their refining relation is the same (Fig. 4).  

Two identical relations have a zero distance between them. A path of length one 
between two immediate neighbors carries the shortest non-zero distance, which re-
flects the minimum change that occurs in order to have one relation transform into 
another. The maximum distance dmax23 is the shortest path of length eight between 
four pairs of relations: [d d]-[ct ct], [d d]-[i i], [i d]-[ct ct] and [i i]-[ct ct], capturing 
the biggest change that can happen to one tRRh to transform it into another. The dis-
tances on the 23-tRRh CNG offer a rationale for associating a cost of transforming a 
relation between a hole-free and a multi-holed region into another using the relations’ 
summaries (Section 4), assessing this way the degree of topological similarity be-
tween them. 

3   A Multi-holed Region and the Hole-Frequency Relation Model  

A multi-holed region with n holes, denoted by n-B′, is what remains after subtracting 
from a hole-free region B, the union of the interior closures of n simple regions Hi, 
i=1…n. Region n-B′ comprises the generalized region ′ B *and n holes such that 

′ B *contains each of the holes and all holes are pairwise disjoint. The generalized re-
gion ′ B *is defined as the union of the multi-holed region n-B′ and the regions filling 
its n holes Hi, i=1…n (Fig. 5).  

 
 

Multi-holed region n-B′ with holes Hi, i=1…n: 

• 
        
n - ′ B = B - Hi°

i=1

n

U  

•     ′ B * = n- ′ B ∪H1...∪Hn-1∪Hn  
•   ∀i : i=1...n :  ′ B * contains Hi  

•       ∀i, j :i =1...n, j =1...n, i ≠ j : Hi disjoint Hj  

Fig. 5. A multi-holed region n-B′ 

A topological relation between a hole-free region A and a multi-holed region n-B′, 
denoted by r(A, n-B′), is modeled as the union of the n relations between hole-free 
region A and each of the single-holed regions Bi, i=1…n, as if each hole Hi was 
unique (Eqn. 1a). Because of this trait, the relation is named multi-element and each 
of the n elements, denoted by r(A, Bi) is one of the 23- t RRh  between a hole-free and a 
single-holed region (Egenhofer and Vasardani 2007). Each single-holed region Bi is 
equal to what remains after extracting Hi’s interior closure from the generalized  
region ′ B *  (Eqn. 1b). A depiction of a four-element topological relation is given in 
Figure 6.  
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r(A, B1) 

 
r(A, B2) 

 
r(A, B3) 

 
r(A, B4) 

 

 
 

    
r(A,  4 - ′ B ) = U

i=1

4
r(A, Bi) 

 

Fig. 6. Depiction of the different r(A, Bi), i=1…4 that together make up the multi-element r(A, 
4-B′) between a hole-free region A and multi-holed region n-B′ 

  
r(A,  n- ′ B ) = U

i=1

n
r(A, Bi), where i=1…n and Bi ∈ 23-tRRh                            (1a) 

∀i: i=1…n, Bi= ′ B *-  Hi°                                            (1b) 

This model provides a summary of each multi-element relation. The summary con-
sists of the occurrence frequencies for those of the 23-tRRh that the holes participate in. 
It is, therefore, called the Hole-Frequency Model (HFM).  

4   Frequency Distribution Method 

It follows from the HFM that topologically different multi-element relations have 
different occurrence frequencies for their participating tRRhs. The Frequency Distribu-
tion Method (FDM) achieves the transformation of one multi-element relation into 
another, using the concept of redistributing their summary frequencies. By assigning a 
cost to this transformation and translating the cost into a similarity measure, FDM 
enables the comparison of such relations for their topological similarity.  

Two multi-element relations are used as reference for calculating the cost of rela-
tion transformation: Relation R1 between hole-free region A and multi-holed region  
n-B′ and relation R2 between hole-free region C and multi-holed region n-D′. 

4.1   Conceptual Distance between Two Multi-element Relations 

Relations R1 and R2 may be consisting of different tRRhs as their elements. The nor-
malized frequencies of R1 and R2’s elements are summarized in vectors with m values 
each, m being the collective number of different tRRhs present in R1 and R2 (Eqn. 2). 
Vector V1 records the normalized frequencies Fii=1

m  of R1, where Fi is the count of 
R1’s holes (fi) that participate in each of the m tRRhs divided by the total number of 
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holes n for normalization. Accordingly, vector V2 records the normalized frequencies 
of R2. Zero frequency values in a vector correspond to tRRhs not present in the respec-
tive multi-element relation.  

      

V =
F1
M

Fm

⎡ 

⎣ 

⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥  where ∀i =1...m :   Fi =

fi
n

                                    (2) 

The sum of a frequency vector V is defined as the sum of its m frequency values F 
(Eqn. 3). Since the frequency values in vectors V1 and V2 are normalized by the total 
number of holes, they are counted in frequency units and lie in the interval [0, 1]. A 
frequency unit is equal to the division of the unit by n (i.e., 1/n). Each frequency vec-
tor records all of the n elements of R1 or R2; therefore, the sums of both the vectors 
are equal to the unit (Eqn. 4). 

sum(V) = Fi
i=1

m

∑                                                    (3) 

sum(V1) = sum(V2) =1                                          (4) 

If the vectors differ in frequency values for corresponding elements, the multi-
element relations R1 and R2 are different and have a conceptual distance between 
them that determines their dissimilarity. In the vectors have matching frequencies for 
corresponding elements, R1 and R2 do not differ conceptually and their topology is 
very similar. Nevertheless, R1 and R2 should not necessarily be regarded exactly the 
same, unless their graphic depictions verify so.  

Definition 1: The conceptual distance between two multi-element relations, R1 and 
R2, is equal to the minimum cost of transforming frequency vector V1 into vector V2 
by redistributing the normalized frequencies of V1 so that they are identical to those 
of V2. 

The total cost assigned to this transformation is the weighted sum of the distances 
along the 23-tRRh CNG between the elements, among which the redistribution of fre-
quency units occurs. The number of frequency units moved between two relations 
represents the weight assigned to their distance on the 23-tRRh CNG. The maximum 
cost is incurred when the maximum possible amount of frequency units is redistrib-
uted over the longest distance. The maximum amount of frequency units of a  
frequency vector V is sum(V), which is equal to the unit (Eqn. 4), and the longest 
distance on the 23-tRRh CNG, dmax23, is eight (Section 2.1). Subsequently, the maxi-
mum conceptual distance dmax

R1 −R 2  between relations R1 and R2, or the maximum cost of 
transformation, is eight (Eqn. 5). 

dmax
R1 −R2  = sum(V)*dmax23 = 8                                        (5) 

In order to distinguish the amount of frequency units and the elements between which 
the units are redistributed, the relation difference is calculated.  
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Definition 2: The relation difference ( ΔR1R 2
) between two relations, R1 and R2, is a 

frequency unit vector, defined as the difference of the relations’ normalized frequency 
vectors (Eqn. 6). 

ΔR1R 2
= V1 − V2                                                    (6) 

The values of the elements in ΔR1R 2
 are the frequency units that need to be redistrib-

uted. There are both positive and negative values, with the positive corresponding to 
excess frequency units that will be transferred to balance the negative ones. Conse-
quently, ΔR1R 2

 carries the weights information necessary for computing the mini-
mum cost of transforming V1 into V2, in the form of the exchanged frequency units. 
The values in ΔR1R 2

 represent the difference units between the two relations’ fre-
quency vectors, which are normalized by the same number of holes n. Therefore, the 
elements in the relation difference cancel themselves out (i.e., the sum of the positive 
element values in ΔR1R 2

is equal to the sum of the negative element values) (Eqn. 7). 

 sum(ΔR1R 2
) = 0                                                   (7) 

4.2   Computing the Minimum Cost of the Relation Transformation 

The determination of the minimum cost for transforming frequency vector V1 into V2 
can be translated into a balanced transportation problem (Murty 1976; Strayer 1989), 
which is a case of the linear programming problem (Dantzig 1963). This section dis-
cusses how this translation is achieved, and the use of the transportation algorithm for 
acquiring a solution.  

4.2.1 The Balanced Transportation Problem 
An analogy of warehouses and markets is used for discussing the transportation 
problem. This problem, which considers the supplies of all the warehouses and the 
demands of all the markets, along with the unit costs for transportation between all 
pairs of warehouses and markets, is about finding the minimum cost for transport-
ing all supplies from the warehouses to the markets so that all demands can be met. 
This analogy’s components have their counterparts in the case of transforming one 
frequency vector into another. In particular, the p different elements with positive 
frequency differences in ΔR1R 2

correspond to warehouses, while the n different 
elements with negative frequency differences correspond to markets. The ith  
warehouse’s (Wi) supply, denoted by si, is equal to the value of its corresponding 
positive frequency difference in ΔR1R 2

.  Similarly, the jth market’s (Mj) demand, 
denoted by dj, equals the value of the analogous negative frequency difference 
in ΔR1R 2

.  
The unit cost cij for moving a supply unit (i.e., a frequency unit) from Wi to Mj is 

the distance d(Wi, Mj) on the 23-tRRh CNG (Fig. 4) between the two tRRh that corre-
spond to Wi and Mj. The sum of the relation difference is zero (Eqn. 7); therefore, the 
sum of all supplies equals the sum of all demands (Table 2) and, due to this equality, 
this transportation problem is a balanced transportation problem.  
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Table 2. The balanced transportation problem for ΔR1R 2
, with p warehouses (    Wi=1

p
) and p 

supplies (  s i=1
p ), n markets (

    M j=1
n ) and n demands (

  
d j=1

n ), and p × n  unit costs (
  c i, j=1

p,n ) 

ΔR1R 2
 M1 M2 … Mn   

W1 c11 c12 … c1n s1  
W2 c21 c22 … c2n s2  

  M   M   M  M  M  M  
Wp cp1 cp2 … cpn sp  

 d1 d2 … dn 

 

sum(ΔR1R 2
) =0:   si

i=1

p

∑ = dj

j=1

n

∑   

 
If xij frequency units are to be transferred from warehouse (element) Wi to market 

(element) Mj, then the transportation problem is to determining those values of x for 
which the total cost z is a minimum (Eqn. 8) and the supply and demand constraints are 
satisfied. The supply constraint states that the sum of all frequency units distributed out 
from a certain warehouse must equal the total supply capacity of that warehouse (Eqn. 
9a) and, similarly, the demand constraint states that the sum of all frequency units re-
ceived by a market must equal the total demand of that market (Eqn. 9b). Cost z is then 
the minimum cost for transforming frequency vector V1 into vector V2. 

 
z = min( cij xij

j=1

n

∑
i=1

p

∑ )                                                (8) 

  
∀i,  i =1...p :    xij = si

j=1

n

∑                                          (9a) 

    
∀j,  j = 1...n :   xij = d j

i=1

p

∑                                         (9b) 

4.2.2   Relation Similarity Values Obtained from the Transportation Algorithm  
Solutions to the balanced transportation problem of identifying the conceptual dis-
tance between two multi-element relations or the minimum cost for transforming one 
relation to the other can be obtained by employing the transportation algorithm 
(Murty 1976; Strayer 1989). This algorithm operates in two steps: First a basic feasi-
ble solution is found by randomly redistributing the frequency units in ΔR1R 2

so that 
the supply and demand constraints are met (Eqn. 9a-b). Since the basic solution might 
not be optimal as far as the minimum cost z of the transportation is concerned, the 
algorithm, in a second step, iteratively improves the redistribution, until an optimal 
solution is found (Strayer 1989). There may, in fact, be more than one ways to dis-
tribute the frequency units, so that the minimum value of z is obtained. The higher the 
final solution, the more costly is the redistribution of frequency units. 

The computed value of z actually stands for the dissimilarity δ(R1,R2) between two 
multi-element relations—the conceptual distance between them. The similarity 
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sim(R1,R2) and dissimilarity δ(R1,R2) of two relations are complement values; there-
fore, they add up to a constant (i.e., g) (Eqn. 10). Dissimilarity δ(R1,R2) lies in the 
interval [0, dmax

R1 −R 2 ] and can be normalized in the closed interval [0, 1] if divided by 
dmax

R1 −R 2  (Eqn. 11a). In this case, similarity is the dissimilarity’s complement from the 
unit, and it also lies in the closed interval [0, 1] (Eqn. 11b). 

sim(R1,R2)+ δ(R1,R2)=g                                        (10)  

 
δ(R1,R2) = z(R1,R2)

dmax
R1 −R 2

                                         (11a) 

sim(R1,R2) =1−δ(R1,R2)                                    (11b) 

4.2.3   Example 
The similarity of the two multi-element relations depicted in the example sketched 
geological application of Section 1 (Fig. 2) is evaluated, as an example of applying 
FDM. The relations are: (1) r(A, 8-C′), between hole-free region A and multi-holed 
region 8-C′, and (2) r(B, 8-D′), between hole-free region B and multi-holed region 8-
D′, or R1 and R2 for short (Fig. 7). Since overlap is the principal relation for both 
cases, five different 23-tRRh elements are possible (Fig. 3). Table 3 displays these five 
tRRh along with the single-holed regions that participate in each tRRh with A or B (  C i=1

8  
and   D i=1

8  respectively), according to the placements of the holes.  
Table 3 reveals also the elemetns’ frequencies for R1 and R2. It is, thus, possible to 

construct the normalized frequency vectors V1 and V2 (Eqn. 12). Since there are eight 
holes, normalization is achieved by dividing each frequency by eight (i.e., f/8, where f 
is the frequency of an element) and the frequency unit is 1/8. 

 
 

  
(a) (b) 

Fig. 7. Multi-element relations of example sketched geological application: (a) r(A, 8-C′) or R1 
and (b) r(B, 8-D′) or R2 

Table 3. The different tRRh elements of the multi-element relations r(A, 8-C′) and r(B, 8-D′)  

 [o d] [o m] [o o] [o cv] [o ct] 
A C4 C1 C7 + C5 - C2 + C3 + C6 + C8 
B D5 - D8 D7 D1 + D2 + D3 + D4 + D6 
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V1=

[o d]
[o m]
[o o]
[o cv]
[o ct]

0.125
0.125
0.25

0
0.5

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥ 

    and  V2 =

[o d]
[o m]
[o o]
[o cv]
[o ct]

0.125
0

0.125
0.125
0.625

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥                             

(12) 

Vectors V1 and V2 do not share the same frequencies for corresponding elements; 
therefore, the transportation algorithm is employed in order to produce a dissimilarity 
value between them. Equation 13 gives their relation-difference ΔR1R 2

.  

ΔR1R 2
= V1- V2 =

[o d]
[o m]
[o o]
[o cv]
[o ct]

0
0.125
0.125

-0.125
-0.125

⎡ 

⎣ 

⎢ 
⎢ 
⎢ 
⎢ 
⎢ 

⎤ 

⎦ 

⎥ 
⎥ 
⎥ 
⎥ 
⎥                                                  

(13) 

By enforcing the sums constraint (Table 2), frequency units need to be redistributed to 
acquire a balance. ΔR1R 2

shows which elements with excess (positive)  
frequency differences offer units—[o m] and [o o] in this case—to the receiving  
elements with the negative frequency differences—[o cv] and [o ct]. The distances 
between the elements on the 23-tRRh CNG (Fig. 4) provide the costs of the transporta-
tions. A basic feasible solution—which is also optimal for this simple example—is 
attained if 0.125 units are transferred from [o m] to [o cv] and 0.125 units are trans-
ferred from [o o] to [o ct]. The costs for these transfers are 2 and 2, respectively. 
Therefore, the value z for the cost of redistribution in ΔR1R 2

is 0.5 (Eqn. 14). 

   z = 0.125*d([o m]→ [o cv]) + 0.125*d([o o]→ [o ct]) = 0.5            (14) 

This value z is the cost of transforming V1 intoV2. Using Equation 11a the dissimilar-
ity δ(R1,R2) between the two multi-element relations is evaluated (Eqn. 15); subse-
quently using Equation 11b, the similarity sim(R1,R2) between the two relations is 
estimated (Eqn. 16).  

  
δ (R1,R2) = z

dmax

R1 − R 2
= 0.5

8
= 0.0625                                 (15) 

sim(R1,R2) = 1 − δ (R1,R2) = 1 − 0.0625 = 0.9375                     (16) 

Converted to a percentage, this similarity value is 93.75%. However, FDM is for 
comparing relations for their similarity to another relation. The similarity between 
two relations is meaningless, unless one of them is the reference relation and similar-
ity is evaluated between the reference and at least one more relation, to enable simi-
larity comparisons (Janowicz et al. 2008). The similarity computed with FDM does 
not imply that two relations are as similar, percentage wise, as the calculated number 
indicates. Occasionally, multiple different frequency distributions yield the same 
minimal result. For more complex distributions, the second phase of the transportation 
algorithm is employed. 
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5   Properties of the Frequency Distribution Method 

The FDM presents certain characteristics: 
 

1. The number of holes n is the same between query and random relations. 
2. There are three possible ways that two multi-element relations—between a 

hole-free and a multi-holed region—can differ: (1) the principal relation is the 
same, while the refining relations—those associated with the placement of  
the holes—are different, (2) the principal relation differs but the placement of 
the holes remains invariable, and (3) the principal and some, or all, of the re-
fining relations differ. 

3. All edges in the 23-tRRh CNG have the same weight (i.e., the unit), so that the 
distance between any two relations on the graph solely depends on the length 
of the shortest path between them. 

This section examines in detail the tree ways that multi-element relations can differ, 
as well as how the weight constant affects the similarity evaluation procedure.  

5.1   The Effect of the Principal Relation on the Similarity Evaluation 

There are five principal relations—disjoint, meet, equal, covers, and contains—whose 
strong influence on the topology forces the hole-free region to be in the same relation 
with all the holes—disjoint for principal relations disjoint and meet, while for the re-
maining three principal relations the hole-free region contains the holes. Other multi-
element relations may differ only in their principal relation, or both their principal and 
refining relations. They cannot, nonetheless, differ only in their refining relations—
there are no neighbors on the 23-tRRh CNG that share any one of these five principal 
relations (Fig. 8). As this information is imprinted in the 23-tRRh CNG, in case two 
multi-element relations share any of these five principal relations, their topological 
equivalence is recognized in the FDM and no further calculations are performed.  

For the remaining three principal relations—overlap, coveredBy, and inside—there 
are no restrictions; therefore, multi-element relations may differ in any of their con-
stituent relations, or in both simultaneously. There are, however, a few exceptions for 
inside. While having eight possibilities for different hole placements, principal rela-
tion inside shares only five common refining relations with principal relations cov-
eredBy and overlap—namely the refining relations disjoint, meet, overlap, covers and 
 

 

Fig. 8. The five tRRhs with principal relations that when shared, force topological equivalence 
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(a) (b) (c) 

Fig. 9. Paths connecting multi-element relations with: (a) the same principal, but different refin-
ing relations, (b) different principal, but the same refining relations, and (c) different principal 
and some, or all, refining relations different 

contains. When the principal relation is inside and the refining relation is one of 
equal, coveredBy, or inside, multi-element relations can vary only in their principal or 
both their constituent relations, but not solely in their refining relations. Figure 9 de-
picts various paths on the 23-tRRh CNG between two different multi-element relations 
with overlap, coveredBy, or inside for their principal relation. These paths connect 
relations that have the same principal relation and different hole placements (Fig. 9a), 
or the same hole placements and different principal relations (Fig. 9b), or both princi-
pal and refining relations different (Fig. 9c).  

5.2   Ramifications of the Weight Constant  

The weight constant is related to the dependency of the method on the 23-tRRh topo-
logical relations. In order to evaluate the implications of this constant on the FDM, 
the ranking of a few specifically chosen example relations against a query is exam-
ined. The choice of the unit as the weight of all the edges of the 23-tRRh CNG equal-
izes the amount of change from one principal relation to a neighboring one while 
keeping the refining relation the same, with the amount of change of keeping the same 
principal relation and moving to a neighboring refining relation (Fig. 10). It implies 
that a change in the topological relation between the hole-free and the generalized 
region has the same topological importance as a change in the topological relation 
between the hole-free region and any one of the holes.  

 

 

Fig. 10. Moving from [cB cv] to any of its four immediate neighboring relations causes the 
same amount of topological change 
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(a) (b) (c) (d) (e) 

Fig. 11. Multi-element relations⎯(b) to (e)⎯to be assessed according to their similarity with 
the query relation (a) 

The importance of the invariant distance unit weight is highlighted in the following 
examples. Figure 11a shows the query multi-element relation against which four other 
relations are evaluated for their degree of similarity. They are chosen so that the first 
one has the same principal but different refining relations (Fig. 11b), the second and 
third have different principal but the same refining relations (Fig. 11c-d), and the fourth 
one has different principal and some, but not all, different refining relations (Fig. 11e).  

For the first relation (Fig. 11b), using the FDM to calculate the cost associated with 
transforming it to the query, four frequency units need to be transferred from the [o 
ct] element to each of the query’s elements. The frequency unit is ¼—there are four 
holes in total—and the distances over which the units need to be transferred are 
d([o ct]→[o d])=4, d([o ct]→[o m])=3, d([o ct]→[o o])=2 and d([o ct]→[o cv])=1, as 
indicated from the 23-tRRh CNG. The similarity sim(query, b) is calculated to be 
68.75%. For the second relation (Fig. 11c), four frequency units need to be transferred 
again, but this time the principal relation changes, while the holes’ placement is the 
same. Applying FDM gives sim(query, c) = 87.5%. 

The third relation (Fig. 11d) has different principal and the same refining relations 
again, only this time the elements are farther apart from the query’s respective rela-
tions on the CNG. The analogous calculations give sim(query, d) = 75%. For the 
fourth relation (Fig. 11e), the principal and some, but not all, refining relations are 
different. The redistribution of frequency units gives sim(query, e) = 62.5%. 

While relation 11b exposes no change from the query with respect to the principal 
relation, it does not rank the highest in the similarity assessment. Instead relations 11c 
and 11d with different principal relations but with the same topological placement of 
their holes, rank higher. Last in ranking comes 11e, with both principal and refining 
relations different from the query’s corresponding relations. Figure 12 presents the 
relations in sequence, according to their ranking.  

 

Query relation 1st – sim=87.5% 2nd – sim=75% 3rd – sim=68.75% 4th – sim=62.5%
(a) (b) (c) (d) (e)  

Fig. 12. The ranking of the multi-element relations according to their similarity with the query 
relation: (b)=Fig. 11c, (c)=Fig. 11d, (d)=Fig. 11b and (e)=Fig. 11e 
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The weight constant is responsible for the specific ranking of the results. The 23-
tRRh CNG captures all topological changes among the 23-tRRh possible elements of a 
multi-element relation. The path between two relations on the graph represents a 
path of least topological difference, implying that the closer the relations are on the 
graph, the smaller is the amount of change required in order to gradually transform 
one relation to the other (Bruns and Egenhofer 1996). Topological changes of the 
23-tRRh, however, have the characteristic of comprising two, not totally independent, 
variables: (1) change in the principal and (2) change in the refining relation. 
Neighboring relations on the graph may differ by a step of change in either of their 
constituent relations. Therefore, the placement of the elements on the 23-tRRh CNG 
dictates the similarity ranking. Closeness between tRRhs on the graph has a strong 
bearing on a multi-element relation’s similarity to the query relation, even if their 
principal relations are different. In a different similarity model, where the two vari-
ables are treated separately by using a different principle than least topological 
change, the lengths between neighbors on the CNG would vary. In such a case, dif-
ferences in their principal relation and differences in their refining relations would 
play distinct roles in the similarity assessment between relations over holed regions. 
In the model presented here, however, topological changes in both constituent rela-
tions are of the same importance.  

6   Analysis of Random Query Experiments 

With the help of a software prototype for randomly generating multi-element topo-
logical relations, experiments were conducted for ranking a set of ten such random 
relations (Fig. 13b-k) according to their similarity with a query multi-element relation 
(Fig. 13a), using FDM. The results of the similarity evaluation are given in Table 4.  

 

 

     
(b) (c) (d) (e) (f) 

     
(a) (g) (h) (i) (j) (k) 

Fig. 13. Ten randomly generated archived topological scenarios (b-k), which are ranked against 
the query (a) 

Table 4. Similarity evaluation for the ten randomly generated relations (Fig. 13b-k) with 
respect to the query relation (Fig. 13a) 

Relation 13b 13c 13d 13e 13f 13g 13h 13i 13j 13k
Sim% 53.1 71.9 90.6 40.6 59.4 53.1 87.5 78.1 59.4 78.1  
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The similarity assessment results indicate that the relation topologically closest to the 
query is relation 13d with sim(13d) = 90.6%, followed by relation 13h with 
sim(13h) = 87.5%. In this case, the two most highly ranked scenarios not only share the 
same principal relation, but also display hole placements that resemble the topology of 
the query. Therefore, the elements of each multi-element relation appear very close to 
the query’s corresponding elements on the 23-tRRh CNG, and are responsible for the 
high similarity ranking. The scenarios that follow in the ranking present a combination 
of different principal and also quite different refining relations from the analogous rela-
tions of the query. The last rank is shared by two cases, 13b and 13g which have both 
elements located the farthest from the corresponding relations of the query, on the 23-
tRRh CNG. Specifically, [i ct] is the farthest from elements [o m] and [o o] of the query, 
while [cv ct] has distance four from element [o o] with the highest frequency, and three 
from element [o m]. Since these elements are located on central positions on the graph 
(Fig. 4), three and four respectively, are the second biggest distances that both elements 
can have from any other relation on the graph. Therefore, their placement on the 23-tRRh 
CNG is responsible for placing 13g to the lowest ranking.  

7   Conclusions and Future Work  

This paper introduces a new method for modeling and comparing relations with 
multi-holed regions that is independent of the number of holes and recognizes the 
differences caused by the holes’ topology. The method enables the assessment of the 
similarity of relations between a hole-free and a multi-holed region, providing a quan-
titative rationale to questions of finding the conceptually closer topological scenarios 
for either replacing or comparing with the query relation.  

We found that it is both the placement of the holes in relation to the hole-free re-
gion and the interaction of the hole-free region with the host of the holes that affect 
the similarity between relations. The closer the elements of one multi-element relation 
are with the respective elements of another multi-element relation on the 23-tRRh 
CNG, the more topologically similar are the relations. Neighboring elements have a 
strong influence on the similarity of the relations, even when their principal relations 
differ. Responsible for this influence is the FDM’s weight constant, which places 
equal importance to a topological change caused by a change in the principal with that 
caused by a change in the refining relation. The method is, therefore, sensitive to the 
topology generated by the existence of the holes and identifies relations that could 
appropriately replace or offer valuable information about the query relation.  

This approach to similarity evaluation creates new questions and opens up new re-
search avenues. What happens, for example, when the participating multi-holed re-
gions have different numbers of holes? If the same method is applied for these cases 
then what are the effects of dropping (or adding) holes to a region, in case of map 
generalization, for example? Furthermore, so far all holes have been considered 
equally, but in many real life scenarios, some holes or their contents have different 
importance. How does the similarity method handle holes differently and what hap-
pens in the case that holes of different importance are dropped? Broadening the simi-
larity method’s domain will certainly provide answers to a wider range of questions.  
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Finally, the case where both regions are multi-holed needs to be examined. Two 
different approaches are to either adapt the same method of using the 23-tRRh and con-
sider one region as hole-free and the other as singe-holed and then switch roles, or 
incorporate the 152-tRhRh relations between two single-holed regions (Vasardani and 
Egenhofer 2008). In this case, both regions would be considered as single-holed until 
all the possible combinations with the different holes are exhausted. The target is to 
compare these two approaches.  
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Abstract. Movement patterns of individual entities at the geographic scale are 
becoming a prominent research focus in spatial sciences. One pertinent question 
is how cognitive and formal characterizations of movement patterns relate. In 
other words, are (mostly qualitative) formal characterizations cognitively ade-
quate? This article experimentally evaluates movement patterns that can be 
characterized as paths through a conceptual neighborhood graph, that is, two 
extended spatial entities changing their topological relationship gradually. The 
central questions addressed are: (a) Do humans naturally use topology to create 
cognitive equivalent classes, that is, is topology the basis for categorizing 
movement patterns spatially? (b) Are ‘all’ topological relations equally salient, 
and (c) does language influence categorization. The first two questions are ad-
dressed using a modification of the endpoint hypothesis stating that: movement 
patterns are distinguished by the topological relation they end in. The third 
question addresses whether language has an influence on the classification of 
movement patterns, that is, whether there is a difference between linguistic and 
non-linguistic category construction. In contrast to our previous findings we 
were able to document the importance of topology for conceptualizing move-
ment patterns but also reveal differences in the cognitive saliency of topological 
relations. The latter aspect calls for a weighted conceptual neighborhood graph 
to cognitively adequately model human conceptualization processes. 

1   Introduction 

Humans think about space topologically. The question is: what does this statement 
actually mean? Is topology indeed the way to bridge the gap between formal charac-
terizations of spatial information and spatial cognition? This topic has been addressed 
since Piaget (1955) published his theory of developmental stages. Piaget proposes that 
infants, as a first cognitive mechanism to make sense of their spatial environments, 
apply topological concepts. More recently, topology has been identified as the basic 
characteristic of image schemata (e.g., Lakoff, 1987) and Kuhn writes “Image sche-
mas are often spatial, typically topological […]” (2007, p. 155).  These brief examples 
demonstrate the close relation of topology and (spatial) cognition. We have indeed 
witnessed tremendous research efforts that build on the assumption that humans rea-
son and think about their spatial environments qualitatively (not only topologically 
though) and not quantitatively. 
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While the majority of research (both cognitive and formal) has focused on static 
spatial relations, more recently (within approximately the last 20 years 1 ) spatio-
temporal research topics have gained prominence. For example, the formal charac-
terization of movement patterns has developed into a central topic in geographic and 
related research (for a summary see Dodge, Weibel, & Lautenschütz, 2008). Parallel-
ing the developments in spatial sciences, research in psychology is advancing our 
understanding of how the human cognitive system understands dynamic phenomena 
(termed events) (for an overview see, Zacks & Tversky, 2001; Shipley & Zacks, 
2008). The need to relate these two research communities, in general, has long been 
acknowledged and addressing that need has lead to the development of qualitative 
spatial reasoning (Cohn, 1997; Freksa, Habel, & Wender, 1998) as a way to formally 
characterize human spatial cognition. 

This paper is organized as follows. First, we review pertinent research on topology 
and similarity. Then we detail the setup of our behavioral experiments, analyze and 
discuss the results. Finally, we conclude with outlooks on how the results obtained 
can benefit research in the cognitive and geographic information sciences. 

2   Topology 

Since qualitative representation and reasoning strategies were first formally studied in 
the scientific community, fostered by the shift from classical categorization theories 
to prototype and resemblance theories (Rosch, 1975), work on fuzzy theories (Zadeh, 
1965) and the Naïve Physics Manifesto (Hayes, 1978), topology has been amongst the 
top candidates able to bridge the gap between formal and cognitive characterizations 
of spatial relations. However, the number of papers evaluating the cognitive ade-
quacy2 of topological calculi for both representation and reasoning, as compared to 
the number of papers proposing topology based formalism, is rather small. Notable 
exceptions can be found in the work by Mark and Egenhofer (Mark & Egenhofer, 
1994; 1995), Knauff and collaborators (Knauff, Rauh, & Renz, 1997; Renz, 2002), 
Riedemann (2005) and others (Zhan, 2002; Xu, 2007; Ragni, Tseden, & Knauff, 
2007).  

Our own behavioral research (Klippel, Worboys, & Duckham, 2008; Klippel, to 
appear) has addressed the role of topology in the spatio-temporal domain from a be-
havioral perspective 3 . We have addressed two questions so far. First, are paths 
through the conceptual neighborhood graph (see Figure 1) with the same start relation 
(DC) and three different ending relations (NTPP, NTPPi, EQ) basic to human cate-
gory construction? Second, do ending relations at different positions in the conceptual 
neighborhood graph (e.g., DC, EC, PO, TPP, NTPP) influence categorization (as 

                                                           
1 See, for example, the workshop on Temporal GIS: the past 20 years and the next 20 years that 

was held in conjunction with the GIScience 2008 conference. 
2 We use cognitive adequacy in the sense of modeling cognitive processes Strube, 1991. 
3 Please note that many approaches in spatial information science address this question from a 

cognitively inspired but formal perspective (e.g., Hornsby & Egenhofer, 1997; Worboys & 
Duckham, 2006; Galton, 2004; Mennis, Peuquet, & Qian, 2000; Peuquet, 2001).  
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generally proposed by Regier and Zhang 2007; formally by, for example, Camara & 
Jungert, 2007 and for the temporal domain by Lu & Harter, 2006). Surprisingly, to 
date we were not able to assert that topology has the same cognitive adequacy in the 
dynamic domain as previous research has shown it does for static spatial relations 
(Mark & Egenhofer, 1994; Knauff et al., 1997).  

The results of previous experiments, as they relate to the findings reported here, 
will be detailed further in the discussion section, as they shed light on contextual 
factors on the conceptualization (category construction) of spatial relations4. 

Three concerns relate to this work: (a) what role does topology play in real world 
scenarios (not just geometric figures), (b) how similar are topological relations to each 
other and whether, for example, different weights should be assigned to edges in a 
conceptual neighborhood graph to improve the cognitive adequacy of topology based 
similarity measures, and (c) what are the linguistic influences on the categorization of 
movement patterns.  

The first question is addressed by using a hurricane-peninsula scenario (as opposed 
to geometric figures, as done frequently in past research, including our own). The 
second question has been addressed previously in work by Knauff et al. (1997). Their 
experiments center both on the region connection calculus (RCC) and its two levels of 
granularity, RCC-8 and RCC-5 (Randell, Cui, & Cohn, 1992) and on the two levels of 
granularity that can be derived from Egenhofer’s intersection models (Egenhofer & 
Franzosa, 1991). Knauff and collaborators summarize the outcome of their research in  
 

 

 

Fig. 1. Left: Conceptual neighborhood graph (Freksa, 1992; Egenhofer & Al-Taha, 1992). 
Right: Different paths of hurricanes distinguished by ending relations. Depicted is ONLY the 
ending relation of the hurricane movement. All hurricanes start in the upper right corner of each 
icon, disconnected from the peninsula (see also Figure 2). 

                                                           
4 Please note: we use the term conceptualization and category construction in the sense that 

categories are not learned as part of the experiments Pothos & Chater, 2002; Medin, Watten-
maker, & Hampson, 1987. Participants do not receive feedback whether their group-
ing/categorization adheres to certain criteria. 
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the following way: First, that topological relations are relevant and that they are the 
dominating factor for categorizing spatial configurations; second, that RCC-8 cap-
tures the right level of granularity, while, third, RCC-5 and the medium granularity of 
Egenhofer’s relations can be rejected as cognitively inadequate (on empirical 
grounds). We will come back to these results later. 

The third question (the linguistic influence on categorization) has been controver-
sially discussed in the literature (e.g., Boroditsky, 2001; January & Kako, 2007). 
Spatial relations such as direction concepts have been shown, however, to be suscep-
tible to the influence of language (Crawford, Regier, & Huttenlocher, 2000; Klippel & 
Montello, 2007). Limited details will be provided, as our results show that in the case 
of topologically distinguished ending relations of movement patterns, there were no 
major differences between linguistic and non-linguistic conceptualization (see Results 
Section). 

3   A Word on Similarity 

Similarity assessment of geographic information has become a major research field, 
owing to a strong importance in human cognition (Ahlqvist, 2004; Schwering, 2008; 
Schwering & Kuhn, to appear; McIntosh & Yuan, 2005). The ultimate goal of simi-
larity assessment is to assign meaning to data through similarity measures. 

Yet, from a cognitive perspective similarity is controversial (Goldstone, 1994; 
Rips, 1989). Murphy and Medin (1985) make the argument that potentially everything 
could be as similar or dissimilar to everything else given a certain perspective. An 
extreme example is the similarity of plums and lawnmowers which are similar given 
that they both weigh less than 10,000 kg. The criticism is that similarity is regarded as 
being too flexible and that it cannot explain categorization (Bryant, 2000). Ultimately, 
we need a deeper level of explanation, often referred to as the theory theory (Laurence 
& Margolis, 1999) that allows for explaining why certain attributes are chosen over 
others on which a similarity rating can be based. 

Contrasting these arguments, similarity has been given favor, especially from a 
perceptual perspective. For example, Gibson (1979) addressed the topic of structural 
invariants in the environment; properties of the environment that remain constant 
over time. Other researchers (Biederman, 1987; Yuille & Ullman, 1990) seek to iden-
tify perceptual aspects that can be, and are likely to be, used for both recognition and 
categorization. While it is acknowledged that similarity depends on cultural aspects, 
goals, and contexts, it is also believed that perceptual similarity is constrained enough 
to provide the groundwork for categorization (Biederman, 1987; Ahn, Goldstone, 
Love, Markman, & Wolff, 2005; Goldstone & Barsalou, 1998). Even in science and 
mature human beings, where potentially complex theoretical constructs could be ap-
plied to perform categorization tasks, a core of similarities that are perceptually in-
variant are used (Goldstone, 1994). Relevant to this work is the notion that perceptual 
properties, for example, those defined by topological relations, can provide a rich 
source of information for categorization (see, for example, Knauff et al., 1997). This 
way, through perceptual invariants characterized by topological relations, the gap 
between conception and perception might be closed. 
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4   Experimental Evaluation 

Participants. 26 undergraduate geography students (six female, average age: 21.34) 
participated in the study. 

Materials. Animated icons of different hurricane paths were constructed using Adobe 
Flash. The icons were 120 by 120 pixels in size (see Figure 2). The northernmost tip 
of Queensland (Australia) was used as inspiration but the color and shape were sim-
plified so that it could not be easily recognized as a part of Australia5. 

 

 

Fig. 2. Shown is the construction of animated icons for the case DC2, where the hurricane fully 
crosses the peninsula. Start and ending coordinates were randomly chosen from within the 
boxes labeled ‘Starting region’ and ‘Ending region’ satisfying additionally the constraints of 
paths through the conceptual neighborhood graph (see Figure 1). 

The start and ending coordinates were randomized within the limits of topologi-
cally established equivalent classes. A region disconnected from the main land was 
chosen from which start coordinates were selected (see Figure 2). Likewise, a region 
for each ending relation was set up, from which randomly chosen coordinates, the 
ending position of the hurricane movement, were selected. In the cases of EC, PO, 
TPP relations only the vertical coordinates were randomized. Partial overlap (PO) was 
realized as a 50% overlap between hurricane and peninsula. Particular care was 
placed on two aspects in creating the animations: (a) that the ending relation was 
perceptually clear (see below); (b) that the velocity of the hurricane movements was 
identical. Each hurricane movement pattern animation lasted between two and five 
seconds depending on the length of the path. The ending relation was made salient by 

                                                           
5 No participant made a comment that could be taken as an indication of recognizing Queen-

sland. Technically, we should have referred to the moving low pressure system as a cyclone 
but kept the name hurricane , as US students are more familiar with that name. 
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a pause in the movement, before the movement pattern was repeated. The velocity of 
the hurricane movement was normalized such that all movement patterns had the 
same speed. This was achieved by normalizing the path length / frame ratio, that is, 
the longer the path the more frames were used to keep the velocity constant across all 
animated icons. Synchronous movement patterns were therefore automatically 
avoided due to different path lengths (the differences were the result of randomizing 
start and ending coordinates; the standardized speed led to a slight variation in the 
time the animation lasted). 

The start relation for all movement patterns was DC (the hurricanes were discon-
nected/disjoint from and on the right side of the peninsula). This left the following 
nine possibilities for ending relations assuming a continuous movement of the hurri-
cane (translation in terms of topology): DC (the hurricane does not make landfall), 
EC, PO, TPP, NTPP (see Figure 1). As the movement of the hurricane continued 
across the peninsula, the following topological relations were repeated and therefore 
indicated with a ‘-2’: TPP2, PO2, EC2, DC2 (see Figure 1). Hence, we distinguished 
nine possible ending relations constituting different paths of hurricanes. For each 
ending relation (topologically equivalent class) we chose 6 randomizations (i.e., ran-
domly chosen start and ending coordinates within the corresponding equivalent class 
regions) which led to a total of 54 animated icons. We chose a relatively small num-
ber of icons, as participants performed the grouping task twice (see below). We re-
frained from adding other factors to this experiment, such as different sizes of the 
hurricanes, so that the results focused on the topologically distinguished ending rela-
tions. All hurricanes also moved along a straight path. Given the scale of the overall 
region, this was seen as a reasonable decision6. 

Procedure. The experiments were organized as group experiments in a GIS lab at the 
Geography Department of Penn State. The lab could seat up to 16 participants at the 
same time. The lab is equipped with Dell Computers (Optiplex 755, Duo CPU E8200, 
2.66GHz) that have 24’’ Dell wide screen displays. All animated icons appeared on 
the left side of the screen, locations were randomly assigned (see Figure 3). 

Participants performed the experiment in one session (with two grouping tasks). 
After arriving, the participants provided consent and entered personal information into 
the experiment software (see below). The instructions explicitly mentioned that par-
ticipants were to group paths of hurricanes, but that how to create groups was com-
pletely up to the participants and that there were no right or wrong groupings. We 
used custom-made software (Klippel et al., 2008), an advanced version of the tool 
employed by Knauff et al. (1997), that allowed for: (a) collecting all relevant data 
from participants and the experiment; and (b) the presentation of animated icons (i.e., 
animated gifs). After collecting the participant information and providing participants 
with general instructions, participants were shown a short demonstration and per-
formed a warm-up task. We used animal icons to introduce the simple handling inter-
face of the grouping software. Icons could be placed into groups by simply using drag 
and drop. New groups could be created (‘New Group’ button) or deleted (‘Delete 
Group’ button). Only after all icons were placed into groups, a third button (‘Finish’) 
became active allowing participants to end the first part of the experiment and enter 
the second part.  
                                                           
6 We did not find any comments indicating that this was perceived as an unnatural scenario. 
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In the second part, participants were presented with the groups that they created 
again and were asked to label the groups. This was an important aspect in the design 
of this experiment: labeling the groups required linguistic awareness on behalf of the 
participants. Afterwards, participants performed the same grouping task a second 
time, the second grouping was performed with this linguistic awareness. These two 
conditions will be referred to as NKL (no knowledge about the linguistic labeling 
task) and WKL (with knowledge about the linguistic labeling task). This linguistic 
awareness has been shown to influence the categorization of spatial relations (Craw-
ford et al., 2000; Klippel & Montello, 2007). 

It is important to note that participants were free to create as many groups as they 
deemed appropriate for the given stimulus. This kind of research setup is in line with 
research that addresses questions of unsupervised learning and category construction 
(Pothos & Chater, 2002; Medin, Wattenmaker, & Hampson, 1987). Participants ini-
tially do not receive any number of groups on the right side of the screen but have to 
explicitly create each group (see Figure 3). 

 

 

Fig. 3. Two screenshots: The top one is shows the initial screen that participants saw. The 
bottom one mimics an ongoing experiment. 
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5   Results 

The experiment software collects the following data: the number of groups partici-
pants create7, grouping time8, and the linguistic labels for each group a participant 
created. Most importantly, the software creates a similarity matrix that encodes the 
results of the category construction for each participant (which animated icons are 
placed together into the same group). This information is binary encoded, ‘0’ for a 
pair of icons that are not placed together into the same group and ‘1’ for a pair of 
icons that are placed together into the same group. The similarity matrix has 2916 
cells. As similarity is symmetrically encoded—icon A is as similar to icon B as icon 
B is to icon A—1431 cells are required for the assessment of the grouping behavior. 
For each participant two matrices are created (as they perform the grouping twice, 
NKL and WKL). To assess the overall similarity of animated icons across all partici-
pants (but within each condition), the matrices are added together. The highest simi-
larity obtained for a pair of icons is therefore identical with the number of participants 
in the experiment (N=26). 

Once the overall similarity matrix is obtained, several analyses can be performed. 
Cluster analysis can be used to reveal the overall, natural clustering structure. We 
performed different cluster analyses using CLUSTAN (Wishart, 2004), and compared 
the results to cross-validate our findings (Kos & Psenicka, 2000). Here, we used aver-
age and complete linkage, as well as Ward’s method (increase sum of squares). All 
methods yielded a similar clustering structure. The results of Ward’s method for NKL 
are shown in Figure 4. 

A first observation is that in the NKL (no knowledge about labeling) condition, 
most ending relations are present when we enforce a 9 cluster solution (which argua-
bly is not the best cut of the dendrogram). Nonetheless, in this case all nine ending 
relations can be clearly distinguished and only three (or 5.6%) animated icons are in 
groups different from their topological peers (icon PP_1 ended up in a group together 
with TPP2 icons, icon TPP2_3 in a group with NTPP icons, and EC2_4 with DC2 
icons). The clustering structure at this level of detail is not as pronounced in other 
clustering methods, which is to be expected (as it is not the best cut). Hence, while the 
nine ending relations are all identifiable and are prominent in participants’ groupings 
(see also Table 1), they are not equally salient from a cognitive perspective. 

Also seen in Figure 4,  the following clusters in the dendrogram are clearly distin-
guishable: DC and EC are rated as more similar conceptually than other ending rela-
tions. Interestingly, this also holds for DC2 and EC2, that is, movement patterns that 
are characterized by very long paths through the conceptual neighborhood graph, (i.e., 
hurricanes that cross the entire peninsula)9. This is indeed also a clustering structure 
that is found in both average linkage and complete linkage clustering analysis. Hence, 
we can interpret this clustering pattern as a strong one, indicating a conceptual simi-
larity between the two pairs (DC/EC and DC2/EC2). 

 

                                                           
7 No significant differences between conditions (NKL and WKL) were found. 
8 Participants took significantly less time for the second grouping task as shown by a paired-

sample t-test (t(25) = 5.43, p<.001). Participants were more familiar with the stimulus in the 
second grouping task. 

9 Please note that this is validation that participants were able to properly assess and understand 
the animations and that animations were watched through to the finish! 
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Fig. 4. Wards method, no knowledge on labeling (NKL)10 

Likewise, across all clustering methods we find that the ending relations NTPP, 
TPP, and TPP2 are conceptually similar. In a 4 or 5 clustering solution, they even 
form a single cluster (see Figure 4). 

Comparing these results for the NKL condition to the results for the WKL condi-
tion, the same clustering structure was present. For the current experimental setting, 
we found no differences in the clustering structure between condition 1 (participants 
were unaware of the labeling task, NKL) and condition 2 (participants performed the 
grouping task again after they provided linguistic labels for their first grouping, 
WKL)11. 

To perform further analysis that addressed the clustering structure and individual dif-
ferences in greater detail, we used another custom software program, called KlipArt 
(Klippel, Hardisty, & Weaver, 2009), which is built in the Improvise visualization envi-
ronment (Weaver, 2004). Figure 5 provides details on the interface and an example of 
all six animated icons of the category DC (hurricanes that do not make landfall). 

                                                           
10 NTPP is abbreviated as PP. 
11 There are tiny differences in the DC2/EC2 group. While these groups are conceptually as 

close as in the NKL condition, the boundaries between them are less pronounced (two in-
stead of one DC2 icon is grouped together with the EC2 icons). 
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Selected animated icons. Here: 
a topologically defined equivalent class, DC,
that is, hurricanes that do not make landfall.

Yellow squares:
individual participants

Participants who
placed ALL selected
icons into the same
group

Icons grouped
together

Participant characteristics such as
gender, background knowledge etc

Linguistic descriptions created by
participants for their groups  

Fig. 5. A screenshot of KlipArt v4. Selected are all animated icons in which the hurricane does 
not make landfall (DC). The KlipArt tool allows for a very detailed analysis of the grouping 
behavior of participants (squares with numbers indicate individual participants), to select sub-
groups of participants (e.g., male or female) and to analyze the linguistic descriptions partici-
pants provide for the groups they create. 

KlipArt allows for the analysis of grouping behavior for each participant and 
groups of participants. It also allows the analysis of a subset of icons across all par-
ticipants and the exploration of the linguistic descriptions provided by participants. 
One aspect we analyzed is whether there are differences in the number of participants 
who placed all animated icons of a topological equivalent class into the same group 
(a) across different equivalent classes, and (b) across the two conditions (NKL and 
WKL). Table 1 shows the results. Using chi-squared analysis, we did not find signifi-
cant differences between NKL and WKL conditions except for PO. Additionally, both 
PO ending relations (PO and PO2) seem to be responsible for significant differences 
within each condition. These results, like the previously reported cluster analysis, 
indicate the special situation of the PO relations and support the notion that topologi-
cal relations are conceptually salient to varying degrees. To better understand the 
grouping behavior of the participants we further explored these results with the Klip-
Art tool. We found that six participants grouped all but one animated icon (but not the 
same icon each time) from the PO group together (in the NKL condition). The spare 
icon was either placed into the TPP or the NTPP category. 
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Table 1. Raw counts of participants that placed all icons belonging to a topological equivalent 
class into the same group. results (p values) are shown for (a) comparing all 9 ending rela-
tions at the same time within each condition (NKL and WKL), and (b) comparing each ending 
relation between NKL and WKL individually. 

  DC EC PO TPP PP TPP2 PO2 EC2 DC2 p value 
NKL  16  12  6  12  16  14  11  17  17 0.042 

WKL  19  15  14  8  18  16  9  14  16 0.029 

p value 0.375 0.405 0.023 0.254 0.560 0.575 0.569 0.397 0.773  

Table 2. Comparing linguistic labels for two topological equivalent classes, DC and TPP 

DC / NKL TPP / NKL 
Right side stopping circles 
Calm right before the storm 
hurricane stops short of land 
Path Doesn't Cross 
Completely off east coast 
Right side 
outside right 
Weak Hurricane 
Don't Make It 
No Hit or Weak Hit 
Before land 
Weak Hurricanes 
No landfall 
No landing 
hurricanes that never made it to shore  
Pre-landfall Hurricanes 

circles stopping in figure 
Hurricane ________  makes landfall ! 
hurricane lands on land 
Stick on Right Side 
Completely over land 
inside right 
Land Hurricane 
Goes Over Land and Stops 
Within land 
Continental 
Hurricanes that partially crossed the landmass 
Hurricane Landfalls 

 
We also analyzed the linguistic descriptions participants created. While it would be 

possible to look into all linguistic descriptions for all icons (in total 5616), we decided 
to preselect the descriptions and only analyze those that were created by participants 
who placed all animated icons of a specific topological equivalent class into the same 
group (see Table 1). The descriptions for DC/NKL and TPP/NKL can be seen in Ta-
ble 2. This analysis reveals several important aspects: while the perceptual character-
istics of the stimulus material led participants to group icons in each topological 
equivalent class together, the linguistic descriptions are highly varied. This phenome-
non is very well known and has been noted in research on object naming for HCI 
(Furnas, Landauer, Gomez, & Dumais, 1987). Compared to objects, the diversity of 
linguistic descriptions in dynamic situations is greater. We identified the following 
general principles in the DC/NKL case: the description of the endpoint of a movement 
pattern (e.g., right side, which is of course contextualized in this experiment), an 
inferred characteristic of the domain (e.g., weak hurricane), a description of the path 
characteristics (e.g, path doesn’t cross), and an association with a domain characteris-
tic (e.g., no landfall). Further distinctions could be made. The important point is that 
all descriptions we obtained for DC (except two) are directly describing the topologi-
cal equivalent class, that is, that the hurricane does not reach the coast. If we compare 
these descriptions to the descriptions offered for the ending relation TPP/NKL, we 
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find that the latter are much less tailored toward the topologic information that the 
participants used to create this group in the first place. This can be easily imagined if 
we asked another group of participants to draw sketch maps on the basis of the lin-
guistic labels (see Table 2). It would be very unlikely that any participant would draw 
the hurricane/peninsula relation as TPP. 

6   Discussion and Conclusions 

One of the most important findings of this study is that the conceptual/perceptual 
salience of topological relations is not equal for all topologically defined ending  
relations. Already Mark and Egenhofer (1994) found that line-region relations charac-
terized by the 9-intersection model may need aggregation to reflect cognitive concep-
tualizations of spatial relations. Knauff et al. (1997), although rejecting RCC-5,  
mentioned that certain topological relations (DC and EC) might be conceptually 
closer together than others in the case of static spatial relations. If the basic formal 
characterization is built on eight topological relations as identified in the RCC-8 for-
malism or by Egenhofer’s intersection models, we need to add an additional descrip-
tion that assigns different weights to the edges in the conceptual neighborhood graph 
to reflect different cognitive-conceptual (and perceptual) saliencies. 

We propose to use weights, instead of switching to a different topological calculus, 
as it is obvious that different granularity levels exist in the conceptualization of topo-
logical relations. These levels are visually present in the clustering structure shown in 
the dendrogram (see Figure 4). It is important to note that the clustering structure does 
not support RCC-8 as the cognitively most adequate solutions (Knauff et al., 1997). 
Different levels of granularity exist, as we would assume for a good model of a cogni-
tive system (Hobbs, 1985). 

Interestingly, though, we find (as in the static case) that DC and EC (and DC2 and 
EC2, respectively), are conceptually very close, which indicates that RCC-5 may be 
capturing the conceptualization of spatial relations cognitively more adequately then 
Egenhofer’s intersections models. Yet, as we discuss below, this very well may be an 
effect of the domain (and/or the scale) we used in these experiments. 

Weighting the edges in a conceptual neighborhood graph would be important for 
approaches that: use similarity measures to automatically infer the semantics of a data 
set, model human categorization through similarity measures, or work on design as-
pects of human-machine interfaces (Ahlqvist, 2004; Schwering, 2007; Nedas & 
Egenhofer, 2008; Furnas et al., 1987). One way to assign weights to the edges of the 
conceptual neighborhood graph would be to use weighted fusion coefficients. A fusion 
coefficient is a measure that indicates the distance at which two clusters merge. In 
Figure 4 the fusion coefficient is indicated as a measure of the horizontal axis of the 
dendrogram. For example, the fusion coefficient (normalized to 0) for the clusters DC 
and EC in Figure 4 is 36.8 and for EC2 and DC2 it is 18.61. In contrast, the fusion 
coefficient for DC/EC and PO/PO2 is 198.1. The fusion coefficients for TPP, NTPP, 
and TPP2 indicate the conceptual closeness between these relations (11 and 31.0, 
respectively). 
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More experiments and analyses (and potentially simulation Montello & Frank, 
1996) would be required to derive appropriate weights (and, see below, these weights 
might not be identical for different domains/contexts). Most importantly, these re-
sults—additionally enforced by the more qualitative analysis of the linguistic labels 
that participants provided—show that different topologically distinguished ending 
relations are cognitively salient to different degrees and that using a conceptual 
neighborhood graph for assessing semantic similarity requires attaching weights to 
the edges to achieve cognitive adequacy. 

An interesting question might be whether the weighting of the individual relations 
could be influenced by the domain. For example, for the stimulus material we used 
(paths of hurricanes), the underlying basis for placing DC and EC semantically closer 
together could be that hurricane boundaries are usually vaguely defined. Perceptually, 
the distinction between DC and EC was made clear as in case of the DC ending  
relation, where the hurricane stopped a radius away from the peninsula. That these 
relations were indeed perceptually distinguishable is expressed in the prominent dis-
tinction between the clusters containing DC icons and clusters containing EC icons. 
The semantic similarity between these two clusters compared to all other clusters 
might, however, best be explained by assuming that there was an influence based on 
knowledge about hurricanes (which is most likely not specific to geography under-
graduate students in Pennsylvania). These assumptions of super-classes of topological 
relations in the characterization of movement patterns are also made in other ap-
proaches. A recent proposal in the spatio-temporal domain by Camara and Jungert 
(2007) groups the eight topological relations between two spatially extended entities 
(see Figure 1) into two categories: distance (DC) and proximity (all other relations). 
Camara and Jungert are primarily concerned with moving artificial entities on land 
(not movement patterns of natural entities such as hurricanes). However, it would be 
interesting to experimentally validate whether their assumption corresponds to human 
category construction. 

Behavioral results analyzing Allen’s (1983) intervals, in contrast, reflect the  
conceptualizations found in our experiments. Lu and Harter (2006) addressed the 
question of whether all of Allen’s intervals are equally salient in the cognitive concep-
tualization of movement patterns (in their experiments, fish swimming in a tank). 
Their results indicate that relations that describe some kind of overlap (START, 
DURING, FINISHES, EQUAL) are distinguished from those relations that do not 
(BEFORE, MEET). 

Topological relations are not only cognitively important but are also associated 
with distinguishable perceptual characteristics. This is a very important aspect that 
has been stressed in recent research on categorization. Work, especially by Barsalou 
and collaborators (1999; 2003; Goldstone & Barsalou, 1998) has shown how impor-
tant it is to take into account the perceptual aspects of our environments to frame 
theories of categorization. In Gibson’s (1979) terminology, topology could contribute 
to this framework by offering perceptual (and conceptual) invariants. Hence, topology 
might allow for perceptually grounding categorization, not only on the very abstract 
level of image schemata (Kuhn, 2007) but also on the level of direct perception. The 
critical question to ask is: why did topology (mostly) fail to guide the category  
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construction in previous experiments (Klippel et al., 2008; Klippel, to appear)? One 
explanation can be found in research on category construction by Pothos and collabo-
rators (Pothos & Chater, 2002; Pothos & Close, 2008). In cases where ‘only’ geomet-
ric figures are used, perceptual context effects dominate and, as Pothos states, the 
simplest one is singled out to guide category constructions. For example, while we 
distinguished the same nine different ending relations in a preceding experiment 
(Klippel, to appear), we also introduced greater variation as the stimulus consisted of 
geometric figures that are not constrained by background knowledge (although par-
ticipants were encourage to think of geographic examples and did provide geographic 
scenarios as descriptions). Additional factors were different movement patterns  
(either one or both spatial entities moved) and size differences. Interestingly, the dif-
ferences in size were singled out as the most prominent dimension for constructing 
categories. Size (or from a geographic perspective, scale) is an important factor. In the 
context of these experiments, size is the better solution from a cognitive-ergonomic 
perspective. 

Overall, our research contributes to the rich body of knowledge that asserts to-
pology in having a central role in human spatial cognition. Our research specifically 
contributes to endeavors that address the cognitive adequacy of topological calculi 
in the dynamic domain. The results offer a springboard for tailoring calculi toward 
cognitive adequacy, by providing insights into methods for weighting edges in a 
conceptual neighboring graph to better model the similarity of spatial relations. 
Additionally, we analyzed linguistic descriptions of conceptually similar movement 
patterns showing a variety of possibilities to characterize movement patterns lin-
guistically. Systematically analyzing geographic scale event language will allow for 
informing the design of query languages and will improve our ability to automati-
cally analyze large text corpora, interpreting the spatial information that is linguisti-
cally encoded. 
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Abstract. We propose an empirical, perception-based evaluation approach for 
assessing the effectiveness and efficiency of longstanding cartographic design 
principles applied to 2D map displays. The approach includes bottom-up visual 
saliency models that are compared with eye-movement data collected in hu-
man-subject experiments on map stimuli embedded in the so-called flicker 
paradigm. The proposed methods are applied to the assessment of four com-
monly used visual variables for designing 2D maps: size, color value, color hue, 
and orientation. The empirical results suggest that the visual variable size is the 
most efficient (fastest) and most effective (accurate) visual variable to detect 
change under flicker conditions. The visual variable orientation proved to be the 
least efficient and effective of the tested visual variables. These empirical re-
sults shed new light on the implied ranking of the visual variables that have 
been proposed over 40 years ago. With the presented approach we hope to pro-
vide cartographers, GIScientists and visualization designers a systematic as-
sessment method to develop effective and efficient geovisualization displays. 

Keywords: Geographic visualization, visual variables, eye movements, change 
blindness, empirical studies. 

1   Introduction 

The cartographic design process is about a systematic transformation of collected 
(typically multivariate) spatial data into a two-, three- or four-dimensional visuo-
spatial display. This process is typically performed by applying scientific (i.e.,  
systematic, transparent, and reproducible) cartographic design methods, as well as 
aesthetic expressivity. Principles and details of the map design process can be found 
in many of the well-established cartography textbooks (see for example Dent, 1999; 
Slocum et al., 2008). More recently, cartographers have not only been interested in 
“what looks good” or “what visually communicates well”, but also increasingly how 
and why a particular design solution works well or not. 

Although the seemingly intuitive design principles have been successfully used for 
hundreds of years, and some of them (e.g., “light is less–dark is more”) have even 
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been internationally accepted as conventions, for example, in the statistics community 
(Palsky, 1999), very few of the proposed conventions have actually been tested sys-
tematically for their effectiveness and efficiency with human users. One such example 
is the well-known system of the seven visual variables proposed initially by the 
French cartographer Jacques Bertin (1967; and translated to English in 1983) and later 
extended by various cartographers, see for example, Morrison (1974) and 
MacEachren (1995). More recently, Bertin’s work has also received attention in the 
information visualization literature (Mackinlay, 1989). The variables seem to work 
when employed logically, but designers are typically not certain why. Unfortunately, 
there is very little empirical evidence on the effectiveness and efficiency of these 
visual variables (MacEachren, 1995). How can GIScientists, geovisualizers, and car-
tographers be sure that their design decisions produce effective and efficient displays? 
Naïve users tend to extract information based on perceptual salience rather than on 
thematic relevance (Lowe, 2003; Fabrikant & Goldsberry, 2005). For this reason, an 
empirical evaluation of design principles, and a systematic look into the relationships 
between perceptual salience and thematic relevance in visualization design is needed 
(MacEachren & Kraak, 2001) to understand how and why certain displays are more 
successful for spatial inference and decision making than others. 

2   Related Work 

2.1   Visual Variables for Guiding Visual Attention 

Bertin (1967/83) proposed a systematical approach to communicating information by 
visual means. He lists seven basic visual variables and presents effects of varying the 
perceptual properties of the visual variables in order to derive meaningful representa-
tions. There are two planar variables (the x and y position on the map plane), and five 
so-called “retinal” ones (size, color value, color hue, shape, and orientation), which 
we (and perhaps vision researchers) would probably translate as “pre-attentive” (Ber-
tin, 1967/83). Although Bertin (1967/83) lists these variables individually, effective 
map representations can of course include a combination of various visual variables 
(MacEachren, 1995). 

Bertin distinguishes selective, associative, ordered and quantitative visual vari-
ables. A visual variable is selective (e.g., color hue) and therefore fundamental for 
symbolization of data, if all symbols can be easily isolated (perceptually selected) to 
form a group of similar symbols based on this variable (e.g., where are the red signs 
compared to the green signs). Bertin contends that shape (for points, lines and areas) 
and orientation (only when applied to areas) are not selective. Conversely, a visual 
variable is called associative (e.g., shape) if it allows to perceptually group all catego-
ries or instances of symbols based on that particular visual characteristic (signs of the 
same shape with different sizes vs. signs of different sizes with the same shape). Only 
the visual variables size and color value are said to have perceptual dissociative char-
acteristics (Bertin, 1967/83). With dissociative visual variables (e.g., size) it is easier 
to detect visual variations among the signs themselves, than to visually form groups 
of similar symbols across other visual variables. Dissociative variables can be ordered 
or quantitative. A visual variable is defined ordered if it is possible to perceptually 
rank symbols based on one particular visually varying characteristic (e.g., lighter vs. 
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darker shading). If it is possible to perceptually quantify the degree of variation of a 
visual symbol, the visual variable property is defined as quantitative (e.g., size). Ber-
tin furthermore ranks visual variables in an explicit sequence: higher order variables 
(e.g., size) which possess a greater number of perceptual characteristics (i.e., quantita-
tive, ordered, and dissociative), compared to lower order variables (e.g., orientation), 
that may only have associative characteristics (only for areas). 

Ironically, Bertin does not cite any perceptual or psychophysical work that would 
provide empirical evidence to his design guidelines. In fact, his seminal volume on 
the Semiology of Graphics (1967/83) does not include any reference to any previous 
or related work. Bertin’s contributions can be understood within the context of the 
work by Gestalt psychologists such as, Wertheimer and Koffka in the 1920s (re-
viewed by Gregory, 1987 and Goldstein, 1989) who posited that the arrangement of 
features in an image plane will influence the perceived thematic or group membership 
relations of elements (i.e., figure/ground separation). Bertin’s proposals have been 
somewhat supported by later experimental evidence for classic visual search tasks 
(e.g., pop-out vs. conjunctive search) proposed by Treisman and colleagues (e.g., 
Treisman & Gelade, 1980). In a meta study summarizing several decades of visual 
search and attention work in psychology and neuroscience, Wolfe & Horowitz (2004) 
list color (hue), size and orientation as undoubted variables to guide visual attention 
(for static displays), and color value (luminance) and shape as probable cases. Inter-
estingly, these variables are not congruent with the ordering that Bertin suggests. 
Most if not all of this empirical work, however, has been performed on highly con-
trolled, and therefore simple graphic displays, typically containing only simple and 
isolated geometrical signs, thus not complex graphics such as commonly used maps, 
or other kinds of visualizations. 

Visual search strategies in a geographic context have been studied on realistic 
looking scenes such as maps (Lloyd, 1997), aerial photographs (Lloyd et al., 2002), 
and on remotely sensed images (Swienty et al., 2007). Additional empirical evidence 
for the validity of the visual variable system in more complex cartographic displays 
have been provided in the context of weather maps (Fabrikant et al., in press), the-
matic map animations (Fabrikant & Goldsberry, 2005), or for depicting the distance-
similarity metaphor in information spatializations (Fabrikant et al., 2004; Fabrikant et 
al., 2006). Visual attention guiding variables have also been employed for the con-
struction of computational vision models, as will be discussed in the next section. 

2.2   Computational (Bottom Up) Models of Visual Attention 

Itti & Koch (2001) present a computational framework to model visual saliency, 
based on based on neurobiological concepts of visual attention (Itti et al., 1998). The 
aim of the various computational models of visual attention is to model and predict 
visual attention based on psychophysical and neurophysiological empirical findings 
with human subjects (Koch, 2004). Visual saliency models also allow investigating 
complex and dynamic situations like animations, and changing natural scenes 
(Rosenholtz et al., 2007). Hence, they seem to be promising candidates for evaluating 
map displays as well. 
 



198 S. Garlandini and S.I. Fabrikant 

 

Fig. 1. Stimulus with predicted first eye fixation based on its saliency map 

The Itti model is a neural-net based, neurobiologically plausible vision model. 
The goal of the model is to identify the focus of attention of a visual system (mam-
mal or robot) based on the ‘where’ (e.g., perceptually salient characteristics), but 
not the ‘what’ (e.g., semantic characteristics, requiring cognition). In this model, 
three filters are applied to extract color hue, color value and orientation contrasts at 
several levels of image resolutions in a visual scene. Interestingly, these are three of 
Bertin’s proposed visual variables. Three feature maps (one for each filter) are 
computed based on center-surround comparisons. Feature maps are additionally 
computed at several image resolutions and integrated to form a single conspicuity 
map for each feature type. A non-linear normalization is applied to each conspicuity 
map to amplify peaks of contrasts relative to noise in the background. In the final 
stage feature maps are combined to produce a single saliency map (SM). The sali-
ency model also predicts a sequence of locations (ranked saliency peaks in the SM) 
that will attract a viewer’s gaze in a scene (Parkhurst et al., 2002). The predicted 
initial eye fixation (white circle) is shown Figure 1. Lighter areas in Figure 1 iden-
tify image locations with higher saliency. 

It is important to emphasize that the Itti saliency map does not reveal top-down 
components of visual attention. However, because we specifically employ a bottom-
up approach within the flicker paradigm (see next section), and we are interested in 
evaluating the “retinal” (e.g., “pre-attentive”) characteristics of map symbols, we 
contend this not to be a limitation for our study. Moreover, despite these limits,  
saliency map models appear to have already proven to be useful for cartographic 
purposes (Fabrikant & Goldsberry, 2005; Fabrikant et al., in press). We employ the 
visual attention model developed by Itti and colleagues (Itti et al., 1998) as a baseline 
to later compare human subject viewing behaviors collected with eye movement data. 
While visual variables are said to guide visual attention based on visual saliency, it is 
important to be aware of limitations or failures of the visual system, which we discuss 
in the next sections. 
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2.3   Failures in Visual Attention 

Change blindness refers to a failure in the visual system in that observers often fail to 
detect even very salient and large changes in a scene when a blank field separates two 
alternating images. Change blindness is defined as “the inability to notice changes 
that occur in clear view of the observer, even when these changes are large and the 
observer knows they will occur” (Rensink, 2005: 76). According to Rensink (2005) 
change blindness occurs in different situations and under various conditions, thus it is 
a well-established phenomenon of human visual perception. Changes involving per-
ceptually salient features are easier to detect than changes involving perceptually less 
salient features (Simons, 2000). As mentioned earlier, previous work has already 
demonstrated that visual attention and visual perception are tightly related (see review 
by Wolfe & Horowitz, 2004).  

Rensink et al. (1997) introduced the flicker paradigm in order to investigate the 
phenomenon of change blindness. In the flicker paradigm “an original image A re-
peatedly alternates with a modified image A’, with brief blank fields placed between 
successive images” (Rensink, 1997: 368).  

Attention is characterized by bottom-up (stimulus-driven) and top-down (goal-
driven) attentional control (Wright & Ward, 2008). The bottom-up component of 
attention is modeled in the flicker paradigm asking observers to detect the change as 
quickly as possible (Rensink, 2005). As a consequence, the memory impact on the 
experiment is reduced, but not completely inhibited (Rensink, 2005). 

The dependent variable that can be measured under flicker conditions is the re-
sponse time (Rensink, 2005). An observer is asked to solve three kinds of tasks: 1) 
change detection (what?), 2) change localization (where?), and 3) change identifica-
tion (how?) (Rensink, 2002). Experimental results report that the identification task is 
typically the most complex task to handle (Rensink, 2002). 

3   Experiment 

In a controlled experiment we empirically investigated the relationships between the 
perceptual salience and thematic relevance in static 2D map displays. We employed a 
systematic bottom-up evaluation approach using the flicker paradigm (Rensink et al., 
1997), in combination with the eye movement data collection method. In our experi-
ment we focus specifically on those visual variables (i.e., size, color value, color hue 
and orientation) that according to Wolfe & Horowitz (2004) have been proven in 
psychophysical studies not only to guide visual attention, but are also used in a state-
of-the-art visual saliency models (Itti et al., 1998). 

In order to test the efficiency and effectiveness of these visual variables with users 
we prepared thirty-two thematic 2D map stimuli varying the visual variables size, color 
value, color hue and orientation (within-subject independent variables), embedded in a 
flicker display. The experiment consisted in solving three kinds of tasks: change detec-
tion, change localization, and change description. We hypothesize that the most efficient 
visual variable is detected faster in a flicker display than less efficient ones. Moreover, 
the more effective a visual variable, the more accurate participants’ responses will be in 
a flicker display, compared to a less effective visual variable. To investigate these two 
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hypotheses, the dependent variables time of response and accuracy of response are 
measured. In addition to the traditional success measures we additionally collect proce-
dural data in the form of participants’ eye movements when solving the experiment 
tasks. In this way, we hope to not only identify which visual variable works best, but 
also how. Finally, we derived saliency maps of the stimuli using a bottom-up computa-
tional model of visual attention  (Itti et al., 1998). These saliency maps provide  
additional information about the saliency effects of the employed visual variables, and 
permit validation with the collected eye movement data. 

Participants: Twenty participants (9 females and 11 males), recruited from the Uni-
versity of Zurich (UZH) and from the Swiss Federal Institute of Technology (ETH) 
Zurich, took voluntarily part in this study. They were not given any recompensation 
for participation. Participants were on average 29 years old, and no one indicated to 
be color-blind. Participants were selected to represent a range of professional back-
grounds, without any experience regarding the flicker paradigm and its implications. 
On average the participant pool has a low to average training in geographic informa-
tion science, such as cartography, geographical information systems, including the 
general familiarity with and usage of spatial data. Participants had a low or average 
level of training in computer science and related fields. 

Materials: Sixty-four 2D map stimuli were designed in AdobeIllustrator and embed-
ded in thirty-two flicker animations using AdobeFlash, according to the guidelines 
proposed by Rensink et al. (1997). The animations were embedded in a web page that 
could be automatically loaded by the eye tracker management software during the 
experiment. The flicker animations include four types of maps (i.e., eight flicker an-
imations for each type) systematically varying the visual variables color hue, color 
value, size, and orientation (within-subject independent variables). To keep the map 
design consistent across trials, the stimuli included graudate circles and choropleths, 
as depicted in Figure 2 below. For the size stimuli, circle sizes changed, while the 
uniform area fills in the choropleth map was held constant. For the other three vari-
ables the area fills were affected by change, while the cirlces sizes were held constant. 
Fgure 2 shows a map stimulus used in the experiment. 

 

 

Fig. 2. Sample map stimulus evaluated in the study (color hue) 
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The maps in the flicker animation depict a set of randomly selected Swiss munici-
palities at a scale of 1:100,000. The geometry of the maps was systematically rotated 
in steps of forty-five degrees to assure that participants would not recognize the loca-
tion, and therefore are able to focus their attention entirely on the change detection 
tasks. Based on the data characteristics (shown in the legend), we selected the appro-
priate visual variable for each thematic map stimulus, applying Bertin’s (1967/83) 
design guidelines. Only the map portion of the graphic stimulus exhibits change be-
tween two consecutive displays. The change locations were also systematically varied 
so that areas in the center and various periphery locations in the map would change. 
Map title and legend never changed. An arbitrary map title was chosen by randomly 
selecting a county name in the U.S.A. (unknown to Swiss participants). The chosen 
name does not match the shown geometry. The legend includes a map scale (i.e., 
randomly selected representative fraction), a map symbol key, and respective attribute 
information. The maps do not contain any other map elements, such as author infor-
mation, data source, or copyright sources. We reduced the design to a necessary 
(ecologically valid) minimum, in order to minimize cognitive load, and thus not fur-
ther distract participants from the change detection tasks.1 

Setup: The experiment took place in a windowless office, specifically designed and 
used to run eye movement experiments. It was administered on a Dell Precision 390 
Windows workstation. The Tobii Studio software was employed to display the map 
stimuli and test questions on a 20-inch flat panel display, at 1024 by 768 pixels screen 
resolution. A standard mouse and keyboard were used for input. Participants’ eye 
movements were recorded using a Tobii X120 eye tracker, at 60 Hz resolution. We 
employed a fixation filter with radius of 50 pixels, and minimal fixation duration at 
100ms to collect participants’ eye movements. Response time was measured as the 
elapsed time in milliseconds between the trial display appearing on the screen and the 
participant hitting a designated key on the keyboard to proceed to the next screen 
containing test questions. 

Procedure: At the beginning of the test session participants were welcomed to the 
eye-tracking lab, signed a consent form, and filled out a background questionnaire. 
Participants were then asked to sit comfortably in front of the experiment computer 
connected to the eye tracker. Information on the testing procedure was displayed on 
the screen. Participants first performed two change detection trials to get comfortable 
with the test instrument, without having their eyes tracked. Following the practice 
trials participants’ eye movements were calibrated with the eye tracker. Participants 
were again informed to sit comfortably, but as still as possible during the experiment, 
to improve calibration accuracy and consequently the eye tracking accuracy for the 
experiment. 

For each flicker animation, participants were asked to hit the F10 key as soon as 
they saw a change. After the animation stopped and the stimulus disappeared, an 
answer screen appeared displaying a black and white reference map including area 
labels. Participants were asked to answer three questions. Firstly, if they had seen a 

                                                           
1 Stimuli and experimental questions are available at: http://www.geo.uzh.ch/~sgarland/master/. 
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visual change (detection task); secondly, where they had seen the change (localization 
task); and finally, to describe the change (identification task). Participants responded 
to the test questions orally by refering to area labels on the reference map and the 
experiment leader recorded their answers using a digital microphone, and by typing 
responses into a digital file. After answering the three questions, participants launched 
the next flicker animation by hitting the F10 key. If participants did not see any 
change, the animation stopped automatically after 60 seconds. Participants were then 
asked to continue to the next trial by hitting the F10 key. The display order of the 
stimuli was randomized to avoid any potential learning bias. After completing the on-
screen experiment participants were debriefed, and thanked for participation. 

4   Results 

Figure 3 shows participants’ response times (efficiency) for the change detection task 
on the four tested visual variables. On average, participants took more time to detect a 
change in a map display varying the visual variable orientation (M=1.94s, SD=1.08s) 
compared to the other tested visual variables. The variable size yielded the shortest 
response time (M=0.65s, SD=0.21s), followed by color hue (M=0.92s, SD=0.73s) and 
color value (M=1.00s, SD=0.33s). 

A repeated measures ANOVA (including a Bonferroni correction) reveals a sig-
nificant overall effect for the (within-subject) “visual variables” factor, F(25.805) = 
.000, p < .05, indicating that there is a significant efficiency difference between the 
visual variables under study. Pairwise comparisons reveal that the variable orientation 
is indeed the least efficient visual variable for detecting a change. For maps 
containing this visual variable people take significantly longer to detect a change than 
for all other maps. Furthermore, while the variable size is the fastest of all tested 
visual variables, it is only significantly faster than orientation and color value. The 
speed advantage to color hue is not significant. There are no significant speed 
differences between color hue and color value. 
 
 

 

Fig. 3. Response time values in seconds 
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Fig. 4. Mean “time to first fixation” 

We additionally investigated the efficiency (detection speed) of the visual variables 
by examining participants’ eye movement behavior. For each stimulus, we delineated 
an area of interest (AOI) where a change occurs in the map. The efficiency metric 
time to first fixation (Goldberg & Kotval, 1999) can be employed to identify how long 
participants take to first fixate that particular AOI. This metric is negatively correlated 
with the potential degree of saliency of a region. High values of time to first fixation 
denote low degrees of saliency (Jacob & Karn, 2003).  Figure 4 depicts the average 
length (in seconds), until participants fixated the relevant AOI for the first time during 
a trial. Again, people are slowest to first fixate on orientation changes, compared to 
color hue, color value, or size changes (fastest). 

A repeated measures ANOVA reports a significant main effect for the four tested 
visual variables, F(6.623) = .004, p < .05. Size is significantly faster compared to 
orientation, but there are no significant differences between size and color hue or 
color value. Orientation is significantly slower than all the other tested variables, 
except compared to color hue. Size (fastest) and orientation (slowest) are at the 
extreme ends of the efficiency spectrum.  There are no clear winners between color 
hue and color value. 

 

 

Fig. 5. Percentages of changes detected without looking explicitly at the change AOI 
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As Irwin (2004) notes, it is likely that the area of visual attention is larger than the 
location to where the fovea is pointing during a fixation. Evidence for this can be 
found in Figure 5. This Figure shows percentages of change that participants were 
able to detect correctly, without even fixating in the respective AOI. It is notable, that 
in 68% of the orientation trials (thus more than just by guessing) participants detected 
change without even fixating the respective “change” AOI. The percentages for the 
other trials are: color value (52%), size (36%) and color hue (28%), respectively. 

To further look into the attention guiding potential or saliency of a visual variable 
we computed a ratio between the fixation duration within an AOI placed in the visual 
center of the map and the fixation duration within a “change” AOI. If this ratio pro-
vides lower values, observers’ eyes were less attracted to the target AOI compared to 
“staring” into the center of the map. Higher ratio values might suggest that people’s 
gazes moved around the map more or were attracted more readily to other attention 
guiding regions of the display. Size and color value (both 1.59) have the highest ratio, 
compared with orientation (1.29), and color hue (1.20). This measure qualitatively 
confirms the results depicted in Figure 4. Size and color value seem to have attracted 
participants gazes more than color hue and orientation. 

We now turn to change localization. Regardless of the visual variable, people gen-
erally performed very well on the change localization tasks. This might be due to the 
stimuli having relatively low complexity. The size changes were localized practically 
error free (99%), followed by color hue and color value (both M=.994 SD=.028), and 
finally orientation with the lowest score (M=.925, SD=.143).  

A repeated measures ANOVA for the change localization task provides evidence 
that there are significant differences among the visual variables, F(7.589) = .002, p < 
.05. Analog to the efficiency outcome for the change detection task, the variable ori-
entation (least accurate localization) differs significantly from size (most accurate 
localization). No significant effects seem to exist between the other visual variables. 

Figure 6 above also shows the percentage of correctly described types of changes. 
There is little difference in people’s accuracy describing the change for size (99%), 
color hue (92%) and color value (97%) displays. However, changes in orientation 
seemed to have been much harder for people to describe accurately (69%). 
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Fig. 6. Percentages of correct change detection, localization and description 
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According to a repeated measures ANOVA there seems to be a significant differ-
ence in the change description accuracy across the visual variables, F(15.227) = .000, 
p < .05. The variable orientation differs significantly from to the other three visual 
variables, yielding the least accurate results. Size scores are highest again, with 100% 
description accuracy; significantly better than color hue and orientation. Color value 
does not differ significantly from size and color hue.  

4.1   Computational Saliency Evaluation 

We additionally evaluated the animated flicker displays with previously mentioned 
Itti saliency maps, using specifically the saliency model for dynamic visual scenes. In 
addition to contrasts in color hue, color value and orientation (for static scenes), the 
dynamic model also takes movement variables into consideration to compute the 
resulting saliency map. The additional dynamic variables considered are: change in 
location (motion up/down/right/left) as well as flicker (i.e., appearance and disappear-
ance at a location).  

We compared the location of highest saliency computed by the model and its re-
spective predicted eye fixation pattern with the actual change locations and our own 
collected eye movement data. The region of the change is indeed predicted by the 
model to be the most salient region in the saliency map. The model seems to work 
particularly well for the size displays. Comparing the predicted saliency maps of the 
map stimuli across the four tested variables, it is notable that the model yields a few 
highly concentrated areas of high saliency for the size stimuli, but less so for the other 
variables, where salient areas are more spread out and less crisp. On average, color 
hue has more salient locations in its saliency maps than the other tested variables. 
Consequently, one would expect that observers would be attracted to a larger number 
of locations competing for saliency (e.g., distractors), which might make the detection 
(“pop out”) of a changing area more difficult. Based on this, one might further argue 
that the variable color hue would yield the worst results in a change detection task. 
However, our empirical results do not support this hypothesis. Participants had greater 
difficulty and took significantly longer to detect a change in an orientation map than 
for the other maps. Perhaps orientation maps do not provide enough visual contrast 
between the enumeration areas. The linear pattern of the zone boundaries is harder to 
isolate, due to the linear fill pattern within the zones. The individual enumeration 
units seem to form larger homogeneous regions with little figure-ground contrast.  
Henderson & Ferreira (2004) note that uniform regions are characterized by low fixa-
tion counts and consequently they do not draw visual attention. On average, orienta-
tion provided fewer fixation counts in the “change AOI” than the other three visual 
variables. 

As we used animated graphic stimuli for the assessment of the visual variables, we 
need to also consider the effectiveness and efficiency of the visual variables for ani-
mated, or dynamic (e.g., interactive) visualizations.  The overall advantage of size and 
(to a lesser extent) color value in the change description task can perhaps be explained 
by the additional influence of the dynamic variables (also computed for the saliency 
map). Figures 7-8 show samples of overall saliency maps for the four tested visual 
variables, overlaid on top of a map stimulus (upper left panel). The lighter the shade 
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(“spot light”) the higher the saliency. The white circle in the map stimulus is the  
predicted first gaze point (location of highest saliency). All the saliency attributes 
contributing to the overall saliency map are placed to the right and below of the map 
stimulus (panels with black background). Both size (Figure 7a) and color value  
(Figure 8b) yield areas of high saliency that are highly localized, compact, of small 
extent, and with crisp boundaries (especially for the size variable). This is perhaps due 
to optimal correlation of the visual variables (hue, value and orientation) with the 
dynamic ones such as, flicker (on/off) and motion (left, down, up, and right). The hue 
maps (Figure 8a) and orientation maps (Figure 7b), showing a much more dispersed 
pattern in their saliency maps, for both the static (visual) and dynamic variables, seem 
to be less effective at guiding people’s attention to the relevant areas of change. 

 

 

 

Fig. 7. Saliency maps for the visual variable size 

 

Fig. 8. Saliency map for the visual variable orientation 
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Fig. 9. Saliency map for the visual variable color hue 

 

Fig. 10. Saliency map for the visual variable color value 

  
(a) (b) 

Fig. 11. Fixation concentrations across all participants for (a) orientation and (b) size 
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We now contrast (predicted) model results with our collected eye movement data. 
Figure 9 depicts two sample stimuli with aggregated eye fixations of all our partici-
pants. The lighter the display the higher the fixation concentration and magnitude. 

It is striking (but somewhat counter intuitive) that the model correctly predicts (as 
shown in Figure 7b), and confirmed by our empirical data (Figure 9), that the largest 
of the graduated circles in the size display is attended the least. Both the center of the 
map and the smallest symbols receive most attention in the size display. It seems that 
(center-surround) contrast changes (modeled explicitly in the saliency maps) are in-
deed attention guiding. The smaller circles offer more “contrast-changes” against a 
homogeneous background than larger circles. Interestingly, only a small portion of the 
relevant change AOI (marked with a star symbol in Figure 9) was fixated in the orien-
tation stimulus (compare with Figure 7b). This might be explained by the corner of 
the AOI being closest to the center of the map. Furthermore, if center-surround con-
trasts are relevant, then the concentration of stable boundary lines converging in a 
corner offer perhaps more contrast opportunities compared to directional changes of a 
linear fill pattern. 

Overall, the model results and empirical result are very encouraging for cartogra-
phers, because they suggest that commonly employed visual variables, when correctly 
applied, are indeed able to effectively and efficiently guide observers’ attention to 
relevant information. As Lowe (2003) suggests, congruently displaying thematically 
relevant information in a perceptually salient manner is one of the key challenges for 
designing effective and efficient map displays. However, empirical results presented 
in Figures 5 and 9, also provide some evidence that foveal attention and saliency are 
not always located in the same location. 

5   Discussion 

Summarizing our results we find that the selected four tested visual variables (Bertin, 
1967/83) are indeed attention guiding, as people performed significantly above 
chance (e.g., 50%) in detecting, localizing and describing a change in the display. 
This is in accordance to the summary of results presented in Wolfe & Horowitz 
(2004)’s meta study on attention guiding attributes. These authors list color, motion, 
orientation, and size as “undoubted attributes” to guide visual attention. However, 
unlike Bertin (1967/83), Wolfe & Horowitz (2004) do not provide a ranking of the 
attributes. Our empirical results do provide some evidence for the implied ordering of 
Bertin’s visual variables. We find the visual variable size to be the most efficient and 
effective variable to guide viewers’ attention in thematic 2D maps, under flicker con-
ditions.  Perhaps this can be explained by the size displays being visually the least 
complex (e.g., having fewer visual distractors), according to the computational sali-
ency model shown in Figure 7. According to Bertin, size is the only visual variable 
that has quantitative, ordered, selective (the signs perceived as different), and dissaso-
ciative characteristics (the signs are perceived as not similar). In fact, Bertin attributes 
size most “dissassociativeness”. Since size emphasizes sign difference (e.g., change), 
one might argue from an information theoretic encoding perspective that difference or 
change could be an aspect of “interestingness”, and thus, a very useful quality to 
guide attention. Since early eye movement studies on visual displays (Buswell, 1935; 
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Yarbus, 1967), it has been known that people concentrate their fixations on interest-
ing and informative scene regions (Henderson & Ferreira, 2004). 

The visual variable orientation appeared to be least effective and efficient of the 
four tested visual variables. As Bertin (1983: 93) writes: “in area representation 
variation in orientation is the easiest to construct, but it is at the same time the least 
selective” [of all seven visual variables].  Bertin assigns orientation only one attention 
guiding characteristic (i.e., associativity). He argues that with orientation (in areas) it 
is harder to isolate an area of change, as the variable emphasizes similarity, thus has a 
more uniform or homogeneous appearance. The computed saliency maps and our 
collected gaze data seem to support this idea. 

For the color value and color hue variables the result pattern is not as clear. While 
color hue and color value yielded similar results, color value seems to have a slight 
(but non significant) advantage.  In Bertin’s system, color value differs from size only 
in the lack of a quantitative characteristic, thus one would have expected color value 
to perform better than hue for change detection. These results might support Wolfe & 
Horowitz (2004)’s questioning of luminance polarity (e.g., contrast in brightness or 
color value) as an attention-guiding attribute. They suggest it might be a subset of 
color, that is, the luminance axis of a three-dimensional color space. 

6   Conclusion 

This paper presents a systematic empirical evaluation approach to assess the effec-
tiveness and efficiency of four commonly employed visual variables (size, color 
value, color hue and orientation) for the design of 2D map displays (Bertin, 1967/83). 
The proposed evaluation approach combines the application of visual saliency models 
developed in research on human vision with the assessment of change under flicker 
conditions by combining traditional performance measures (accuracy and speed) with 
eye movement recordings. We find that the visual variable size performs most effec-
tively (accurately) and most efficiently (fastest) under flicker conditions. Conversely, 
the visual variable orientation seems to be least effective and efficient in our change 
detection experiment. For color hue and color value the results pattern are not as 
clear. Our results suggest validity to the implied ordering of the visual variables pro-
posed by cartographer Jacques Bertin (1967/83) over 40 years ago. This study also 
shows that both the saliency map approach and the measurement of eye fixations 
under flicker conditions can be employed to systematically assess the utility of Ber-
tin’s (1967/83) system of seven visual variables widely used in cartography, and also 
discovered in information visualization (Mackinlay, 1989). The visual variable system 
was developed specifically to help cartographers better control the visual salience of 
symbols on maps.  However, until today it lacked in systematical validation proce-
dures, which we hope to have provided with this contribution. 
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Abstract. Navigating consists of coordinating egocentric and allocen-
tric spatial frames of reference. Virtual environments have afforded re-
searchers in the spatial community with tools to investigate the learning
of space. The issue of the transfer between virtual and real situations is
not trivial. A central question is the role of frames of reference in mediat-
ing spatial knowledge transfer to external surroundings, as is the effect of
different sensory modalities accessed in simulated and real worlds. This
challenges the capacity of blind people to use virtual reality to explore a
scene without graphics. The present experiment involves a haptic and au-
ditory maritime virtual environment. In triangulation tasks, we measure
systematic errors and preliminary results show an ability to learn config-
urational knowledge and to navigate through it without vision. Subjects
appeared to take advantage of getting lost in an egocentric “haptic”
view in the virtual environment to improve performances in the real
environment.

Keywords: Navigation, spatial frames of reference, virtual reality, hap-
tic, blind, sailing.

1 Introduction

Since Vygotsky’s “theory of mediated activity”[1], the psychological community
has paid particular attention to psychological tools. For example, in the spa-
tial domain maps and compasses provide support for humans to think about
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space. Thorndyke and Hayes-Roth [2] revealed that map learning is superior
to environmental navigaton for judgements of relative locations and straight
line distances among objects. Thus, learning a configurational layout does not
necessarily require entire body displacement. Clearly, there are many differ-
ences between consulting a map and walking in an environment. While the
map consultation unfolds in an allocentric spatial reference frame, independent
of the perceiver position and orientation, the walking sequence takes place in
an egocentric frame of reference which is directly relative to the current state
of the body [3]. Thinus-Blanc and Gaunet [4] showed the necessity to coordi-
nate these two views using invariants as a form of mediated common frame of
reference.

The development of virtual reality techniques have provided researchers with
promising tools to investigate how individuals learn space in controlled envi-
ronments. Tlauka and Wilson [5] compared the spatial knowledge of subjects
after a computer simulated navigation in an egocentric reference and the con-
sultation of a map in an allocentric reference. Referring to the results found by
Thorndyke and Hayes-Roth [2], the authors concluded that virtual and real nav-
igation lead to the potential for building equivalent spatial knowledge. Similar
outcomes were found by Richardson, Montello and Hegarty [6]. However, most
of the time, during navigation in virtual environments, subjects predominantly
accessed only visual information. This is in contrast to environmental navigation
where increased acces to visual cues and displacements of the entire body pro-
vide people with inertial, kinesthetic and proprioceptive information. However,
numerous studies from spatial virtual environments found that learning large-
scale environments could be done effectively from purely visual sources and did
not require body based information at all [7,8].

As vision is the spatial sense par excellence and virtual environments are
both predominantly visual and predicated by the use of vision, the utility and
the ability of blind people to generate meaningful spatial information via ex-
posure to virtual environments has not been widely explored (See Lahav and
Mioduser [9] for an exception). Consequently the question of what the role of
virtual environments are able to play as a tool to aid the spatial knowledge
learning of blind people remains largely unknown. For centuries there have been
philosophical and experimental debates as to the capacity of people without
sight to acquire a functional and holistic view of geographic space (See Ungar
[10] for a review). The “difference theory” contends that blind people have no
deficit in spatial processing but need more time to develop it [11]. The diffi-
culties experienced by blind individuals in traversing an environment derive in
part from their perceptual inability to gather distal (out of touch) spatial in-
formation [12]. While micro navigation, that which is proximal to the body,
is taught as obstacle avoidance in traditional orientation and mobility train-
ing, and the environmental learning of an area is most commonly acquired
through sequential and procedural exploration. The generation of configurational
(macro level) knowledge of an environment remains problematic and is only
achieved through intensive exploration of an environment [13,14]. However,
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spatial learning can be facilitated by the use of other spatial representations
as tactile maps and models [15], digital touch and auditory interfaces to infor-
mation [13,16], haptic and auditory displays [17] or personal guidance systems
[18,19]. In any case, the ability to integrate, translate and move between ex-
periences and representations relative to the egocentric and allocentric spatial
frames of reference critical.

Blind people are able to successfully and independently navigate urban envi-
ronments, where necessary using long canes and guide dogs as obstacle avoid-
ance tools at the micro level. Access to the tools listed above is rare at best
[20,21], however the acquistion of route, procedural and landmark knowledge,
remains possible, providing enough information for blind people to locate and
orientate themselves relative to the surroundings. In a built environment, there
is a wide array of environmental cues, for example, sidewalks, road edges and
junctions, auditory and olfactory landmarks, that facilitate the generation of
spatial knowledge of an area and the ability to recreate routes. The
guideing question behind the research is the complex issue of how do blind
individuals locate themselves in natural environment that does not provide con-
ventional urban cues for navigation, or the ability to spatially update through
vestibular, kinaesthic, proprioceptive or inertial processes [22]. With an envi-
ronmental tabula rasa, unable to access the cues above how would blind in-
dividuals be able to locate, orient and comprehend their spatial environmnet.
Such an environment is provide by the ocean. Here, are the use of tactile maps
and vocal compasses sufficient to connect egocentric and allocentric frames of
reference?

In Brest (France), blindsailors were able to helm the sailboat in a straight line
due to wind sensations [23]. In this case, the wind direction appeared to be a key
feature to hold one’s course and became the main directional reference. However,
avoiding distant obstacles like rocks and locating themselves on the map remains
a complex spatial task for blind sailors. In a maritime environment the type
and variability of potential environmental information available is very different
from a land based situation. These include, wind (speed and direction), boat
displacement (speed, heading, pitch, roll, yaw), and potentially spatial updating
via path integration based upon monitoring tacking, from a combination of the
above information. All of this information is spatially and temporally highly
variable. In order to assess these questions and in an applied manner to provide
a navigational solution, we developed “SeaTouch”. This application allows blind
people to explore a representation of a maritime environment by means of a
haptic and auditory interface. This enables virtual navigation with egocentric
and allocentric “haptic views”. Practically, this system aims to help blind people
to master sailing navigation during real voyages, and in this manner is analogous
to a land based personal guidance system [19].

After the description of the SeaTouch functionalities, we present an experi-
ment to compare the performances obtained by blind sailors after virtual training
sessions perfomed in egocentric or allocentric conditions.
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2 SeaTouch

2.1 General Description

SeaTouch software and hardware aim to provide for blind people’s cartographic
needs, in a maritime environment using haptic sensations, vocal announcements
and realistic sounds (Fig. 1). SeaTouch allows blind sailors to prepare their
maritime itineraries. The digital maritime charts used in the development of
SeaTouch conform to the S-57 International Hydrographic Office (IHO) exchange
format, ensuring opportunities for interoperability. The digital charts contain
many relevant geographic objects; “Handinav” software was developed to trans-
form the S-57 data into XML structured files. Thus, objects of particular salience
can be chosen to be displayed or not: sea areas, coastlines, land areas, beacons,
buoys, landmarks were used in our research. Additional data contained in this
maritime XML format is retained for potential future use. The position of the
boat can be selected by entering coordinates in the simulator when it is started.
The simulated weather conditions, such as the direction and the speed of the
wind are modifiable. When simulation is on, the speed of the boat results from
the interaction of the direction and speed of the wind with the orientation of the
boat, generating a new heading speed. These calculations are based upon ocean

Fig. 1. A visualization of the SeaTouch virtual maritime environment. A participant’s
hand is interacting with the stylus of the Phantom haptic mouse. The land area, coast-
line, and maritime features are displayed.
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based data collection, from an 8 meter sailboat “Sirius”. Blind sailors choose the
boat’s heading during the entire simulation by using the right and left arrows
of the computer keyboard. When the boat hits the coast, the simulation stops,
this is indicated to the users via an auditory “crash”.

2.2 Haptic Contacts and Constraints

The representational workspace is in the vertical plane, 40 centimetres wide, 30
centimetres high and 12 centimetres deep. Using a Phantom Omni force-feedback
device, via a haptic cursor, calibrated to the representational workspace, blind
participants explore the scene (Fig. 1). They touch different objects on the mar-
itime maps as 2D-extruded haptic features. The salient features are sea surface,
coastline, land area, navigational beacons, buoys and landmarks. The sea sur-
face and land area are formed by two flat surfaces separated by two centimetres.
Between the land and sea, the coastlines form a perpendicular wall, analogous
to a cliff face, that allows users to follow it with the Phantom. The display of
coastlines uses the “contact haptic force feedback”, a virtual wall. By contrast,
for beacons, buoys and landmarks, we apply a “constraint haptic force feedback”
to a spring of one centimeter diameter. This spring is an active force feedback
field that maintains the cursor inside of the object with a 0.88 Newton force,
analogous to a “gravity well”. In order to move outside of the spring, partici-
pants have to apply a stronger force. The position of the boat is displayed by
the same haptic spring effect. It can be located from anywhere in the workspace
by pressing the first button of the Phantom stylus, then the haptic cursor is
relocated to the current position of the boat.

2.3 Sonification

In the sonification module, as soon as the stylus is in contact with virtual ge-
ographic objects audible naturalistic sounds are played. When in contact with
the sea, a looping water sound is played. When the haptic stylus is touching the
coastline, a virtual cliff face, the sounds of seabirds are played, and when land
areas are in contact with the stylus the sounds of land birds are played. Prior
testing confirmed clear discriminability of the sea and land birds sonification
signals. If participants push through the sea surface, they hear the sound that a
diver would make. If the cursor is wandering in the air, a wind sound is played. It
is possible to touch the wake of the boat by hearing wash sounds. Our intention
is that the redundancy and overlap between haptic and auditory information
make this virtual environment as intuitive as possible.

2.4 Vocalization

Using “Acapela” vocal synthesis, a text to speech software, auditory information
can be automatically spoken by SeaTouch. When the Phantom cursor enters in a
beacon, buoy or landmark field, the nature and the name of these are announced.
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Alternatively, blind participants can ask for information about distances and di-
rections between the boat and the beacons or between two beacons. The format
of this information can be preselected by the user, distance in nautical miles, or
in kilometers, or in time relative to the current speed of the boat. In the allo-
centric representation mode, directions can be vocalized in the cardinal system
(North, South, etc.) or in numeric cardinal degrees (0 - 360). In the egocentric
representation mode directions can be obtained in hours relative to the boat
orientation (noon is in front of the boat and 6 o’clock is behind), or in port
and starboard numeric degrees relative to the boat orientation. For instance 90
degrees to starboard would be equivalent to 3 o’clock.

2.5 Virtual Navigation and Spatial Frames of Reference

SeaTouch software allows virtual interaction with two modes of haptic perspec-
tive : the allocentric (“bird’s eye view”) or the egocentric (“on board view”)
perspectives.

Northing / allocentric mode. The northing view provides a conventional presen-
tation format of the scene, where the map remains invariant in a fixed frame of
reference, aligned north up. The subject faces the north and the boat moves over
the map. Thus exploration unfolds in an allocentric frame of reference (Fig. 2).

Heading / egocentric mode. By contrast, the heading view takes place in an ego-
centric frame of reference. Although the participant remains in an orthographic
map view the participants’ view of the map is continually re-orientated to always
face the heading of the ship aligned to the top of the scene. This means that the ship
does not rotate in the workspace, but the map rotates to maintain the heading of
the ship to the top of the scene. Thus, the scene is dynamic and shifts as the blind
sailor explores the auditory haptic representation (Fig. 3). In this condition the
Phantom is comparable to a sort of “long maritime white cane” that the subject
can use either to touch the boat itself or to localize the obstacles in the scene. The
scale of the scene clearly facilitates exploration beyond the proximal in the micro
environment, affording a “map-like” overview of the area.

Fig. 2. The northing mode (allocentric) of SeaTouch: while changing boat directions,
the boat moves on the map but the orientation of the map stays stable
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Fig. 3. The heading mode (egocentric) of SeaTouch: while changing boat directions, its
position and orientation in the workspace stay stable but the map orientation moves
to ensure a “boat up” view

Aim of the study. The heading and northing possibilities offered by SeaTouch to
navigate in a virtual environment raise the question of their respective impact
to the construction of an efficient non visual spatial representation at sea. The
research focuses on investigating the difference between information gained in
either of these frames of reference and the participants ability to transfer this
information to a sailing activity in the ocean environment. Ultimately assessing
whether virtual navigation in a heading condition (egocentric) is more efficient
that in a northing condition (allocentric) to help facilitate blind sailors to train,
locating the landmarks, or beacons, in the environment during a real voyage.

3 Method

3.1 Subjects, Cartographic Material and Experimental Organization

Subjects. As a preliminary study two blind sailors performed our experiment.
They both navigate at sea regularly, are familiar with maps and computers.

Cartographic Material. During the learning tasks of each condition, the subjects
were asked to explore SeaTouch maps including a configuration of six named
beacons to set up their itinerary. This was composed of five ordered directions
between these named anchor points (e.g. “rock” “raft”, “spot”, “pole”, “net”,
“buoy”). The configuration of the points are the same in both conditions (ego-
centric and allocentric) except that we applied a mirroring symmetry translation
along the north-south axis and changed the names of the beacons to avoid any
learning effects (Fig. 4). In addition subjects performed the tasks of the two
conditions in opposite orders, in a cross over design.

Experimental organization (Fig. 5). In order clarify each condition (heading ver-
sus northing), the virtual learning task can be divided in two sub-learning phases.
The first phase consisted in exploring the map in a static setting; the participants
familiarized themselves with the equipment, the interface and its operation until
they were satisfied, and then they acquired their itinerary. The second learning
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Fig. 4. Northing and heading maps. On the left the map we used in the northing
condition, on the right the one we used in the heading condition. These two maps are
similar except that, for illustrative purposes a symmetric transformation was applied
to the right map relative to the vertical axis crossing the central point. The dark blue
lines represent the trajectories of each course.

Fig. 5. The experimental organization

phase was made up of navigating through the virtual environment attempting to
follow their itinerary between the named anchor points. Then, after completing
these two sub-learning tasks that we describe more precisely below, subjects had
to actualize their learning by navigating in the open sea evaluation task depicted
in further below (See subsection 3.3).
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3.2 Learning Task

In each condition, during the first sub-learning phase, the subjects explored
the virtual map without navigating. They had to determine the five bearings
and distances necessary to cross the departure line, turn around the beacons
and return to cross the arrival line which is actually the same as the departure
line (Fig. 4). In northing (allocentric) condition, the departure/arrival line is
located between the “buoy” and the “raft” and the subject had to traverse the
beacons on the starboard, the right, in a clockwise direction. In the heading
(egocentric) condition, the departure/arrival line is located between the “reef”
and the “wreck” and the subjects had to traverse the beacons to port, the left,
in a counter-clockwise direction (Fig. 4).

Itinerary Setting. In a first sub-learning phase (Fig. 5), the establishment of the
bearings and the distances of the itinerary of the course were done by using the
“measure command” of SeaTouch. Here, subjects placed the haptic cursor to
an initial point and said “origin” in the microphone, a voice answered “origin”
Then subjects moved the cursor to a destination point and said “measure”.
The voice answered them the bearing (in cardinal numeric) and distance (in
kilometers) between these two points. They set the all itineraries in this manner.
This learning sub-task is exactly the same in the both conditions except for the
positions of the landmarks.

Virtual Navigation. By contrast, in a second sub-learning phase (Fig. 5), sub-
jects performed a virtual navigation in a heading or northing mode respectively
corresponding to the egocentric and allocentric conditions. Here they could ac-
tively direct the orientation of the ship by speaking in increments of 1 or 10 up
to 90 degrees to starboard or to port in the microphone. The speed of the boat
only depended of its interaction with the wind. This blew from the north. If the
angle between the ship direction and the wind orientation was less than 45 de-
grees, it could not proceed, replicating conditions in the open water. During this
virtual navigation, blind sailors could ask for the bearings (in cardinal numeric
degrees) and the distance (in kilometers) of the nearest beacon by saying “bea-
con”. They also could ask for the current speed and heading. During the virtual
navigation, we recorded the exploration displacements of the haptic cursor and
of the trajectory of the boat. We called this record the monitoring (Fig. 5).

This procedure was replicated with the participants repeating the experiment
in the alternate condition, that is participant who explored in the heading (ego-
centric) mode now explored the virtual environment in the northing (allocentric)
mode and vice versa.

3.3 Evaluation Task

Here, we assessed how precisely subjects were able to locate themselves on the sea
when navigating aboard a real sailboat encountering all of the usual constraints of
sailing, such as tacking. After the virtual navigation, the blind sailors navigated in
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an open ocean environment aboard Sirius, an 8 meters long sailboat of the Orion
association. The wind also blew from the north (±15 degrees). Subjects were asked
to follow their set of named beacons, gathered from the virtual explorations in
SeaTouch. In the real navigation, they managed Sirius by the same commands (1,
10 or 90 degrees) which were applied to an “automatic pilot”. The automatic pilot
is an electrical system, including an electronic compass, that movers the tiller to
maintain a magnetic heading of the boat without assistance. In essence the par-
ticipants were sailing “hands free”, but encountering the complete array of other
ocean based cues, such as, wind, swell and the roll, pitch and yaw of the boat. As in
virtual navigation, subjects could ask information about the nearest beacon, the
speed and heading of the sail boat. However, they did not have the haptic interface
at their disposal so had no access to other distal cues.

To assess how precisely blind sailors could locate themselves, we asked them
to point out the directions of three beacons in the middle of each of their five
segments of the itinerary and we picked up these directions with a bearing’s
compass. So, we obtained fifteen angular errors about the directions of the land-
marks. Directional pointing data was used to apply the projective convergence
technique [24]. This triangulation provided us with five error triangles. Their
areas informed us about the consistency of the responses (Fig. 6).

Fig. 6. Examples of angular error (on the left) and error triangle (on the right). The
yellow circles are the beacons. The small red triangle is the sailboat. The large blue
line is the track of the ship. The dotted lines are the directions estimated. On the left
figure, the angle between the plain and dotted lines constitutes the angular error. On
the right figure, we report estimations from the beacons to the ship. Where the dotted
lines cross, the large grey triangle drawn is the error triangle.

4 Results

Due to the non normal distribution and measurement level of the data we used
the non parametric Wilcoxon paired test to evaluate differences in the egocentric
and allocentric frames of reference.
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Fig. 7. Range of angular errors of the subjects 1 and 2 at sea after training in northing
(NO) and heading (HE) conditions

Fig. 8. Graphic representation of the trajectories and the errors triangles of subject 1
at sea after a virtual training in a northing mode (on the left) and in a heading mode
(on the right)

The comparison of the angular errors of subject 1 after performing virtual
training in heading (egocentric) and northing (allocentric) conditions revealed
a significant difference (p=0.02). After heading virtual training, 14 responses
among 15 were under 30 degrees of error (Fig. 7). After northing virtual training,
only 8 estimations were under 30 degrees. So, the angular errors of subject 1 were
significantly less important in the heading condition. By contrast the comparison
of the angular errors of the subject 2 in heading and northing conditions did not
reveal any significant difference (p=0.82) (Fig. 7).

These results were confirmed when we compared the areas of error triangles.
For subject 1, all areas of error triangles were under 0.4 km2 after virtual training
in heading condition. By contrast, after virtual training in northing condition,
3 responses among 5 were over 0.5 km2. So, relative to the areas of the error
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Fig. 9. The heading haptic patterns of exploration. On the left is the recorded pattern
of exploration of the subject 1. On the right is the recorded pattern of exploration of
the subject 2.

triangles, subject 1 performed significantly (p=0.04) better at sea after training
in heading (egocentric) condition (Fig. 8). Subject 2, replicating the situation
for angular errors, no significant difference was found between the error triangles
in northing and heading conditions.

The better performances of subject 1 could not come from the learning effect
because he firstly performed the heading condition. So these results are rein-
forced by the order of the experiment. The qualitative results provided with the
monitoring allow us to see that the exploration movements of subjects 1 and 2
were different, especially in heading condition (Fig. 9). This report suggests an
interesting discussion point, as to what is the role of “getting lost”? In other
words what are the effects and differences in acquiring levels of spatial knowl-
edge, does exploring an environment searching for information necessarily lead
to higher more configural spatial knowledge rather than following a pre-learned
prescribed route.

5 Discussion

The present study aimed at assessing the influence of egocentric and allocentric
representations in virtual training, and their effect on participants abilities to
locate and navigate in a true maritime environment without vision. The eval-
uation task was performed during true navigation that obviously took place in
an egocentric spatial frame of reference. An explanation of the better results
of subject 1 in the heading (egocentric) condition could be that the transfer of
spatial knowledge is favored by the similarity of the spatial frames of reference
involved in the learning and evaluation tasks. In this case, it would be reasonable
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to suppose that the lack of significant difference between the results obtained by
the subject 2 after heading and northing virtual training could come from the
learning effect. As we mentioned before, the second subject first trained in head-
ing condition. So, the potential benefits of this condition could be neutralized
by the learning undertaken by the repetition of the experiment.

However, the qualitative analysis of the exploratory strategies in virtual en-
vironment suggested another explanation. Actually, it seems that subject 1 of-
ten explored in directions which were out of the set up itinerary (Fig. 9). One
could reasonably propose that this subject got often lost, or traveled signifi-
cantly “off route”. These kinds of movements did not appear on the subject
2 exploration pattern. This subject seems to follow regularly the sequence of
named beacons. This difference could be the key to our results. Getting lost
corresponds to a rupture between the actual egocentric spatial perception and
the previously more global spatial representation which can be considered as
allocentric [25]. So, when subject 1 got lost, he had to mentally try and connect
the actual nearest beacon direction with the configuration of the anterior mem-
orized map. This cognitive process could be an efficient training mechanism if
we refer to Thinus-Blanc [4] who showed that mastering space consists in coor-
dinate egocentric and allocentric spatial frames of reference using the concept
of invariant. For these authors, an invariant would be a common entity of the
egocentric field of perceptions and the allocentric spatial representation. In this
case, subject 1 had to mentally identify an invariant when getting lost in the
virtual world whereas subject 2 did not need to process this spatial reasoning be-
cause he did not encounter any difficulties in following the itinerary previously
learned. This could explain why subject 2 did not benefit from the heading
navigation.

This small prelimary case study shows that it could be beneficial to get lost
in a virtual environment in an egocentric view in order to practice connecting
egocentric and allocentric frames of reference. Our results should be interpreted
with caution due to the small sample size (n=2), and the inherent possibil-
ity for a large role to be played by individual differences. Inspite of this small
sample size the data collected are able to demonstrate that clearly different
strategies may be utilised by people using the SeaTouch. However the exper-
imental structure and methodology used is able to provide useful, insightful
information. Our results highlight the need for further investigations with more
subjects. In more general terms we have an environment and methodolody for
exploring the role of egocentric and allocentric, haptic and auditory learning in
virtual environments for people without vision and the transfer of this knowl-
egde to maritime surroundings. This affords us the opportunity to investigate
further the role of frames of reference, map alignment, and a user’s perspective
on spatial information, in combination with issues of multimodal spatial data
representation. The role of each of these factors transcends beyond the mar-
itime or vision impaired community and are central to understanding how we
learn from virtual environments and then utilise this information in the real
world.
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Assigning Footprints to Dot Sets: An Analytical

Survey

Maximillian Dupenois and Antony Galton

School of Engineering, Computing and Mathematics, University of Exeter, UK

Abstract. While the generation of a shape, or footprint, from a set
of points has been widely investigated, there has been no systematic
overview of the field, with the result that there is no principled basis for
comparing the methods used or selecting the best method for a particular
application. In this paper we present a systematic classification of foot-
prints, algorithms used for their generation, and the types of applications
they can be used for. These classifications can be used to evaluate the
suitability of different algorithms for different applications. With each al-
gorithm is associated a vector of nine values classifying the footprints it
can produce against a standard list of criteria, and a similar vector is as-
sociated with each application type to classify the footprints it requires.
A discussion of, and a method for, the assessment of the suitability of
an algorithm for an application is presented.

1 Introduction

While the generation of a shape, or footprint, from a set of points has been widely
investigated, there has been no systematic overview of the field, with the result
that there is no principled basis for comparing the methods used or selecting the
best method for a particular application. In this paper we present a systematic
classification of the footprints, the algorithms used, and the types of applica-
tions they can be used for. Our classification of footprints bears some similarity
to the set of criteria proposed by Galton and Duckham [9] for evaluating the
footprints produced by different algorithms. However, here we provide a more
detailed analysis and propose a method for choosing an algorithm appropriate
for a given context. It should be noted that this paper makes no attempt to eval-
uate these footprints, only to classify them. Using this classification we evaluate
the suitability of algorithms for general applications, but this has no bearing on
how ‘good’ a footprint is. For a discussion on the quality of a footprint with re-
gard to perceived shape or any other cognitive criteria see [8]. The classifications
of the footprints, algorithms and applications are all linked but for the sake of
clarity are declared separately, with appropriate relations discussed later. While
we only cover two-dimensional footprints, much of the analysis should carry over
to the three-dimensional case; but it is likely that three-dimensional footprints
have additional properties not covered by the present classification.

K. Stewart Hornsby et al. (Eds.): COSIT 2009, LNCS 5756, pp. 227–244, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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2 Definitions

The general problem under consideration is that of assigning a region-like entity
to a collection of point-like entities in space. In this paper we call the former
a ‘footprint’ and the latter ‘dots’. Here we provide a brief justification for this
choice of terminology.

– Dots We refer to dots rather than points because when considering the
various algorithms it became apparent that, in addition to coordinates, the
point-like entities may possess attributes such as shape, area, or velocity,
any of which might be of relevance to an algorithm.

– Footprint What we are here calling footprints have variously been called
outlines, shapes, hulls, and regions. We reject ‘outline’ and ‘shape’ as being
too focussed on the boundary; while ‘region’ seems too general, with noth-
ing to indicate any special relationship to the dots. ‘Hull’ has often been
chosen to reflect the idea of a footprint as a generalisation of the convex
hull, and indeed many of the algorithms are modified forms of convex-hull
algorithms (e.g., Concave Hull [13]); however, the definition of a hull oper-
ator in computational geometry requires all the dots to lie within the hull,
which must itself be connected [12], both of which conditions may be vio-
lated by footprint algorithms.1 ‘Footprint’ is used in various fields to denote
the impression of some entity,2 and this connotation seems appropriate here.

3 Background

As mentioned in the introduction, much work has been done on the generation of
footprints, but there has been surprisingly little by way of comparative analysis.
Four types of analysis largely absent from the literature on footprints are:

– Analysis of the types of footprint.
– Analysis of the methods used in the algorithm, and how these methods limit

the footprints produced.
– Analysis of the algorithm type, e.g., whether it requires some form of pre-

processing on the data set.
– Analysis of the context that the algorithm was created for.

An early, and much-referenced, paper on the subject is by Edelsbrunner et al.
[5], who present a method for creating footprints from a point set.3 The method
produces straight-line graphs called α-shapes, obtained from a generalisation
of the convex hull. For a set S the convex hull can be considered to be the
intersection of all closed half-planes that contain all the points of S. The α-hull
1 A hull operator is also required to be idempotent; it is not clear what this could

mean in the case of an operator which generates a region from a finite set of points.
2 E.g. the memory space a piece of software uses, the actual footprint of an animal,

the carbon footprint.
3 Point set and not dot pattern as the method only uses the coordinates.
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is obtained by using closed discs of radius 1/α instead of half-planes; the α-shape
is derived from this in a straightforward way. The authors do not discuss any
principled way to choose the appropriate α for the type of shape required.

Chaudhuri et al. [3] present two methods for generating a footprint, called
the external shape, from a dot pattern. Although they use the term ‘dot pattern’
they make no distinction between points and dots. For the first method, a grid of
squares of side-length s is drawn on the plane, and the union of all grid-squares
containing at least one of the dots is returned as the footprint, called the s-shape.
For the r-shape they inscribe a disc of radius r round each dot, and draw an edge
connecting any pair of dots whose discs intersect in a point not contained in any
of the other discs. These edges provide an outline which, in our terms, may be
regarded as the boundary of the footprint. As with the α-shape, no principles
are given for selecting appropriate values of r or s.

Garai and Chaudhuri [10] propose a ‘split and merge’ method for generating
footprints. This method starts from the convex hull and attempts to refine it to
a shape more closely resembling what they refer to as the underlying shape. The
method consists of three separate algorithms (four if the convex hull algorithm
is included): splitting, isolation, and merging. This is one of the few algorithms
that provides a way of aiming for a particular shape without having to re-run
the algorithm with different parameters, so long as the user is able to identify a
desired maximum area or number of sides just from a cursory examination of the
dot pattern. Again the authors say little about the quality or type of footprint
they generate.

Alani et al. [1] developed the Dynamic Spatial Approximation Method (DSAM).
This system takes in both the dot pattern of the region to be found and the dot
pattern of the area known to exist outside the region. It builds a Voronoi diagram
based on these coordinates and takes the union of all the cells which contain an
‘interior’ point as its footprint. This work pays more attention than many in the
area to the quality of footprint produced; this can be assessed in terms of how
closely the region found fits the expected region. The existence of a contextually
determined target shape differentiates this paper from others in the field.

Arampatzis et al. [2] follow on from Alani et al. [1]. However, they adapt
DSAM to use Delaunay triangulations in conjunction with a system for finding
point locations using web queries. They call this adaptation the recolouring al-
gorithm and use it to generate boundaries for imprecise regions. Much like the
DSAM this system has a target shape and, as such, this paper has more analysis
of the footprint found than much of the field.

Galton and Duckham [9] propose two methods for finding footprints. The
first method is a generalisation of the Jarvis March (‘gift-wrapping’) algorithm
for convex hulls. The idea behind the Jarvis March is simple. From an origin
point outside the dot set a radial half-line is swung in an arbitrary direction
until it meets one of the dots. This dot is made the new origin point from which
a radius is swung in the same direction as before until it meets another dot.
This is repeated until the first dot is encountered again; the sequence of dots
encountered in this way form the vertices of the convex hull. Dots are removed
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from consideration if they have already been marked as being on the convex
hull or if they lie within the area enclosed by the dots encountered so far. The
‘Swinging Arm’ algorithm is similar except that it uses a line-segment of some
predetermined length instead of a half-line. The second method starts with the
Delaunay triangulation and successively removes the longest external edge, sub-
ject to constraints of maintaining connectedness and regularity, until either some
predetermined minimum length is reached, or no more edges can be removed.
The authors note that there can be no uniquely ‘optimal’ footprint when the
application context is considered to be general. The paper proposes nine criteria
which may be used for evaluating footprint algorithms with respect to different
application contexts, although little is said about any actual applications. Some
of these criteria are used by the classification developed in the present paper.

Moreira and Santos [13] present a ‘Concave Hull’ algorithm. Like the Swinging
Arm, Concave Hull is also derived from the Jarvis March algorithm, its differ-
ence being that it always selects the next vertex from the k nearest neighbours
of the current vertex. This is the crux of the algorithm’s effectiveness: by having
a non-contextual integer as the variable that restrains the hull algorithm, they
have a default base value from which they can run the algorithm (i.e. k = 3); if
this fails to produce a footprint that satisfies the criteria (having no intersecting
lines and containing all the points) then the algorithm is run with increasing
values of k till such a footprint is created. Like most of the other authors they
pay little attention to the quality of the footprint in relation to any application
type, though they do mention the criteria given in [9]. Like the split and merge
method [10], the Concave Hull algorithm requires some pre-processing of dots,
using the Shared Nearest Neighbour (SNN) algorithm to determine any sepa-
rable groupings in the dot pattern prior to running the algorithm. Like Garai
and Chaudhuri they do not take account of this pre-processing algorithm in
determining the computational complexity of their own.

Duckham et al. [4] provide a fuller account of the Delaunay-based method
introduced in [9], now called the χ-algorithm. This paper includes a discussion
of the footprint’s properties, and how these are directly tied to the method by
which it is created. More attention is paid to the choice of the length parameter l.
There are practical limits on l for any triangulation (if it is too large then no lines
will be removed, if it is too small too many will be removed) and consequently
l can be normalised. Duckham et al. propose using this normalised parameter
(λp) to find a starting value which should achieve what they call a characteristic
shape for many, if not all, dot patterns. While they conclude that there is no λp
that always produces a “good” characterization, the fact that they spend time
considering this is unusual within the field. Unlike Moreira and Santos [13] and
Garai and Chaudhuri [10], Duckham et al. do not discount the pre-processing
(in this case computing the Delaunay triangulation and sorting the edges) when
determining the complexity of the algorithm.

Galton [8], instead of proposing an algorithm, searches for objective criteria
for evaluating the acceptability of any proposed footprint in relation to the
‘perceived’ shape of a dot pattern. The paper notes that in most of the published
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work, “while lip-service is generally paid to the fact that there is no objective
definition of such a ‘perceived shape’, little is said about how to verify this, or
indeed, about exactly what it means”. Restricting attention to footprints in the
form of polygonal hulls, simple polygons having vertices selected from the dot
pattern, all the other dots being within the interior, the paper presents evidence
that while a dot pattern may have several equally acceptable perceived shapes,
they all represent optimal or near-optimal compromises between the conflicting
goals of simultaneously minimising both the area and the perimeter of the hull.

4 Classifications

4.1 Footprints

Before embarking on the classification, we make some preliminary observations
of a general nature.

1. While a footprint is, considered in itself, a region with a shape, what makes
it a footprint is the relationship it bears to the dot pattern from which it is
derived. For this reason, it must be emphasised that our classification does
not attempt to be a general classification of shapes; it only considers those
aspects of shape which are relevant to the role of being a footprint.

2. Our classification criteria can be divided into intrinsic criteria, which con-
cern properties of the footprint in itself, without reference to the dots, and
relational criteria which concern the relationship between the footprint and
the dots.

Intrinsic footprint criteria

[C] Connected The footprint consists of a single connected component.
Figure 1 shows examples of connected and disconnected footprints for the same
dot pattern. Some algorithms will always generate a single connected compo-
nent, implicitly assuming that any clustering has been done beforehand, with
the algorithm being applied to individual clusters (e.g., Concave Hull [13], χ-
shape [4]); others can yield footprints with multiple components (e.g., Swinging
Arm [9]). The desirability or otherwise of multiple components is application-
dependent, e.g., if only connected footprints are appropriate, use an algorithm
guaranteed to produce such components.

[R] Regular The footprint is topologically regular.
Assuming the footprint is topologically closed, this criterion amounts to whether
or not the footprint contains boundary elements that do not bound the foot-
print’s interior, such as the linear ‘spike’ in Figure 2(b) or isolated linear com-
ponent in Figure 2(c).

[P] Polygonal The boundary of the footprint is made up of only straight lines.
For a polygonal footprint the boundary is made up entirely of straight line-
segments as opposed to curves. (Figure 3).
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(a) Connected (b) Multiple Compo-
nents

Fig. 1. Connectedness

(a) Regular (b) Irregular (c) Irregular

Fig. 2. Regular

(a) Polygonal (b) Curvilinear

Fig. 3. Polygonal

[JC] Jordan Components Each component of the footprint has a Jordan
boundary.
A Jordan boundary is a boundary which is a Jordan curve, i.e., homeomorphic
to a circle. Such a boundary does not meet itself, so it is possible to traverse
the entire boundary passing through each of its points only once. (Figure 4(a)).
In Figure 4(b) the component with a non-Jordan boundary is represented as a
‘bow tie’ shape; of course this is not the only way the Jordan property can fail.4

[SCC] Simply Connected Components Each component of the footprint is
simply connected.

4 In relation to the ‘bow-tie’ configuration, if the footprint is formed by tracing out its
boundary, then the constriction point may be either a self-intersection, where the
boundary actually crosses itself, or a pinch point, where the boundary touches itself
without crossing. An intersection or pinch-point may or may not occur on one of the
dots; examination of the algorithms suggests that a self-intersection is more likely
to occur away from a dot, whereas the opposite is true for a pinch point.
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(a) All Jordan Compo-
nents

(b) Not all Jordan
Components

Fig. 4. Jordan Boundary

(a) Simply
Connected

(b) With
Cavity

Fig. 5. Simply Connected

A component that is not simply connected contains a ‘hole’ (Figure 5(b)). In
two dimensions this means that the boundary is disconnected, with one of the
boundary components facing the ‘outside’, and each other component bounding
an internal cavity.5

Relational footprint criteria

[CED] Curvature Extrema At Dots All curvature extrema of the footprint
boundary coincide with dots.
Very often a footprint is constructed by tracing its boundary through some or
(more rarely) all the dots of the dot pattern. In such cases it is typical for the
dots to mark curvature extrema of the outline; this is the normal situation when
the outline is polygonal, with the dots at its vertices (Figure 6(a)), and is always
found in the case of the convex hull.

Note that this criterion is independent of whether all, some, or none of the dots
occur on the boundary (which is given by criteria [ADB] and [NDB] introduced
next), as shown by Figure 6, where each value for one criterion can co-occur with
each value of the other. However, [CED] ∧ [NDB] (all curvature extrema are dots
and all dots are off the boundary) can only be true if the footprint is circular,
in which case there are no curvature extrema, so [CED] is true by default.

5 In three dimensions there are more varieties of connectivity to consider, e.g., the
distinction between an internal cavity and a perforation. We shall not discuss these
further here.
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ADB ¬ ADB ∧ ¬ NDB NDB

CED
(a) (b) (c)

¬CED
(d) (e) (f)

Fig. 6. Curvature Extrema and Dots On/Off Boundary

[ADB] All Dots on Boundary All of the dots lie on the boundary of the
footprint.
In general we would not expect footprints to satisfy this criterion, but in some
applications the dots are specifically intended to represent boundary points, and
in such cases this criterion is appropriate. As mentioned above [ADB] is linked
to, but distinct from, whether or not the curvature extrema coincide with dots
(Figure 6).

[NDB] No Dots on Boundary None of the dots lie on the boundary of the
footprint.
Criteria [ADB] and [NDB] cannot be simultaneously satisfied, and they are not
independent. As with [ADB] it is linked to, but distinct from, whether or not
the curvature extrema coincide with dots (Figure 6). Some algorithms (e.g.,
the Voronoi-based method of [1]) create footprints by amalgamating ‘areas of
influence’ surrounding the dots. In such cases the dots typically all lie in the
interior of the footprint, and hence off the boundary.

[FC] Full Coverage All of the dots are included in the closure of the footprint.
It is possible that a footprint algorithm may be able to distinguish certain dots
from the pattern as ‘noise’, and as such it may wish to exclude them from the
footprint. We call such dots outliers (Figure 7).

(a) No outliers (b) Some Out-
liers

Fig. 7. Full Coverage
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Table 1. Classification of Footprint Examples

Footprint Examples C R P JC SCC CED ADB NDB FC

Example 1 [Figure 8(a)] + + + + + + − − +

Example 2 [Figure 8(b)] + − + − − + − − −
Example 3 [Figure 8(c)] − + − + + + − + +

Example 4 [Figure 8(d)] − + + + + − − − +

(a) Example 1 (b) Example 2 (c) Example 3 (d) Example 4

Fig. 8. Footprint Examples

The criteria listed here can be combined together to give an overall classification
of any particular footprint. For compactness, we shall represent such a classi-
fication using the abbreviations introduced above. For a footprint F we might
present this in the form of a list such as

F{C, R, P, JC, SCC, CED, ADB, ¬NDB, FC}

but when comparing footprints it is convenient to present the data in tabular
form as in Table 1, which presents the classifications for the footprints illustrated
in Figure 8. In Table 1 the + indicates a true value and − a false.

Note that Example 1 is the convex hull of its dot pattern, and the only prop-
erties for which it is not classified as + are [ADB] (all dots on the boundary)
and [NDB] (no dots on the boundary). In general, the convex hull of any dot
pattern will satisfy the criteria C, P, SCC, ¬NDB, and FC. Unless the dots are
collinear, it will also satisfy R and JC. It may or may not satisfy ADB.

4.2 Algorithms

There are three types of algorithm classification criteria, relating to the nature
of input expected, the process and the output. For the purposes of this paper
we are most interested in the output produced, but we shall first briefly describe
the other two types.

With regard to the input there are three key questions to ask: Does the al-
gorithm require pre-processing? Does it require any data on the dots besides
the coordinates (e.g. velocity or area)? Does it require an input parameter (e.g.,
line-length in Swinging Arm [9], α in α-shapes [5])?

The process has two criteria. First, does the algorithm build the footprint in-
crementally from the dot pattern or does it create the footprint by decrementally
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removing elements from some initial shape (usually the convex hull)? Second,
does the algorithm optimise the footprint with respect to some pre-defined cri-
teria designed to produce some form of best-fit shape (e.g., based on some
general idea of what the final shape should look like). This optimisation can
be performed in two ways. The first method is to produce a footprint, anal-
yse it and then, if the footprint fails to match some pre-determined criteria,
to iterate the algorithm with some internal value changed, as in Concave Hull
[13]. The alternative is to examine the footprint to see if performing the next
step of the algorithm invalidates some criteria, e.g., the χ-Hull algorithm [4]
checks whether removing a line will make the footprint no longer a simple
polygon. The two types may be called remedial and preventive optimisation
respectively.

Output
This makes use of the footprint classification but with the added complication
that the terms become modalised. There are many possible footprints for any dot
set and infinitely many possible dot sets. We cannot predict all the footprints
an algorithm can produce, but sometimes we can state whether a particular
algorithm can ever produce a footprint with certain properties. Some properties
are necessary (e.g., the output from Swinging Arm [9] is always polygonal), some
are unconstrained (e.g., an α-shape [5] may have a cavity, but need not) and some
are impossible (e.g., an s-shape [3] cannot have all its curvature extrema on dots).
We can denote these cases using positive, null and negative respectively. Below,
Table 2 shows the value system chosen to represent these.

Table 3 gives a few examples of algorithms as classified by the footprints they
produce. As in the footprint examples we begin with the convex hull, using the
Jarvis March algorithm. Any convex hull algorithm will be classified in the same
way as they all produce the same footprint for a given dot pattern. Note that

Table 2. Possible Modal Values

Value Description

1 All of the footprints produced by the algorithm satisfy the criterion
0 Some, but not all, of the footprints produced by the algorithm satisfy the criterion

−1 None of the footprints produced by the algorithm satisfy the criterion

Table 3. Algorithm Examples

Algorithm Examples C R P JC SCC CED ADB NDB FC

Jarvis March [11] 1 1− 1 1− 1 1 0 −1 1

Swinging Arm Algorithm [9] 0 1− 1 1− 1 1 0 −1 1

α-shape [5] 0 1− 1 1− 0 1 0 −1 0

Concave Hull [13] 1 1− 1 1− 1 1 0 −1 1

DSAM [1] 1 1 1 0 0 −1 −1 1 1
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when assessing criteria R and JC, we discount cases where the input dots are all
collinear, for which most algorithms will produce a straight line segment as the
footprint. If in all other cases the footprint satisfies R or JC then, we shall record
this using 1− here (to mean ‘all footprints for non-collinear inputs’) rather than
0. Later, when using these values, 1− will be treated as 1.

In Table 3 it can be seen that the outputs from the Concave Hull algorithm
and the Jarvis March algorithm are classified in the same way. However, while
they produce the same footprint types by the classification, they may be very
different from the point of view of the quality evaluation criteria, as mentioned
in §1.

4.3 Application Types

Little work has been done on relating the various methods to application types.
It is understandable that there is a desire to abstract the theory away from
the application, so that a general method for finding a footprint can be cre-
ated and used in any circumstance. However, existing methods can produce
very different results with a variety of different computational complexities. As
such it seems that linking a method to, at least, a general application type
would help the understanding of the aims behind each method and when it
is best used. But before this can be done the application types have to be
classified.

This is meant to be a broad description of the types of applications that these
algorithms can be used for, not an in-depth study of each actual application. The
classification is laid out with the idea that there are certain types of application
and within each type there are optional requirements for each instance.

Pattern Recognition. Finding a particular shape from an image is obviously
linked to footprint generation, particularly in a digital field where the dots rep-
resent pixels. Within pattern recognition the relevance of associated data is ap-
parent, so it is likely the algorithm will need data for the dots beyond their
coordinates, e.g. colour values.

Classification. In this type of application, the dot patterns do not exist in phys-
ical space, but represent positions in some abstract quality space, representing
the attributes of different entities, each of which is assigned to some known class.
The problem is to determine the region of quality space occupied by entities of
that class. An example is shown in Figure 9, where instances of two different
classes of entity (represented by the red and blue6 colours) are shown. It is
clear that there is a distinct difference between the groupings and a footprint
algorithm might be used to find these. There is a presumption that the dots
representing entities in the same class will form distinct groupings in the quality
space — if this is not the case then that quality space has been inappropriately
selected for the classification task.
6 Darker and lighter if viewed in black and white.
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Fig. 9. Application Type: Classification (synthetic data from [6])

Region approximation. Applications in this category are required to generate
a geographical region on the basis of sample points within it. We distinguish three
subcategories: simplification, estimation, and precisification. This represents a
distinction in aims: the methods used in each case could well be the same.

Simplification occurs when the region itself is exactly known, but, perhaps for
reasons of storage economy, the generation of a simpler version of its outline
from a set of sample points within it is desired. An example might be that
of approximating a county boundary from a collection of points known to lie
inside it, as exemplified by the methods described in [2].

Estimation occurs when the region has a determinate boundary but this is
incompletely known, e.g., if we try to locate the border of a city from the
buildings within it. There is a definite boundary to the city but by using the
footprint given by dot set (in which the dots represent a large number of the
buildings) we might be able to approximate it.

Precisification Here there is no definite region to start with, for example the
border of a forest. We have certain tree locations and we can use these to
provide a sharp boundary to represent what may in reality be an indeter-
minate transition zone. The term ‘precisification’ is used in Supervaluation
Theory [7], where it denotes the replacement of a category with incompletely
determinate membership by one with fully determinate membership.

Aggregation. This category is concerned with the creation of an aggregate
entity from possibly scattered components, e.g., for the purpose of map gener-
alisation, where what appears on a large scale map as a collection of individual
buildings may need to be represented as a single connected built-up area when
the scale is reduced. This is distinct from region approximation in that there need
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be no presumption that what is being represented is a region distinct from the
buildings themselves; rather, what we want to represent is the buildings them-
selves, but at a coarse level of granularity where they cannot be distinguished
as individuals.

With any of these categories one might wish to track changes over time as
the entities represented by the dots appear, move, or disappear: in this case
the application type becomes dynamic rather than static. This implicitly means
we are treating our data as more than just coordinate locations as we have
added a ‘history’ to each dot. The linkages between footprint types and applica-
tion types may vary according as the latter are regarded as static or dynamic.
However, for the scope of this paper we will restrict ourselves to the static
form.

5 Classification Relations

As already mentioned, algorithm types are linked to the footprints they produce.
Moreover, application types may be linked to the footprints types they require
(§5.1).

5.1 Relating Application Types to Footprints

For a given application type, a particular footprint property may be required,
permitted, or forbidden. For this reason we can use the same modal type classi-
fication as we used for describing the outputs from footprint algorithms (Table
2). This will also aid in choosing which algorithms can be used for a specific
application type. The tables below give our initial thoughts concerning the foot-
print requirement of the various application types; more detailed analysis will
be required for a more definitive statement of these, as described below in §6.

5.2 Application Types to Algorithms

Just as an application type can have requirements on the footprints, it may also
be constrained as to what data it can provide to an algorithm. However, this
kind of constraint may not be relevant at the level of generality with which we
are treating application types here.

There is one algorithm criterion which is of particular interest. Whether or not
the dot pattern contains only coordinate data is likely to be heavily affected by
making the data dynamic. When running whichever loop is required to allow the
algorithm to generate the footprint over the ‘frames’ that make up the data (live
or pre-set) it would be näıve not to keep track of the ‘past’ associated with each
point. Without this the main body of the algorithm needs to be re-run for each
frame, instead of using the knowledge of the current footprint and likelihood of
movement for each dot to cut down on processing time.
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Table 4. Application Types Related to Footprints

Application Type C R P JC SCC CED ADB NDB FC

Pattern Rec. 0 0 0 0 0 0 0 0 1

Classification 1 1 0 1 0 −1 −1 1 1

Simplification 1 1 0 1 0 0 0 −1 0

Estimation 0 1 0 0 0 0 0 0 1

Precisification 0 1 0 0 0 −1 −1 1 0

Aggregation 1 1 0 1 0 0 0 0 1

Algorithm Suitability. By comparing the classification of an algorithm with
the application-type classification, we can endeavour to determine the suitability
of different algorithms for various applications. Earlier we introduced a value
system for our modalities. The footprint criteria were given a value of 1 if it
was necessarily true that it holds for all elements, −1 if it was necessarily true
that it does not hold for any elements and 0 if the criterion was unconstrained.
Application contexts have a vector of these values for their required footprints
and the algorithms have vectors for their possible output footprints.

With the goal of having a clear, systematic and quantitative approach we
looked at several ways of treating the results. The first method that presented
itself was to treat these vectors as points in nine dimensional space, allowing us
to find the Euclidean distance between them and thereby assess, numerically, the
suitability of the algorithm. As the maximum possible distance between any of
the values is 2 we can have a maximum total distance of

√
9 · 22 = 6. If the two

vectors are equal we have the minimum distance of 0. This allows us to present
the ‘quality’ of the algorithm, with regards to the application, on a scale of 0–1,
where 1 is best fit and 0 is worst, using the formula 1 − (x/6) where x is the
distance between the two classification vectors.

However this assumes that all the footprint criteria should be treated as of
equal weight. It may well be the case that an algorithm is shown to be close to a
best fit but that the criterion it fails is the most important for a specific context.
There is also the issue that vectors with many small single value differences
are the same distance apart as vectors with few large differences (four 1 value
differences to each 2 value). This goes some way to depicting the importance
large value differences have over small ones and as a result may be of benefit,
but the degree of increase in worth is simply a product of the way the distance
is found and therefore may be inappropriate.

Despite these concerns the ‘real’ issue with the Euclidean distance is how to
interpret the result. When the method was used on the previously mentioned
algorithms against the application vectors the results were all in the range of 0.38
to 0.76, with most of the values being very close for each application. These close
results made it difficult to determine which algorithms would perform better
than others, particularly as assigning the qualitative value of ‘good’ to a strictly
quantitative measure seemed presumptious, even pseudoscientific.
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Further to the Euclidean distance we looked at using the scalar product and
the angle between the vectors, but both these methods suffered from the same
problems as the distance.

The facts that the value system indicates that all the criteria are equally
weighted and that the resultant values are so similar are clear indicators that
the three values may not be enough. One approach to correcting this would
be to relate applications to footprints using a continuous scale from −1 to 1,
allowing the values to be ranked by importance. This could also be applied to
the algorithms: on the original discrete scale an algorithm which is connected in
all but the rarest cases would still be marked as a 0, whereas it may be more
appropriate to assign a value of, for example, 0.9, indicating that the algorithm
mostly produces connected footprints. This continuous scale could also lead to
greater differences between the distances so assessing them would be easier.
However there is still the problem of judging the result in a systematic manner
and the added problem of assigning the original values, for example how do
you judge if an algorithm is ‘0.45’ on a scale of producing a regular footprint?
Even if you take it as a likelihood for how often an algorithm produces a type
of footprint then you have an issue, if an algorithm only produces an irregular
footprint when the dots are collinear there are still infinitely many dot patterns
which will cause this.

The duality in meaning of 0 is also worth noting. The value 0 can mean
two separate things for an application: (1) the algorithm is required to be able
to produce both extremes; or (2) the algorithm does not care which value is
produced. Thus if the application vector has 0 indicating ‘uncaring’ in a certain
position, this should be allowed as a good match with any of 1, 0, and −1 in
the algorithm vector, whereas a 0 indicating a requirement of both values should
only match to a 0 on the algorithm.

Seeing that there were more than a few issues with the system it seemed
sensible to go over some specific application fields and attempt to find their
appropriate vectors. In doing this we hoped that the answers to the above issues
would present themselves. However after just a few it became apparent that
even an application as specific as ‘removing outliers from a spatial distribution’
gave a vector composed almost entirely of 0’s, it often being the case that a dot
pattern can be envisioned for each possible value for a criterion. These ‘weak’
results would indicate that the dot pattern heavily influences the requirements
for the application.

Based on the influence the dots have it appears that an exact method for as-
sessing the suitability of the algorithm requires a change in the classification ap-
proach. Instead of simply stating that the application always/sometimes/never
requires footprints of a given type as output, we might now additionally try
to characterise the inputs for which outputs of that type are to be produced,
thereby moving towards providing a potential specification for an algorithm sat-
isfying that application. A similar system could be applied to the algorithm, by
specifying the types of output associated with different types of input. These two
classifications could then be compared to check for suitability. Unfortunately the
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Table 5. Assesing Swinging Arm [9] for suitability to the application of removing
outliers from a spatial distribution. Special cases on the algorithm: R and JC are −1
when dots are collinear.

C R P JC SCC CED ADB NDB FC

Algorithm: 0 1− 1 1− 1 1 0 −1 1

Application: 0 0 ∼ 0 0 1 0 −1 −1

process for creating such a system is not known. It would require having a com-
plete set of dot pattern classifiers and a way of assigning values to them. Then
the system would have to be created by considering which of the dot pattern
descriptors affect which footprint classifiers and in what manner. For example;
if the minimum and maximum distances between any two points differ largely
from the average distances does this affect the likelihood that the footprint will
need to be connected? This would also need to be done for the algorithm in
terms of how the dot pattern affects the footprint the algorithm produces. It is
likely that such a process would be complicated and prone to assigning values
as arbitrarily as in the suggestion for continuous values.

After much work it became apparent that we needed to ‘tighten’ our focus.
Our goal could be achieved much more simply and straightforwardly using direct
comparison. This still leaves us with the problem of the dual meaning of 0 for
the applications, and the fact that an algorithm which will produce one type of
footprint except in special circumstances (i.e. collinearity) will strictly be given a
value of 0. As such we will re-introduce the 1− and, if necessary, add −1+ to both
algorithms and applications; these indicate that except in special circumstances,
which should be described, the algorithm produces, or the application requires, a
value of 1 or −1 respectively. We will also strictly define the 0 on an application
as requiring both, if the application has no preference for the result the value is a
∼ sign. These extended values allow for very easy comparison, users can concern
themselves only with values about which they care. They can also clearly see
which special circumstances can occur and decide if they are applicable to their
application. An example of the way this could be set out is shown in Table 5.7

Running through this we can see that the Swinging Arm algorithm [9] fails
completely on SCC and FC and only satisfies R and JC if the special cases are
likely to come up regularly in the application field. As such we can say that the
Swinging Arm algorithm would be unsuitable for this application.

6 Conclusion

Before discussing the additions this work has made to the field the shortcom-
ings must be explained. The values given on the application types are easily
7 For the sake of the example we have made the assumption that, for this applica-

tion, curvature extrema are required at dots even though this is not stated by the
application title.
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debatable, and perhaps some of the values could even be changed to their polar
opposite while keeping in line with the application descriptions. However, we
chose the values while attempting to keep in mind the aim of maintaining a very
general view. Even should there be any significant disagreement with the values
the goal of this paper is unaffected, our aim being to show the possibility of de-
veloping a systematic value system that can be used to rate algorithms against
applications.

We noted in §3 that current literature has little to say about the types of
footprint generated or required. We advocate the use of a classification system
along the lines presented here, though we expect that further work will refine the
details considerably. There is also a noticeable deficiency with regard to applying
the algorithms to any applications. Even from the very general definitions given
in this paper it should be apparent that the contexts can differ hugely and
may have conflicting requirements. Given this diversity of applications, it seems
strange to present a footprint algorithm without linking it to an application
context, without which little can be said about the suitability of the footprints
generated. The disparity also means a truly general algorithm is unlikely. The
algorithms considered here were largely produced without specific applications
in mind; it is interesting to speculate how different they might have been had
they been created with particular contexts in mind.

Aside from the above mentioned shortfalls the paper presents a systematic
way of rating the appropriateness of algorithms for applications by classifying
the footprints they create. This rating uses a clear nomenclature which is easily
repeatable and therefore usable by others. In further work we plan to refine the
list of criteria, to examine the dot pattern types more closely, and to consider
how input and process criteria for the algorithms relate to application types.
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Abstract. The visualization of spatial information for wayfinding assis-
tance requires a substantial amount of display area. Depending on the
particular route, even large screens can be insufficient to visualize all
information at once and in a scale such that users can understand the
specific course of the route and its spatial context. Personalized wayfind-
ing maps, such as µMaps are a possible solution for small displays: they
explicitly consider the prior knowledge of a user with the environment
and tailor maps toward it. The resulting schematic maps require sub-
stantially less space due to the knowledge based visual information re-
duction. In this paper we extend and improve the underlying algorithms
of µMaps to enable efficient handling of fragmented user profiles as well
as the mapping of fragmented maps. Furthermore we introduce the con-
cept of mental tectonics, a process that harmonizes mental conceptual
spatial representations with entities of a geographic frame of reference.

1 Introduction

The visualization of geographic data for wayfinding assistance on limited display
resources is a demanding task: ideally we have to show the complete route on a
level of detail such that all decisive elements (e.g. involved streets, turns, start
and destination, landmarks, etc.) are clearly recognizable and easy to recall.
Additionally, we have to prevent visual clutter, thus unnecessary visual elements
which are known to affect the cognitive processing of visual information [1].
Depending on the area actually covered by a route (and of course depending
on the available screen size) it can be hard to display the general course of a
route and the details on street level at once. If we have the possibility to display
all information at once in a suitable scale, we still have to face the problem of
supporting the the cognitive processing of the information, e.g. focusing on the
crucial elements of a route, which are typically decision points.

Current mapping services usually choose an output scale which ensures the
complete coverage of the queried route on the available target display. If the
route is not comparable short and/or the available display exceptionally large,
this will typically result in afterward interaction with the generated map: the
user will have to zoom-in and zoom-out either to understand the crucial details
of the route or to understand the larger spatial context in which it is embedded.
It has been shown that this interaction is problematic since both, map size
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and completeness of geographic information is crucial for successful knowledge
acquisition and problem solving [2, 3].

A solution for these problems are schematic wayfinding maps; they visualize
geographic data explicitly for the wayfinding task by considering cognitive spa-
tial representations [4, 5] and interaction principles. Two examples for schematic
maps are LineDrive Maps and Focus Maps. LineDrive Maps [6] reflect an activ-
ity based schematization for routes, based on the observation that routes often
incorporate long parts where no decision activity (like turning or changing a
road) is required. An example is driving for a long period on highways. When
we visualize the geographic region in accordingly scale on a map, these parts can
require a significant amount of the available limited interface space. Agrawala
and Stolte propose to adapt the scale of the particular route elements to the
corresponding wayfinding activity: a high degree of required activity will lead to
a more detailed view of the involved entities; a low degree of required activity
will lead to a highly schematized view. The result is a strip map which needs sig-
nificantly less display area if the route incorporates large parts with no decisive
wayfinding activity.

Focus maps, developed by Zipf and Richter introduce a different form of
schematization [7, 8]. The primary aim is not the compression of the visual rep-
resentation of a route, but to facilitate the extraction and processing of a route
and its context from a rich map. FocusMaps highlight the route by schematizing
and fading out map features depending on their proximity to the route. I.e., the
closer a feature is to the actual route, the higher is its level of detail and the
intensity of its color. This concept reflects the observation that a larger spatial
context is helpful during wayfinding, but not all spatial regions are of equal
interest for the given task.

1.1 Why Maps at All?

In times of GPS navigation, why should we use maps at all? GPS based step-by-
step instructions are known to be superior in performance [9]. However, there are
increasing indications that step-by-step assistance prevents people from learn-
ing the environment; further they advance and amplify an individual feeling of
insecurity during navigation. Studies showed that users of turn-by-turn instruc-
tions made more stops than map users and direct-experience participants, made
larger direction estimation errors, and drew sketch maps with poorer topological
accuracy ([9, 10, e.g.]). These are strong indicators that people do not learn the
environment properly and seem not to trust the assistance. We are currently
at the edge of a technological evolution and can observe a significant change
in how people access geographic information: cars are delivered with build in
navigation devices, geographic information is accessed via Internet services. So
far it is unclear how a possible life-long learning of the environment with rather
context-free representations will affect the formation of a mental map.

In contrast to the negative side-effects of turn-by-turn assistance, maps en-
able people to learn complex configurations of the environment and allow them
to navigate without assistance once they learned it [11, e.g.]. To improve future
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navigation assistance, we will have to reconsider the communication of route
information. We will have to create a sense of place, an awareness for spatial
context beyond the route (similarly to maps) within a reduced representation.
A promising approach is the combination of the effectiveness of GPS-based as-
sistance and the individual enabling of map based representations. However,
displaying a dot on map is not enough, as we still have to consider the visual-
ization problem for geographic data on small displays.

1.2 The Difficulty of Transforming Geographic Information

A fundamental set of human activity depends on a visualization of our environ-
ment. Tasks like wayfinding, spatial planning or thematic information visualiza-
tion require conceptually veridical visualization of spatial information, which can
require large display areas (just think of a detailed map of a city, a country, or
even the world). In the context of this work the term veridical has to be under-
stood as geographically truthful, the correct correspondence between represented
entities and the entities within a representation. This demand is increasingly
problematic as the the access to spatial data is currently migrating to mobile
devices. I.e., we will have to adapt the visualization of geographic information
for small screens by focusing on the specific task to be solved [12]. However, the
algorithmic transformation of geographic data is computationally a hard task.
Geographic data is in a fragile equilibrium: there are many implicit and explicit
constraints which have to be considered in order to keep the results consistent
with the real world. Straightening a curvy road might disturb topological rela-
tions of other entities (e.g. a building can be placed at the wrong side of the
road afterward). Altering the size of selected elements can have similar effects
(a region can suddenly contain more or less elements as in the real world). The
aggregation of features or to omit features from the real world can cause seman-
tic conflicts. This means, we cannot just demagnify some elements and magnify
others – we will always have to check the consistency of all visible elements.

Mental Conceptual Consistency: At this point we have to distinguish between
spatial/geographic consistency and mental conceptual consistency. Spatial con-
sistency describes mutual configurational correctness between represented and
real entities: all constraints, e.g. topology and size have to be satisfied relatively
to each other. A survey map like a general city map is spatially consistent as
it depicts all elements in their relative correct dimensions and orientations. In
contrast to that, conceptual consistency describes the mutual correspondency
between mental concepts of constraints amongst features and the elements of
real world. I.e., conceptual consistency allows for explicit distortion of spatial
constraints if they reflect human conceptual primitives and/or systematic dis-
tortions in the mental map (for an overview see [13]): the visual representation
can be still understood as the distortions meet the conceptualization of and the
expectations of the user in the real environment. Examples for maps of these
kinds are the schematic maps discussed in Section 1.
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a) b)

c) d)

Fig. 1. Generating a µMap: The map in a) shows the map annotated with previous
knowledge (bold magenta/dark gray lines), the shortest path from S to D (red/light
gray), and the path across prior knowledge (black). In b) we see the unfamiliar segments
of the route connected by the path across previous knowledge. In c) the prior knowledge
path is schematized. In d) the familiar, schematized path is minimized by means of the
convex hull distance, and the unfamiliar segments of the route are moved towards each
other. The final µMap in d) is significantly smaller than the original map in a).

2 Personalized Mapping with µMaps

One promising approach to effectively compress the visualization of geographic
data is to tailor maps to the individual prior spatial knowledge of an user. The
idea is following: with available technology (like GPS enabled mobile phones) it
is possible to record and analyze the trajectories of an user and to constantly
build-up a spatial user model [14, 15] consisting of the set of historically visited
personally meaningful places and frequently traveled paths (the prior knowledge
as referred to in the following). This user model serves as an input for the gen-
eration of e.g. µMaps [16]: if a user queries a route to an unknown destination
(or from an unknown origin), the route planning incorporates the prior knowl-
edge and tries to compute the course of the route along known elements. µMaps
only display the unfamiliar segments of the route in full detail, the familiar
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segments are highly schematized and minimized. If a significant part of the ac-
tual route can be directed across familiar parts of the environment, the map can
be compressed to only a fraction of the size required by traditional maps. An-
other benefit of µMaps is the abnegation of assistance where it is not required:
the user is not cluttered with unnecessary information, and new knowledge is
always related to existing knowledge (which facilitates spatial learning). The
identified routes are cognitively ”lightweight”: as the user knows the familiar
segment of the route, these parts of the route do not introduce additional deci-
sion points. In the following we will use the term familiar segments when we refer
to the familiar parts of the environment incorporated by a route; likewise we will
refer to the unfamiliar parts as unfamiliar segments. Unfamiliar segments have
to be understood as the unfamiliar part of the route plus additional contextual
information (e.g. parts of the street network, see Figures 1, 2, 7).

2.1 Routing Across Knowledge Fragments

Routing Across Coherent Knowledge: The current algorithmic framework for
generating µMaps considers coherent user profiles generated from idealistic tra-
jectories. I.e., it assumes complete and error-free sensory information. However,
especially GPS enabled mobile devices are known for noisy and fragmented data
acquisition. Their handling is contrary to the requirements of a GPS device: they
are usually carried at places with weak signal reception, e.g. in jackets, trouser
pockets, or bags. This massively reduces the quality of the received signals and
causes signal loss and therewith data loss. If the user moves while the device has
no reception, it will result in data-gaps in the trajectory and finally leads to the
fragmentation of the captured prior knowledge. The previously proposed route

a) b) c)

Fig. 2. Fragmented µMap. The map in a) shows the street network annotated with
fragmented prior knowledge (magenta/dark gray), the shortest path between S and D
(red/light gray), and the path across fragmented prior knowledge (black). b) shows the
corresponding µMap, c) the chorematized µMap (see Section 3.2).
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search algorithm implemented an explicit planning strategy by trying to mini-
mize the unfamiliar segments of an route and at the same time maximizing the
familiar segments (see [16]). This implies the identification of plausible shortest
paths from the starting point toward, across, and from the prior knowledge to
the destination, by at the same time optimizing the cumulative length of the
route. This procedure ensures the overall shortest route for the given policy:
maximizing the familiar parts and minimizing the visual output, ensuring the
smallest possible maps. However this procedure is costly as the familiar segment
of the route can be accessed at n points (depending on the number of topologi-
cal street network vertices), which affects the length across the prior knowledge.
Furthermore it does not integrate into existing routing frameworks easily. Sim-
ilarly to the route search algorithm, the basic rendering algorithm was limited
to basic configurations of familiar and unfamiliar segments.

Routing Across Fragmented Knowledge: To improve the mentioned points, we
developed a Dijkstra [17] based algorithm, which is illustrated in the follow-
ing. In the geo-data corresponding with the search for an optimal route, we
require the edges to be annotated with a familiarity measure. The annotation
itself takes place during map-matching, i.e. when the positioning information
is matched with the geo-data. When the currently traveled street is identified,
the corresponding topological edges of the underlying street network data are
annotated as known to a certain degree. When the user now queries for a route
between any places P1, P2, each familiar edge Ei is weighted differently to unfa-
miliar edges. Instead of using the geographic distance as the crucial weight, we
implement a dynamic reduction factor d: to enforce the algorithm to enter prior
known edges, we increase d temporally up to 50% of the geographic distance
of the incorporated edges, i.e. we will virtually shorten them by the value of
d. Edges which have not been priorly visited are not altered, thus their actual
geographic lenght is used for the computation. As a result the algorithm prefers
the assumed shorter edges, if incorporating prior knowledge is an option at all.
As soon as it enteres an annotated vertex, we decrease d stepwise by 10% (thus,
40%, 30%, 20%) to the behavioral detour factor for in-situ route planning of
up to 10%, see [18]. Humans are no perfect route planners and select routes
in complex familiar environments that are up to 10% longer than the optimal
route. The result of the dynamic shortening is a virtually deformed environment
(the familiar edges are shorter), which attracts the algorithm to enter familiar
edges by at the same time guaranteeing a shortest path under human behavioral
route choice heuristics. I.e., the identified route is assured in the worst case to
be only slightly longer than a route a human would select (only the first four
steps of the shortening produce longer paths). The runtime complexity of the
underlying Dijkstra is not affected as the distance modifications can be processed
in linear time. An additional benefit is the implicit routing across fragmented
knowledge: if the incorporation of multiple fragments is geographically plausible,
the algorithm will prefer the selection of them, otherwise they will be not or only
partially integrated (see e.g. Figure 7a).



Mental Tectonics - Rendering Consistent µMaps 251

Algorithm 1
COMP-FRAG-µMAP(G, R, dist)

Input : A graph G consisting of vertices and edges of the street network,
a route R consisting of vertices in G, and the distance threshold
dist ensuring that functional components will be visually separated.

Output : Will return the µMap for R

vec ← ∅1

C ← ∅2

S ← segment route R into familiar/unfamiliar segments si3

forall si ∈ S do4

if si ≡ unfamiliar then5

si ← extend street network around vertices of si ∈ G6

else7

si ← schematize(si)8

ci ← getConvexHull(si)9

C ← add(C, ci)10

forall si>1 ∈ S do11

if si ≡ familiar then12

cpre ← getConvexHull({c1∪, ...,∪ci−1} ∈ C)13

csuc ← getConvexHull({ci+1 ∪ ci+2∪, ...,∪cn} ∈ C)14

si ← scale si with the maximal possible minimization factor according15

to dist between cpre and csuc

vec ← get displacement vector for the minimization factor16

forall (sj ≡ cj ∈ S) ∨ cj ∈ csuc do17

sj , cj ← translate elements with vec × sj , vec × cj18

return {s1 ∪ ... ∪ sn} ∈ S19

2.2 Rendering Fragmented Routes

As µMaps are visual representations of the environment, we have to consider
principle rendering issues. The rendering of µMaps across fragmented knowledge
works in its core as follows. The familiar segments between unfamiliar segments
of the environment are minimized by a convex hull based distance optimization:
by computing a convex hull around each unfamiliar segment and minimizes the
distance between their two closest points (the unfamiliar segments are moved
towards each other, see Figure 1d). This method ensures geographic veridicality,
as it preserves the spatial relationships amongst the unfamiliar segments. We
now extend the basic algorithm, in order to treat fragmented routes, as discussed
above. Figure 3 illustrates the functional core of Algorithm 1, Figure 2 shows
a generated example. In the following we give a detailed description of COMP-
FRAG-ROUTE, the algorithm to compute the schematization of µMaps for
fragmented prior knowledge (see Algorithm 1).

The algorithm requires the street network graph G, the route R, and the
distance threshold dist, the minimal distance to be kept between all visual
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a) b)

c) d)

Fig. 3. Fragmented µMizing: a) illustrates the three unfamiliar segments
si−1, si+1, si+3 and the familiar segments si, si+2. si will be minimized, all other seg-
ments are surrounded with their convex hulls. The green/light gray region is csuc. The
dashed line between the two circles is the shortest distance between cpre the convex hull
of si−1 and csuc. In b) si is minimized to the distance threshold dist between cpre, csuc.
In c) si+2 is minimized, the green region is cpre, csuc is the convex hull around si+3.
d) illustrates the result of the fragmented minimization.

elements. We initialize the algorithm by creating a variable for the displacement
vector vec, C the list of all convex hulls for the list of segments S of R.

We segment R into familiar and unfamiliar segments s0, ..., si and store them
in S (steps 1-3). A segment consists of a list of vertices of R. For each si, indepen-
dent if it is familiar or unfamiliar we compute the convex hull c1 and store it in C
(steps 4-10). We require the convex hull to check the consistency of topological
constraints between the segments. Figure 3a illustrates the convex hulls as gray
regions around the familiar and unfamiliar segments of the route (the convex
hull of si is not shown as it is not required in this step). For each familiar si

in S we compute two complex convex hulls (steps 11-14) cpre = {c0∪, ... ∪ ci−1}
and csuc = {ci+1∪, ... ∪ cn} (si and ci are to be interpreted as corresponding
objects). In Figure 3a cpre is identical with the convex hull of the unfamiliar seg-
ment si−1, csuc is the illustrated yellow region. Only the corresponding convex
hull c1 of the familiar segment si is not a member of either cpre or csuc. cpre

contains all convex hulls of the segments of R before the current segment si; cpre

the convex hulls of the remaining segments after si. When we minimize a si, we
have to ensure that no other functional element of the map is interfered. I.e., we
have to avoid touching or intersections of elements as an unwanted side-effect
of the schematization. The convex hulls serve as a approximation of the shape
of the segments of the map, and dist serves as the distance-to-keep between the
convex hulls. In order to minimize si we compute the minimal possible distance
according to dist between the closest points between cpre, csuc. We apply the
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minimization factor to all elements in si and apply the corresponding displace-
ment vector vec to all elements in csuc (steps 15-18) (see also Figure 1). Figure
3a shows the two closest points between cpre and csuc (dashed line). Figure 3b
illustrates the result of the operation.

3 Mental Tectonics - Supporting Mental Prototypical
Configurations

As denoted in 1.2, human spatial memory is not a veridical representation of the
real world (see e.g., [13]). There is a number of systematic distortions introduced
by the mental conceptual processing and encoding of spatial aspects, like the
representation of direction concepts. When people are asked to draw sketch maps
of routes or to verbalize them, they discretize the angular information to a
high degree. Instead of drawing or verbalizing precise angles, they make use
of prototypical patterns in both language and drawing. They say ”turn left”
instead of ”turn for 281 ◦” or draw a 270 ◦ angle instead of the 281 ◦ angle. It
is assumed that the turn-based encoding of the environment is responsible for
this effect: when we learn an environment from navigating through it, we have
to take a series of turning at decision points (e.g. we turn ”left” or ”right” at
an intersection), but at the same time we have a very limited vocabulary for
describing these actions.

Based on these observations, Tversky an Lee proposed verbal and pictorial
toolkits for generating route directions and maps [20]. The idea behind these
toolkits is to support the mental encoding of turns appropriately with matching

a)

b)

Fig. 4. Wayfinding choremes: a) shows the seven wayfinding choremes. b) The dis-
cretization sectors as described in [19], (Figure taken from [19]).
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external representations. Klippel further formalized the mental conceptualization
of turning actions [21] with wayfinding choremes as prototypical representations
as depicted in figure 4a. In [19] the authors identified different sector models for
the mental discretization of angles at intersections into choremes. Depending if
the situation implied communication (linguistic awareness) or not, the sectors
to organize a set of turns significantly differed (see Figure 4b).

The conceptualization of turns has direct implications on how relations be-
tween entities of the environment are stored in the mental map and later recalled.
When we travel along a route, we encode and store the incorporated turns by
the corresponding wayfinding choreme. When we later recall a route, we recall
the chorematized route instead of the route with real angular information. As
a consequence, all involved elements (e.g. places, streets, landmarks) will be re-
arranged to be consistent with the currently processed route; the route and the
mental locations of its elements are then prototypically arranged.

3.1 Mental Tectonics

Our goal is to visualize the familiar segments of the route as they are mentally
represented and to arrange the unfamiliar segments according to them. In [22] the
authors describe how to chorematize a strip map by means of using prototypical
angles at intersections instead of the real angles, the so-called chorematization.
Chorematization can easily result in maps violating the real spatial relations
between origin and the destination; depending on the specific sequence of turns,
the chorematized course of the route can be far from the real situation. How-
ever, as we relate to mental concepts and communicate new knowledge (which
will be stored in the mental map), we have to provide geographic veridicality,
i.e. a truthful allocentric configuration which is consistent with the real spatial
situation. The placement of the new elements has to be carefully balanced be-
tween conceptual mental arrangements and real spatial constraints – a process
we term Mental Tectonics. Otherwise the map will not meet the expectations
and will introduce substantial distortions in the mental map.

a) b) c)

Fig. 5. Chorematizing a µMap: illustration a) depicts the original situation. si, si+2

are familiar segments, all others are unfamiliar. b): α is replaced by the corresponding
choreme χα. c) depicts the result of the chorematization step. Note the rearrangement
of all entities in the gray region.
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Mental Tectonics is a method to generate personally meaningful µMaps with
the aim to communicate survey knowledge. In order to facilitate the correspon-
dency between the mental representation of the familiar segments, we represent
the decision points along the route by means of wayfinding choremes (see Fig-
ure 5). However, in contrast to strip maps, µMaps visualize multiple complex
parts of an environment; those parts need to be anchored correctly within the
environment to preserve the correct mental embedding. Otherwise, due to the
specific sequence of turns, different routes would relate the same parts of the en-
vironment mutually differently to each other within the same allocentric frame
of reference (e.g. one route relates the segment A as ”North” of B, a different
route across the same segments A, B could relate A ”South” of B).

3.2 Computing Mental Tectonics

The computation of cognitively and at the same time geographically veridical
µMaps works as described in the following. First of all we require a sound dis-
cretization function for angles at intersection. As the discretization of angles is
obviously context dependent (see [19]), and as it is unclear how the available
empirical results scale to the mental encoding of familiar paths, in our imple-
mentation we used a pragmatic definition of the sector model. Especially the
sector for ”Straight” is in the empirical results under all conditions organized
very strict. As this is contrary to our everyday experience where ”Straight” is a
more flexible relation, we decided to extend ”Straight” to a sector of 30 ◦ (±15 ◦

around 0 ◦ (in an egocentric frame of reference), see Figure 6a for details.
The algorithm requires a route R, consisting of the familiar and unfamiliar

segments and the contextual extensions of the unfamiliar segments (e.g. parts of
the adjacent street network). Furthermore we require the set of choreme map-
pings X which allow to map a given angle to a respective choreme, as well
as the error correction parameters e expressed as sectors around the borders
of the choreme sectors (see Figure 6a+b). This parameter enforces geographic
compensation at an early stage: whenever the global error plus the error of the
current replacement results are above or below e, we select the neighbored and
also plausible choreme to minimize the error. This method prevents the change
of the configurational concept between the unfamiliar segments (within the ego-
centric reference frame of the wayfinding choremes). In our implementation we
use a sector of 25 ◦ relative to the border as , thus ±12.5 ◦ around the border.
I.e., the global error is reduced to ‖χ�max‖ − e

2 (‖χ�max‖ denotes the maxi-
mal angular sector of X , in our implementation the sectors of ”Half-Left” and
”Half-Right”).

We initialize the accumulative global error variable globalErr with 0 (we do
not have a displacement error so far), we further need to keep track of the local
error, this will be represented by localErr later in the algorithm. We further split
R into its familiar and unfamiliar segments and store them in the list S (steps
1-2). When we replace each angle along a route by a choreme, the accumulated
displacement can be arbitrarily high (depending on the layout of the route): each
replacement introduces a specific rotation and transition to the remaining parts.
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Algorithm 2
COMP-MENTAL-TECTONICS(R, X, e)

Input : A route R consisting of vertices v, and the set of wayfinding
choremes mappings X, and the global error reduction parameter e

Output : The chorematized and geographically veridical R

globalErr ← 01

S ← segment route R into familiar/unfamiliar segments si2

forall si ∈ S do3

if si ≡ familiar then4

si ← schematize(si)5

forall vj ∈ si, v > 1 do6

α ← getAngle(vj−1 , vj , vj+1)7

χα ← get corresponding choreme χk ∈ X8

if χα < 0 then9

χα ← ‖χα‖10

localErr ← (χα − ‖α‖)11

if localErr > 0 ∧ globalErr + localErr ≥ e then12

χα ← get χk−113

localErr ← (χα − ‖α‖)14

else if localErr < 0 ∧ globalErr + localErr ≤ e then15

χα ← get χk+116

localErr ← (χα − ‖α‖)17

globalErr ← globalErr + localError18

vec ← compute rotation and displacement vector for χα19

forall vj>1 ∈ si ∧ sk>i ∈ S do20

vj>1, sk ← vec × vj+2, vec × sk;21

return {s1 ∪ ... ∪ sn} ∈ S22

To tackle this problem, first of all we limit the numbers of chorematized turns
to the most significant ones in the familiar segments by schematizing the path
before chorematization (steps 3-5).

We now iterate through the remaining vertices vj ∈ si. We compute the
egocentric angle α from the vertices vj−1, vj , vj+1. We select the corresponding
choreme χk for α and compute the local error by subtracting α from χk (steps
6-9). Note that we express the error in deviation from the actual choreme by
using absolute values for α and the choreme χα if it is smaller than 0. If the
angle is exactly the angle of the choreme, the introduced error is 0. Otherwise
it is the positive or negative difference (see Figure 6a+b). If the local error is
0, we apply the choreme without further checking, as the current global error
is not affected. Otherwise we select the choreme χk±1 to minimize the overall
error (local + global) effectively. + refers to the choreme in positive direction, - in
negative direction (see Figure 6a+b). globalErr is updated accordingly (steps 10-
14). globalErr expresses the error as the deviation from the original geographic
configuration and uses the reference frame of the egocentric choremes to optimize
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a) b)

c) d)

Fig. 6. Error minimization: a) the sector model with discretization borders in degrees
relative to the egocentric frame of reference; the dark gray sectors illustrate the error
correction parameter e around the choreme sector borders. b) if an angle is exactly the
angle of the choreme χk, the error is 0. If it is larger than +e or smaller than −e the
neighbored choreme χk±1 is selected to minimize the global error. c) and d) see text
in section 3.2 for details.

it. After replacing the choreme, we apply the actual displacement caused by
replacement of for α with χα to all concerned elements (15-16). Finally, if all
segments are treated accordingly, we return the route.

The route, or rather the map, still needs to be minimized to be a µMap.
Obviously, we can nest Algorithm 2 within Algorithm 1. However the order of
the execution is important: the chorematization should be computed prior to the
minimization as the minimization requires the final layout as an input; Mental
Tectonics modifies the layout of the route and implicitly changes the spatial
constraints between the segments of the route.

Figure 6c and d) illustrates the compensation: in c, the top image shows the
original path from S to D. In the bottom illustration we see the correspond-
ing chorematized path (bold lines) and the original course (dashed lines). The
accumulated error is the difference between the original edges and the chorema-
tized edges. The error introduced with edge 4 is larger than e, thus we select
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a) b) c)

Fig. 7. Corrected µMap. The map in a) shows the street network annotated with
prior knowledge (magenta lines/dark gray in b/w), the shortest path between S and
D (red/light gray in b/w), and the path across fragmented prior knowledge (black).
Note that the computation of the route did not enforce a path via prior knowledge (see
further Section 2.1). b) shows the corresponding chorematized µMap. The resulting
map violates geographic veridicality: the destination environment is located ”South”
of the start environment (cardinal directions). c) shows the corrected but still chore-
matized µMap. The destination environment is now veridically arranged ”South-East”
of the start environment (cardinal directions). Note the embedded enlarged parts of
the crucial decision points.

the choreme that minimizes the error most effectively; in this case we select
”Straight” instead of ”Half-Left” (dashed bold gray line). in d) the overlay of the
routes illustrates the effectiveness: although all edges are replaced by choremes,
the geographic veridicality is preserved. D (dark circle) still meets the geographic
constraints as no change of concept of D within the cardinal and the egocentric
reference frame was enforced; compare with the alternative locations (light gray
circles). Figure 7a-c shows a µMap generated with and without using Mental
Tectonics. Compare the original situation in a), the chorematization without
the correction in b), and c) the geographic veridical chorematization.

4 Discussion

When µMaps route across highly fragmented prior knowledge they can (depend-
ing on the route) generate a high number of familiar and unfamiliar segments.
I.e., we have to identify a plausible number of fragments, and a minimum size
for a familiar fragment. If a fragment is too small (e.g. only one street segment
between two intersections), visualizing it will possibly cause more cognitive load
than concealing its existence. Each transition from an familiar segment to an un-
familiar segment of a route (and vice versa) implicitly means the switch of the
frame of reference: from the geographic frame of reference (unfamiliar segments)
to the personal frame of reference (familiar segments). Each switch implies a



Mental Tectonics - Rendering Consistent µMaps 259

certain cognitive load and will influence the effectiveness of the maps. In his
classic publication Miller [23] proposes ”7±2” information chunks as a general
guideline for information representation, as this number demarcates a processing
limit (which is of course not applicable to all domains similarly). If we follow
this proposal as a rule of thumb and interpret the familiar and unfamiliar seg-
ments of the route each as chunks, we can integrate 2-3 familiar segments within
the route. This depends on the actual configuration of familiar and unfamiliar
segments; however, as between each familiar part must be one unfamiliar part,
we have either 3-5 overall fragments when we allow 2 familiar segments, or 5-7
segments if we allow 3 familiar segments. The communication and processing
of the change of the frame of reference can be enhanced by integrating per-
sonally meaningful anchor points of the personal frame of reference within the
familiar segments of µMaps. In [24] we demonstrate the enhanced accessibility
of personalized maps by integrating a selection of personally meaningful places
according to their relevance for the course of the route (places are selected when
they are highly familiar and/or located at significant locations along the route).
They serve as a key to the compressed representation of µMaps and help to
understand the scale and the actual course of the route.

The rendering of the familiar segments of the route benefits from choremati-
zation as it supports the mental processing. However, this practice can disturb
geographic relations up to a high degree. We showed that it is possible to use
choremes to describe the route by at the same time preserving geographic consis-
tency. Our proposed approach is only a local optimization and does not consider
the global composition of angles along the route. A global approach could select
specific decision points to control the effect of the correction.

The degree of schematization has great influence on the remaining geometry
of a segment and is largely responsible for the introduced error after choremati-
zation. A very strict schematization will result in a straight line, a moderate one
will keep eventually too much details. The automatic identification of a suitable
parameter is a hard task, as we usually have no operationizable parameters at
hand. The preservation of the geographic veridicality after chorematization could
be such a parameter: we can select the degree of schematization in dependency
of the global error after the chorematization of the schematized segments. We
found a suitable granularity if the global chorematization error is minimized.

Further, we implemented one fixed error correction for all choremes. This
parameter could be more adaptive to the relationships among choremes: so far
we implied that users will accept selection of a neighbored concept uniformly.
However, the studies of [19] clearly show that the borders between choremes are
varying, which also indicates context dependent flexibility in accepting changes
of concepts (as different conditions resulted in different discretization sectors).

5 Conclusions and Outlook

The visualization of geographic data for wayfinding assistance on small displays
is a critical task. Either the map has a very small scale and is hard to read, or the
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information is only partially visible. This leads to a substantially increased cog-
nitive effort to process and to successfully understand the presented information.
A possible solution are µMaps. µMaps transform the requested geographic space
according to the familiarity of an individual user. The individual knowledge can
be present in inconsistent or fragmented user profiles. To cope with this problem,
we need to extend the existing algorithmic framework of µMaps. We present an
Dijkstra based routing algorithm with dynamic weights considering human be-
havioral route choice heuristics. This results in improved routing and connects
fragmented knowledge, if it is geographically and behaviorally plausible.

Based on this algorithm and potentially fragmented routes across several fa-
miliar segments, we introduced a rendering algorithm to optimize the repre-
sentation of a µMaps accordingly. The minimization of familiar links between
unfamiliar parts of the environment optimizes the distance locally for every pair
of configuration of familiar and unfamiliar segments. Although µMaps explicitly
address mental spatial concepts, they do not only have to support the mental
representation and processing of familiar routes, but they have to support the
mutual geographic veridicality of all spatial elements as well. I.e., they have to
support mental conceptual consistency and spatial consistency at the same time.
In this paper we introduce a method we call Mental Tectonics to balance mental
conceptual configurations with geographic veridicality. This allows for relating
new spatial knowledge to prior knowledge by integrating it in existing mental
layouts. Mental Tectonics qualifies as a general method to integrate chorematized
representations into a geographic frame of reference.

The integration of multiple prior knowledge fragments raises the question
for the maximal and optimal amount of familiar and unfamiliar segments in a
route. Although we can limit the number of allowed fragments pragmatically,
only empirical studies will shed light on the cognitive demands and limits of
understanding µMaps. A question which definitively requires an answer.

The interplay of route choice, schematization and chorematization has great
influence on the layout of the resulting map. When the route incorporates large
familiar segments, the applied human route choice heuristic usually allows for
the selection of different paths (as it accepts up to 10% detour, which can result
in multiple candidates). Since each route has a different layout, the selection of
the actual path might not only dependent on a familiarity measure. Especially
among equal choices, we could select the path with the best layout properties.
An automated adjustment of the crucial parameters of the schematization algo-
rithms under the consideration of geographic veridicality and map compactness
would additionally foster the generation of compact and at the same time acces-
sible maps, which is the ultimate goal of µMaps.

Acknowledgments

This research is carried out as part of the Transregional Collaborative Research
Center SFB/TR 8 Spatial Cognition. Funding by the Deutsche Forschungsge-
meinschaft (DFG) is gratefully acknowledged.



Mental Tectonics - Rendering Consistent µMaps 261

References

[1] Rosenholtz, R., Li, Y., Nakano, L.: Measuring visual clutter. Journal of Vi-
sion 7(2), 1–22 (2007)

[2] Dillemuth, J.: Map size matters: Difficulties of small-display map use. In: Inter-
national Symposium on LBS and TeleCartography, Hong Kong (November 2007)

[3] Tan, D.S., Gergle, D., Scupelli, P., Pausch, R.: Physically large displays improve
performance on spatial tasks. ACM Trans. Comput.-Hum. Interact. 13(1), 71–99
(2006)

[4] Freksa, C.: Spatial aspects of task-specific wayfinding maps - a representation-
theoretic perspective. In: Gero, J.S., Tversky, B. (eds.) Visual and Spatial Rea-
soning in Design, University of Sidney, Key Centre of Design Computing and
Cognition, pp. 15–32 (1999)

[5] Klippel, A., Richter, K.F., Barkowsky, T., Freksa, C.: The cognitive reality of
schematic maps. In: Meng, L., Zipf, A., Reichenbacher, T. (eds.) Map-based
Mobile Services - Theories, Methods and Implementations, pp. 57–74. Springer,
Berlin (2005)

[6] Agrawala, M., Stolte, C.: Rendering effective route maps: Improving usability
through generalization. In: SIGGRAPH 2001, Los Angeles, California, USA, pp.
241–249. ACM Press, New York (2001)

[7] Zipf, A., Richter, K.F.: Using focus maps to ease map reading — developing smart
applications for mobile devices. KI Special Issue Spatial Cognition 02(4), 35–37
(2002)

[8] Richter, K.F., Peters, D., Kuhnmünch, G., Schmid, F.: What do focus maps fo-
cus on? In: Freksa, C., Newcombe, N.S., Gärdenfors, P., Wölfl, S. (eds.) Spatial
Cognition VI. LNCS (LNAI), vol. 5248, pp. 154–170. Springer, Heidelberg (2008)

[9] Parush, A., Ahuvia, S., Erev, I.: Degradation in spatial knowledge acquisition
when using automatic navigation systems. In: Winter, S., Duckham, M., Kulik,
L., Kuipers, B. (eds.) COSIT 2007. LNCS, vol. 4736, pp. 238–254. Springer, Hei-
delberg (2007)

[10] Ishikawa, T., Fujiwara, H., Imai, O., Okabe, A.: Wayfinding with a GPS-based
mobile navigation system: A comparison with maps and direct experience. Journal
of Environmental Psychology 28, 74–82 (2008)

[11] Ishikawa, T., Montello, D.R.: Spatial knowledge acquisition from direct experience
in the environment: Individual differences in the development of metric knowledge
and the integration of separately learned places. Cognitive Psychology 52, 93–129
(2006)

[12] Reichenbacher, T.: Mobile Cartography: Adaptive Visualization of Geographic
Information on Mobile Devices. PhD thesis, University of Munich, Munich, Ger-
many (2004)

[13] Tversky, B.: Distortions in cognitive maps. Geoforum 2(23), 131–138 (1992)
[14] Schmid, F., Richter, K.F.: Extracting places from location data streams. In:

UbiGIS 2006 - Second International Workshop on UbiGIS (2006)
[15] Schmid, F.: Formulating, identifying, and analyzing individual spatial knowledge.

In: Seventh IEEE International Conference on Data Mining Workshops (ICDMW
2007), vol. 0, pp. 655–660. IEEE Computer Society Press, Los Alamitos (2007)

[16] Schmid, F.: Knowledge based wayfinding maps for small display cartography.
Journal of Location Based Services 2(1), 57–83 (2008)

[17] Dijkstra, E.W.: A note on two problems in connexion with graphs. Numerische
Mathematik 1, 269–271 (1959)



262 F. Schmid

[18] Wiener, J., Tenbrink, T., Henschel, J., Hoelscher, C.: Situated and prospective
path planning: Route choice in an urban environment. In: Proceedings of the
CogSci 2008, Washington (2008) (to appear)

[19] Klippel, A., Montello, D.R.: Linguistic and nonlinguistic turn direction concepts.
In: Winter, S., Duckham, M., Kulik, L., Kuipers, B. (eds.) COSIT 2007. LNCS,
vol. 4736, pp. 354–372. Springer, Heidelberg (2007)

[20] Tversky, B., Lee, P.U.: Pictorial and verbal tools for conveying routes. In: Freksa,
C., Mark, D.M. (eds.) COSIT 1999. LNCS, vol. 1661, pp. 51–64. Springer, Hei-
delberg (1999)

[21] Klippel, A.: Wayfinding choremes. In: Kuhn, W., Worboys, M.F., Timpf, S. (eds.)
COSIT 2003. LNCS, vol. 2825, pp. 320–334. Springer, Heidelberg (2003)

[22] Klippel, A., Richter, K.F., Hansen, S.: Wayfinding choreme maps. In: Bres, S.,
Laurini, R. (eds.) VISUAL 2005. LNCS, vol. 3736, pp. 94–108. Springer, Heidel-
berg (2006)

[23] Miller, G.A.: The magical number seven, plus or minus two: some limits on our
capacity for processing information. Psychological review 101(2), 343–352 (1994)

[24] Schmid, F.: Enhancing the accessibility of maps with personal frames of reference.
In: Jacko, J.A. (ed.) INTERACT 2009. LNCS, vol. 5612. Springer, Heidelberg
(2009)



To Be and Not To Be:

3-Valued Relations on Graphs

John G. Stell�

School of Computing, University of Leeds
Leeds, LS2 9JT, U.K.

j.g.stell@leeds.ac.uk

Abstract. Spatial information requires models which allow us to answer
‘maybe’ to questions asking whether a location lies within a region. At
the same time, models must account for data at varying levels of detail.
Existing theories of fuzzy relations and fuzzy graphs do not support
notions of granularity that generalize the successes of rough set theory to
rough and fuzzy graphs. This paper presents a new notion of three-valued
relation on graphs based on a generalization of the usual concept of three-
valued relation on sets. This type of relation is needed to understand
granularity for graphs.

1 Introduction

The stark choice – to be or not to be – that faced the Prince of Denmark is not
forced upon us in the world of spatial information. Whether a location is among
places having some attribute or is not among such places is a choice we have
learned to sidestep. Once we admit vagueness, uncertainty and related factors
into our spatial models we allow locations which are in a sense both inside and
outside regions. The question of being vs not being is no longer a categorial
distinction, but has engendered a new possibility: both being and not being.

As Lawvere observes [Law86], this apparent contradiction reveals the presence
of a boundary. The algebraic formulation of this boundary was noted as relevant
to spatial information in an earlier COSIT by Stell and Worboys [SW97], but
for graphs this account was restricted to the crisp case. In the present paper
this restriction is removed, and the algebraic framework is generalized to three-
valued subgraphs. Building on this, a novel theory of three-valued relations on
graphs is developed as the next stage in an ongoing programme of granularity
for both crisp and fuzzy graphs.

The structure of the paper is as follows. In Section 2 the basics of three-
valued subsets are reviewed. This account is extended to three-valued relations
in Section 3, in which we find that the usual definition is inadequate and a
more general (fuzzier) notion is required. In Section 4 we consider subgraphs,
initially reviewing the algebra of crisp subgraphs and then showing how this can
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be generalized to three-valued subgraphs. This generalization introduces two
apparently novel operations in the lattice of three-valued subgraphs and their
expressiveness is demonstrated by examples in this section. Section 5 shows how
to define relations on three-valued subgraphs.

2 Three-Valued Sets

Spatial information has as one of its core activities the assignment of locations
to propositions and of attributes to locations. While locations may be idealized
points at some level of detail, they are more generally regions of space. Such
regions divide space into region and non-region making a precise distinction.
It has often been observed that such models fail to cope with the richness of
human conceptualization of the world in which besides ‘in’ and ‘out’ we also
have the judgement ‘maybe’. This leads to models where we classify entities by
three values instead of two. Specific examples include ‘flou sets’ [Wyg96], ‘egg-
yolk regions’ [CG96], and regions with ‘broad boundaries’ [CD96], the latter two
sources being both in the book [BF96].

First it must be noted that there is no such thing as a three-valued set; there
are only three valued subsets. That is, we must have some universe of entities
which we value or classify with three values. The three values will be denoted
here by the set 3 = {�, 0,⊥}, where � should be though of as true, ⊥ should be
thought of a false, and 0 as the middle value ‘maybe’ or ‘possibly’. The values
are ordered ⊥ < 0 < �. There are many other ways to denote the three values
in the literature, and �Lukasiewicz [�Luk70, p87] originally used {0, 2, 1} before
settling on {0, 1

2 , 1}.
When a set X is given, a 3-valued subset of X , or just a 3-subset, is a function

A : X → 3. The set of all 3-subsets of X is denoted P3X and the algebra in this
structure gives us a model in which we can talk about parthood (A � B iff ∀x ∈
X · Ax � Bx) as well as unions and intersections of 3-subsets. The 3-subset
x �→ ⊥ will be denoted just by ⊥. Similarly the 3-subset which takes the value 0
everywhere is just 0 and likewise �. The most interesting aspect of the structure
of P3X is that it supports three distinct notions of outside as shown in Figure 1.

For A ∈ P3X , the 3-subset −A is the mapping x �→ −(Ax) where −� = ⊥,
−0 = 0, and −⊥ = �. The operators ¬ and

¬
are the pseudocomplement and

its dual, which following Lawvere [Law86], will be called the supplement. These
are described in [SW97] in the equivalent context of two-stage sets. The value
for theories of spatial information of the operations −, ¬, and

¬
, lies in the way

that when combined with each other and with ∨ and ∧ they allow the formation
of expressions which describe practically useful concepts. Three of these are
illustrated in Figure 2. The boundary consists of those points that are both
possibly inside and possibly outside the set. The core consists of those places for
which it is possible that they are outside the places possibly outside, that is they
must be definitely inside the set. The co-core is the double pseudocomplement,
and consists of elements possibly not outside the region.
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A −A
¬

A ¬A

� definitely definitely possibly definitely
black in A outside A outside A outside A

0 poss. in A, & poss. in A, &
grey poss. outside A poss. outside A

⊥ definitely definitely definitely possibly
white outside A in A in A in A

Fig. 1. Three kinds of outside and their interpretation for a 3-subset

A ∧ ¬
A

¬¬
A ¬¬A

Boundary Core Co-core

Fig. 2. Boundary, Core and Co-core for a 3-subset

While the algebraic operations are valuable for these 3-subsets, the expres-
siveness becomes more apparent when we apply them to graphs in Section 4.
Before doing so, we examine what should be meant be a three-valued relation
on a set.

3 Fuzzy Relations: The 3-Valued Case

On a set X , a relation R can be drawn as a set of arrows as in Figure 3. Each
arrow in the diagram goes between two elements of X (possibly the same ele-
ment). The fact that for elements x, y ∈ X we have x R y (that is visually that
we have an arrow from x to y) can model various situations such as x is similar
to y or that x is near to y or that y is accessible from x etc.
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Fig. 3. A crisp relation on a crisp set

Having a relation R on X can be thought of as a viewpoint from which X
is seen. The idea here is that instead of the elements x ∈ X we can only see
granules of the form

{x} ⊕R = {y ∈ X | x R y}

where⊕ denotes the morphological dilation operation.This operation is discussed,
along with its counterpart erosion, in the context of relations in [Ste07]. We can
describe a subset A ⊆ X in terms of these granules in various ways. The most
obvious two possibilities being the set of granules wholly within A and the set of
granules which intersect A. In the case of R being an equivalence relation, these
would be respectively the lower and upper approximations in rough set theory.

It is natural to qualify the extent of the relatedness. For example, we may say
that x is very similar to y, but that y is only slightly similar to z. In another
example, perhaps a is very near to b but c is not that close to d although we
wouldn’t want to go so far as to say that c is not in any sense near d. These
natural examples suggest we need some kind of fuzzy relations, in which instead
of two items either being related or not, we admit some kind of intermediate
relatedness. There is a well-established notion of fuzzy relation [Zad65] taking
values in the interval [0, 1] or more generally in some lattice of truth values
Ω. This notion takes an Ω-valued relation on a set X to be simply a function
R : X ×X → Ω.

In the current paper I am only considering the case of three truth values where
Ω = {⊥, 0,�}. This means that an Ω valued relation on X can be presented
visually by drawing black arrows between elements of X which are related to
extent �, and by drawing grey arrows between elements which are only related to
the medium extent 0. This is illustrated in Figure 4. When there is no relatedness
(or rather the relatedness is given the value ⊥) we draw no arrows, but we can
think of drawing white arrows instead.

Fig. 4. Classical concept of a 3-valued on a crisp set
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We shall see shortly that although the idea of a function X×X → 3 has been
very widely accepted as the ‘right’ notion of a 3-valued relation, it is inadequate
to model the requirements of a theory of granularity. What a function R : X ×
X → 3 can actually do is to take a crisp subset A ⊆ X and produce a 3-subset
of X . That is, A⊕R is the function X → 3 where (A⊕ R)(y) is the maximum
value in {R(a, y) ∈ 3 | a ∈ A}.

To give a concrete example, suppose that X is a set of places, and that for each
ordered pair of places we have one of three values for how near the first place is to
the second. We can think of these as being, very near, somewhat near and not near.
Such 3-valued nearness relations have been discussed in the literature [DW01] and
might arise from the opinion of a single human subject, from data collected from
many individuals, or by some form of objective measurement. Given a single place
x ∈ X we can consider the set of places to which x is near. This provides not (in
general) a crisp subset of X but a 3-valued subset, {x}⊕R, in which x is very near
some places, somewhat near others, and not near others. That is, for each y ∈ X
the value of ({x} ⊕R)(y) is the extent to which x is near y.

This scenario extends readily to any crisp subset A ⊆ X , with (A ⊕ R)(y)
being the greatest extent to which anything in A is near y. However, suppose we
start not with a crisp subset of X but with a 3-valued subset. For example, we
might want to model the nearness of places to a region that was only vaguely
defined. To be specific, take a question such as “where is the forest near to?”.
If we ask this of a variety of subjects we can expect that there will be places
x and y where some people will say that x is definitely near y but that it is
not clear that x is in the forest. In such a situation we may not be able to say
that somewhere in the forest is definitely near to y, because the fuzzy nature
of nearness is compounded by the fuzzy nature of the forest itself. This means
that we need our fuzzy relations to be able to operate on a fuzzy subset (e.g.
the forest) and produce a fuzzy subset as a result (e.g. where the forest is near
to). The classical notion of a 3-valued relation on X as a function from X ×X
to 3 is unable to do this, and a fuzzier kind of relation is required.
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Fig. 5. The six join-preserving mappings 3 → 3 and their right adjoints
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From an algebraic perspective, the root of the problem is that functions X ×
X → 3 are not equivalent to join-preserving functions on P3X . This can be seen
by taking X = {x}, in which case there are just three functions X × X → 3,
but there are six elements of P3X . These six are obtained from the upper row
of Figure 5 by interpreting each of �, 0, and ⊥ as the value assigned to x.

The names given to the six functions in Figure 5 reflect the operations they
induce on 3-subsets by composition. For example, if α : 3 → 3 is the crisp up
function, then for any A : X → 3, the composite αA : X → 3 is the crisp subset
of X obtained by marking as definite all the merely possible elements of A. The
lower part of Figure 5 shows the right adjoint of each function. This can be
thought of informally as a ‘best approximation’ to an inverse for the function.
A brief account of adjunctions between posets (also called Galois connections)
can be found in [Ste07] and more details can be found in [Tay99]. In the present
context the significance of the adjoints is that they are needed to understand
converses of relations.

Having rejected the usual notion of three-valued relation, the fuzzier kind of
relation we require is as follows.

Definition 1. A 3-relation on a set X is a mapping R : X × X → 33, where
33 is the lattice of join-preserving mappings on 3.

Given 3-relations R and S on X their composite is R ; S where

x R ; S z =
∨
{(x R y)(y S z) ∈ 33 : y ∈ X},

in which (x R y)(y S z) is the composition of join-preserving functions (in the
order where x R y is applied first) and the join is that in the lattice shown in
Figure 6.

There is a bijection between 3-relations on X and join-preserving functions
on P3X . To the relation R is associated to the function ⊕ R : P3X → P3X
where

(A⊕R)x =
∨

y∈X

(yRx)(Ay).

crisp up

identity

crisp down blur

shrink

erase

Fig. 6. The lattice of six functions from Figure 5
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crisp up identity crisp down blur shrink erase

Fig. 7. The six functions from Figure 5 as egg-yolks

This provides the dilation operation, and erosion is obtained as its right adjoint.
To the function α : P3X → P3X is associated the relation R where

(x R y)ω = (α({x}ω))y,

and where for ω ∈ 3, the ω-singleton set {x}ω is the 3-subset of X where

{x}ωy =
{

ω if y = x,
⊥ otherwise.

With 3-relations defined as in Definition 1, it appears difficult at first to visualize
specific examples. Instead of colouring arrows black or gray as in Figure 4 we
have to label the arrows by the six functions found in Figure 5. However, we
can think of the arrows we require as being “egg-yolk arrows”, where the three
parts (the yolk, the white, and outside the egg) are not spatial regions but the
three truth values (�, 0, and ⊥), and each of these “regions” is occupied to an
extent which is again one of these three truth values. This view is illustrated in
Figure 7.

The diagrams of Figure 7 lead to one way of visualizing the six types of egg-
yolk arrow as shown on the left of Figure 8 for the identity case. This pencil-like
view is unnecessarily elaborate, because the region outside the egg (the outermost
layer of the pencil) is always white. By dropping this outermost layer, we are led
to the simpler visualization of the identity type of arrow shown on the right of
Figure 8. The remaining types of arrow may be drawn similarly.

For ordinary relations, the idea of taking the converse is both easy to under-
stand and of practical importance. The converse is visualized simply by reversing
the direction of all the arrows in any diagram for the relation. In the classical
conception of a 3-valued relation, where things are related to one of just three
degrees, the converse is again a matter of reversing the coloured arrows. For 3-
relations where we have six kinds of arrow instead of just three, the converse is
more subtle. Surprisingly, taking the converse is not simply a matter of reversing
the arrows; in two cases the reversed arrow changes its colouring.

In detail, if (y, x) is labelled by λ then in the converse (x, y) is labelled by the
mapping ω �→ −(λ�−ω) where λ� is the right adjoint of λ. The right adjoints
of each possible λ are shown in Figure 5, and calculating −(λ�−ω) in each case
shows that to find the converse of a 3-relation we need to label (x, y) by λ′ where
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Fig. 8. Possible visualizations of egg-yolk arrows

λ labels (y, x), and λ �→ λ′ is the involution of the lattice in Figure 6 obtained
by reflection in the vertical axis.

4 The Algebra of Subgraphs

4.1 Graphs and Subgraphs

We recall the definition of a graph used in [Ste07] which followed [BMSW06].

Definition 2. A graph consists of a set G with source and target functions
s, t : G → G such that for all g ∈ G we have s(t(g)) = t(g) and t(s(g)) = s(g).

These graphs allow loops and multiple edges. The underlying set G makes no
distinction between nodes and edges, but using the functions s and t the nodes
can be described as those elements g for which sg = g = tg. The subgraphs of
G in this setting are those subsets of G which are closed under the source and
target functions.

For a graph G we can consider both subsets and subgraphs. The notation
PG will be used to denote the lattice of subsets of G, and GG will be used to
denote the lattice of subgraphs of G. By forgetting the source and target data,
we can produce a set |G| from the graph G. In the opposite direction, there are
two ways that a subset A ⊆ |G| can be made into a subgraph of G. To describe
the properties of these constructions we again need to make use of adjunctions
between posets.

Graph G Subgraph H � G

Fig. 9. A Graph and a Crisp Subgraph
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Pseudocomplement ¬H Supplement
¬

H

Boundary H ∧ ¬
H Co-boundary H ∨ ¬H

Core
¬¬

H Co-core ¬¬H

Interior ¬¬H Closure
¬¬H

Fig. 10. The Algebra of Crisp Subgraphs
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Lemma 1. The mapping | | : GG → PG has both a left and a right adjoint.

[ ]∧  | |  [ ]∨

For any A ⊆ |G|, the graph [A]∧ is the smallest subgraph containing the set A,
and [A]∨ is the largest subgraph contained within A. Explicit constructions are
given by

[A]∧ = A ∪ {sa ∈ A : a ∈ A} ∪ {ta ∈ A : a ∈ A} =
∧
{H : |A| � |H |}

[A]∨ = {a ∈ A : sa ∈ A} ∩ {a ∈ A : ta ∈ A} =
∨
{H : |H | � |A|}.

The boolean complement of subsets gives an isomorphism − : PX → (PX)op

between the powerset and its opposite (that is the poset with the same elements,
but with the converse partial order). For a subgraph H � G simply taking the
complement of the set of elements in H may not produce a subgraph, but we can
ask for the greatest subgraph within this set or for the least subgraph containing
it. This leads to two operations playing the same algebraic role in GG as

¬
and

¬ do in the lattice of 3-subsets of a set.

Lemma 2. The operations
¬

and ¬ on subgraphs defined by
¬

H = [−|H |]∧, and
¬H = [−|H |]∨ are respectively the supplement and pseudocomplement in GG.

These operations and some constructions using them appear in Figure 10.

4.2 3-Valued Subgraphs

The value of the operations on subgraphs was already noted in [SW97], but
the extension of this to subgraphs where some nodes and arrows may not be
unequivocally inside or outside the subgraph does not seem to have been explored
before. First we need to define these fuzzy subgraphs.

Definition 3. A 3-subgraph of a graph (G, s, t) is a 3-subset, H : G → 3 such
that H(g) � H(sg) ∧H(tg) for all g ∈ G.

We can draw examples of 3-subgraphs as in Figure 11, with elements shown
by outlines when they have value ⊥, in grey when they have value 0, and in
solid black when they have value �. The definition requires that arrows must be
present at least as strongly as their sources and targets.

The set of all 3-subgraphs of G will be denoted G3G. It is straightforward to
check that this is a lattice, with the meets and joins given by the intersections
and unions of the 3-subsets underlying the graphs. In the crisp case, we used
the pseudocomplement and the supplement in the lattice GG to construct the
boundary, the core, and other important notions.

Before introducing the corresponding operations in G3G, we state the fol-
lowing result, which is needed to justify their properties. In this the operation
↑ : G3G → G3G makes a crisp version of a 3-subgraph by colouring any grey
nodes or edges black. Similarly, ↓ replaces grey nodes or edges by white ones.
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Fig. 11. Example of a 3-Subgraph

Lemma 3. For all H, K ∈ G3G the conditions H ∧ K = ⊥ and ↑H ∧ K = ⊥
are equivalent. Also, the conditions H ∨K = � and ↓H ∨K = � are equivalent.

The lattice G3G has a pseudocomplement and a supplement, defined using ¬
and

¬
for crisp subgraphs as follows.

Lemma 4. If H is a 3-subgraph of G then the operations ¬ and
¬

defined by
¬H = ¬(↑H) and

¬
H =

¬
(↓H), provide the pseudocomplement and supplement

in the lattice G3G.

Proof. To justify the pseudocomplement we have to show that H ∧¬(↑H) = ⊥,
and that if H ∧ K = ⊥ then K � ¬(↑H). As ¬↑H � ¬|H | the first of these is
immediate from properties of ¬ in GG. By Lemma 3 H∧K = ⊥ iff ↑H∧↑K = ⊥,
so working in GG we get ↑K � ¬↑H and the result follows as K � ↑K. A dual
argument establishes the supplement property.

The supplement and pseudocomplement are illustrated in Figure 12.
Although G3G has a pseudocomplement and a supplement, these are both

crisp subgraphs which conceptually does not seem the most appropriate way to

3-subgraph H

pseudocomplement ¬H supplement
¬

H

Fig. 12. A 3-subgraph and crisp models of its outside
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Fig. 13. Fuzzy interior and boundary concepts

model operations on 3-fuzzy graphs. This can be seen by considering Figure 13
which shows that the notions of boundary, interior and exterior naturally classify
their nodes into three classes: the definitely in, the possibly in, and the definitely
not in. That is, we should be able to model boundaries, interiors and other
derived subgraphs as 3-subgraphs which will not be crisp in general, but using
the pseudocomplement and the supplement in G3G cannot do this.

It would be possible to use pairs of crisp subgraphs, for example obtaining a
fuzzy version of ¬ as a pair (¬(↑H),¬(↓H)). This would be similar to the use of
upper and lower approximations in rough set theory, where an essentially fuzzy
entity is modelled as a pair of crisp ones. However, there there are advantages in
being able to think of a region as being just that: a single region of a new kind
rather than a pair of ordinary regions.

To achieve this we need to generalize the operations [ ]∧ and [ ]∨ from
crisp subsets of a graph to 3-valued ones. A full account of the technical details
is beyond the scope of the present paper, but it can be shown that for any 3-
subset A of the elements of a graph G there are well-defined 3-subgraphs [A]∧

and [A]∨. These are respectively the smallest 3-subgraph of G containing A,
and the largest 3-subgraph of G contained within A. This allows us to make the
following definition.

Definition 4. For H ∈ G3G the 3-supplement, #H, and 3-complement, $H
are the 3-subgraphs defined by $H = [−|H |]∨ and #H = [−|H |]∧.

It follows by standard techniques that these operations are adjoint to their op-
posites,

(G3G)op
#op

>
⊥

<#
G3G

$
>

⊥
<

$op

(G3G)op

and from these adjunctions several basic properties of these operations follow.
The main properties are summarized in the following lemma.

Lemma 5. The following hold for all H, K ∈ G3G.

1. H � K implies $K � $H and #K � #H.
2. In P3G we have |$H | � −|H | � |#H |.
3. If H is crisp then ¬H = $H and

¬
H = #H.
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4. ##H � H � $$H.
5. ###H = #H and $$$H = $H.

While #H is defined as the smallest 3-subgraph of G which contains the sub-
set −|H |, and $H is the largest 3-subgraph contained in −|H |, more explicit
descriptions of these 3-subgraphs are useful in practice.

When k is an edge, then [k]∧ will be this edge together with its end-points.
The next lemma essentially characterizes #H as obtained by replacing the value
of each element g by −Hg and then choosing higher values for any nodes which
are needed to support the edges. Dually, $H is obtained by leaving values of all
nodes as −Hg and choosing the highest possible value for each edge which can
be supported by these nodes.

Lemma 6. For H ∈ G3G and for any g ∈ |G|,

1. the subgraphs #H, and $H satisfy

#Hg =
∨
{−Hk : g ∈ [k]∧ and k ∈ |G|}, and

$Hg =
∧
{−Hk : k ∈ [g]∧ and k ∈ |G|}.

2. If g is an edge then #Hg = −Hg, and if g is a node then $Hg = −Hg.

In Figure 14 several examples are shown of subgraphs that can be constructed
using the operations $ and # when applied to the 3-subgraph H of Figure 11.
These demonstrate the expressiveness of the language for describing fuzzy sub-
graphs that is available with these new operations.

5 Relations on 3-Subgraphs

A relation on a graph is just an ordinary relation on the underlying set which
interacts in the right way with the source and target. The details of this treat-
ment for crisp relations are given in [Ste07]. The generalization to 3-relations
is as follows.

Definition 5. A 3-relation, R, on the set of elements of a graph G is graphical
if for all g, h ∈ G, it satisfies

1. g R h � (g R sh) ∧ (g R th), and
2. (sg R h) ∨ (tg R h) � g R h.

Lemma 7. Let R, S be graphical 3-relations on G. Then the composite R ; S is
graphical.

Proof. For any k we have k S h � k S sh so (g R k)(k S h) � (g R k)(k S sh).
This gives g R ; S h � g R ; S sh by taking the join over all k ∈ G. Similarly,
g R ; S h � g R ; S th.

To show that (sg R ; S h) ∨ (tg R ; S h) � g R ; S h, use the definition of
compostion of relations and the fact that for any k ∈ G we have (sg R k)∨ (tg R
k) � g R k.
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3-pseudocomplement �H 3-supplement �H

3-boundary H ∧�H 3-co-boundary H ∨�H

3-core ��H 3-co-core ��H

3-interior ��H 3-closure ��H

Fig. 14. Various 3-Subgraphs constructed from H of Figure 11
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Fig. 15. Presentation for a graphical 3-relation

So far, in order too keep matters as simple as possible, we have dealt with
relations on a single set or a single graph. It is routine to extend this to the
more general case where we have a relation going from one structure to another.
We assume this more general setting in the following simple example shown
in Figure 15. In this example, we have two graphs, the upper one with seven
edges and six vertices, and the lower one with two vertices and a single edge.
The relation between these graphs is shown using the egg-yolk technique on the
right hand side of figure 8. To avoid too many arrows it is assumed that arrows
required to make this relation graphical are implicitly included (strictly speaking
the figure provides a presentation for a relation, rather than the relation itself).

By providing a 3-relation from the one graph to a second graph, we specify
how 3-subgraphs of the first graph are to be viewed as 3-subgraphs of the second
graph. This is expressed formally in terms of dilation. Given a graphical relation
R on G we can dilate any H : G → 3 to obtain a 3-subset H ⊕R : G → 3. It is
straightforward to check that when H is a subgraph that H ⊕ R is a subgraph
too, and similarly for the erosion R % H . Examples of dilation are provided in
Figure 16. The upper part of each of the diagrams shows a subgraph of the graph
which is the domain of the relation presented in Figure 15. The lower part shows
the result of dilating the subgraph by the relation.

Fig. 16. Three examples of dilation using the relation from Figure 15
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We have already seen that the converse of a 3-relation on a set is not as
simple as just reversing the direction of all the arrows, since two of the types
of arrow also change their labelling. In the case of graphs the converse becomes
more complex still, as already noted in the case of crisp graphical relations
in [Ste07]. While there is insufficient space for anything beyond a brief discussion
here, it is worth noting that the operations # and $ developed above do play
an important role in understanding the converse of graphical 3-relations. As
graphical 3-relations are determined by their dilation operations we are able to
define the converse of a relation R as the relation where the effect of dilating a
3-subgraph H is given by #(R%$opH). The following diagram summarizes the
construction, and the symbols ⊥,  and & in it denote adjunctions following the
practice in [Tay99].

G3G

⊕R
>

⊥
<

R%
G3G

(G3G)op

#op

∧

 #

∨ %∗ R
>

⊥
<

R⊕∗
(G3G)op

$op

∧

& $

∨

Definitions of ⊕∗ and %∗

H %∗ R = $(#op
H ⊕R)

R⊕∗ H = #(R %$opH)

6 Conclusions and Further Work

This paper has introduced two important new features as part of an ongoing
programme to understand the granularity aspects of graphs. These two features
are the pair of operations # and $, and the definition of a 3-relation on a graph.
The value of both of these has been demonstrated by additional constructions
built on them, such as the fuzzy notions of boundary and interior illustrated in
Figure 14 and the means to obtain the converse of a graphical 3-relation.

The main direction in further work is to apply the theoretical constructions
presented here in various practical examples. It is significant that the relations
described here have arisen from considerations of mathematical morphology.
This connection means there is good evidence, in view of the relationship to
rough set theory, to support the view that continuing the programme of work
is likely to produce an account of granularity for both fuzzy and crisp graphs
which will have analogous practical applications to those enjoyed by rough sets.
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Abstract. A class of map algebraic operations referred to as “focal” character-
izes every location as a function of the geometry and/or attribute of all locations 
that belong to the “neighborhood” of that location. This paper introduces a new 
type of map algebraic neighborhood whose shape is unspecified but required to 
have a specified size. This paper explores how the use of such neighborhoods 
affects the design of focal operations, as well as their implementation and appli-
cation. It is suggested that the proposed operations can contribute to site selec-
tion analyses, which are often subject to size restriction (e.g. due to limited 
budgets or environmental concerns), but needs more theoretical investigation 
for them to be fully operational in practice. 

1   Introduction 

Map algebra is a high-level computational language that has been implemented in a 
number of geographic information systems (GIS). More generally, it is a set of con-
ventions for the organization of cartographic data and the processing of those data in a 
manner that attempts to facilitate their interpretation with both clarity and flexibility 
[32]. To do so, it presents a set of data-processing operations on single-attribute maps 
referred to as “layers.” Since all of these operations accept layers as input and gener-
ate layers as output, they are easily combined by simply using the output of one as in-
put to another. Furthermore, each operation can be defined in terms of its effect on a 
single, typical location with an understanding that all locations will in fact be subject 
to the identical effect. 

Over the last decades map algebra both as spatial information theory and as spatial 
information tool has been repeatedly explored in the literature. This reflects the  
importance of the philosophy underlying this methodology as well as its applicabil-
ity/adaptability to a wide range of subjects. Related works include those that formal-
ize the structure of map algebra [12, 14, 30], design its visual interfaces [5, 13,], and 
adapt its principle to other data types [20, 22]. The present paper, too, is one such at-
tempt—more precisely, a possible extension of some map algebraic operations that 
explicitly take into account geometric relations between locations. 
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Fig. 1. A convolution operation and its input layer (left), window (delineated by a bold line), 
and output layer (right). Note that the darker a location is shaded, the higher its value is. 

To begin, imagine that we seek a site for building a large-scale facility, say, a 
cricket field in a given study area, which is characterized by a layer representing the 
construction cost associated with each location. If the site is supposed to take the form 
of a circle of a certain diameter, we can use a single “convolution” [6] operation to 
create a layer that represents the cost of each potential site. The operation places a 
“window” [6] of the specified dimension on every location (except where too close to 
edges), adds the values of all locations that fall in that window, and records the result 
on a new layer. Figure 1 illustrates an example, which uses a circular window of di-
ameter 160m and transforms the layer on the left-hand side (encompassing a 1800m-
by-1800m rectangular area) to the one on the right-hand side. The output layer tells us 
that darker locations are more costly to place the center of the new cricket field. 

A circular window was chosen in this particular example, but it could be any other 
shape such as oval, square, wedge, or annulus depending on the context. In any case, 
once some window is placed at every location, the convolution operation is easy to 
carry out. 

Now what if a different context required the window used above to have a fixed 
size but not a fixed shape? At first sight, this assumption would make the effect of the 
convolution operation ambiguous (if not meaningless), as the window can take on an 
arbitrary shape. To avoid this ambiguity, one condition is imposed: at each location, 
the window is to be shaped in a way that minimizes the sum of those values that fall 
in that window. Then, the computing procedure can be intuitively understood such 
that during its execution each location lets its window evolve for an optimal (i.e. 
minimizing) shape. The convolution operation with this condition was applied to the 
same input layer used above, and its output layer is presented in Figure 2. 

In the vocabulary of map algebra, the convolution operation is classified as “focal,” 
and the window placed on each location is referred to as the “neighborhood” of that 
location. It is easy to conceptualize and implement focal operations if the shapes and 
sizes of all neighborhoods are completely specified. As seen above, however, it is 
possible to design more flexible focal operations—flexible, i.e. in the sense that each 
neighborhood can take on any shape subject to some size restriction. Neighborhoods 
of this kind are referred to here as “self-adapting,” as they are to adapt their shapes to  
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Fig. 2. Layer generated by a convolution operation with “yet-to-be-shaped” windows of 20100 
(approximately 80·80·π) m2 and a window shaped optimal for a certain location (delineated by 
a bold line) 

achieve some goals. The major objective of this paper is then to explore how the in-
troduction of self-adapting neighborhoods affects the concept, implementation, and 
application of focal operations. 

The rest of the paper is organized as follows. Section 2 reviews the basic concept 
of map algebra. Section 3 introduces a new design of focal operations. Section 4 illus-
trates an example of their use. Section 5 concludes the paper. 

2   Map Algebra 

This section summarizes some ideas of map algebra relevant to the present context. 
While the theory of map algebra is not necessarily raster oriented, its data-processing 
capabilities can be relatively easily implemented in raster form [33]. Hence, in this 
paper, it is assumed that all layers are encoded in a (common) raster format and all 
operations process them as such, and a location and a cell are interchangeably used. 

As mentioned earlier, a map algebraic operation takes one or more existing layers 
as input and returns a new layer as output. It does so by applying the same computing 
rule to each individual location. This “worm’s eye” perspective on map transforma-
tion gives rise to three major types of map algebraic operation. First are “local” opera-
tions that calculate an output value for each location as a specified function of one or 
more input values associated with that location. Second are “zonal” operations. These 
calculate an output value for each location as a specified function of all values from 
one input layer that occur within the same “zone” as that location on a second input 
layer, where a zone is a set of like-valued locations. The third group of operations in-
cludes those that calculate an output value for each location as a specified function of 
input values that are associated with neighboring locations. These are called “focal” 
operations in reference to the fact that each location is regarded as the center or  
“focus” of a “neighborhood” from which its output value is to be computed. Each  
location within such a neighborhood is defined as such by virtue of its distance and/or  
direction to/from the neighborhood focus. A neighborhood may include,  
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Fig. 3. Neighborhoods (lightly shaded) that are bounded by various distance and directional 
ranges from their focus (darkly shaded) 

for example, all locations with 100 meters or all locations within 100 meters due 
North. The distance and/or directional relationship between a neighborhood loca-
tion and the neighborhood focus, however, can also become more sophisticated. A 
neighborhood may be restricted, for example, to only those locations lying 
“within sight” or “upstream” of the neighborhood focus. It is important to note 
that neighborhoods may vary in shape from one focus to another (see Figure 3). 
Such variation can be controlled, for example, through one or more layers that 
give each location a unique distance and/or direction value for defining its 
neighborhood [32, p. 231-232].  

Earlier implementations of map algebra assume that one layer characterizes each 
location with a single numerical value, but this restriction, in theory, can be relaxed. 
For example, Li and Hodgson [20] proposed a map algebra for vector (as opposed to 
scalar) layers. A vector layer assigns each location two values and effectively models 
a spatial phenomenon involving magnitude and direction (e.g. wind). A three-
dimensional extension of map algebra designed by Mennis, Viger, and Tomlin [22] is 
another example that employs multi-valued layers. Their “cubic map algebra” can be 
used to analyze time-varying spatial phenomena (e.g. temperature) by spending two 
dimensions for representing locations and the third dimension for recording a time se-
ries at each location. Also, a series of work done by Heuvelink (e.g. [17, 18]) suggest 
that a random variable rather than a constant value should be associated with each lo-
cation, when the differences between reality and data are not negligible but are only 
known in probabilistic terms. 

As far as the present paper is concerned, a more notable extension of map alge-
bra is one proposed by Takeyama [30, 31]. Takeyama’s “Geo-Algebra” employs a 
new data type called “relational map.” A relational map takes the form of a conven-
tional layer, and expresses any arbitrary neighborhood for each location in zero-one 
terms (i.e. locations of value 1 are included in the neighborhood and locations of 
value 0 are not). The collection of all locations’ relational maps amounts to a 
“meta-relational map” and may be regarded as yet another type of map algebraic 
layer. 

3   Focal Operations with Self-adapting Neighborhoods 

This section presents an idea of how conventional focal operations can be modified by 
self-adapting neighborhoods, and discusses a rudimentary approach to their  
implementation. 
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Fig. 4. Potential forms (lightly shaded, enclosed by a bold line, enclosed by a dotted line) of 
self-adapting neighborhoods and their focuses (darkly shaded) 

3.1   Conceptual Design 

The configuration of a self-adapting neighborhood relies on two topological properties: 
adjacency and contiguity (or connectedness). Since topological properties in raster space 
are often ambiguous [19, 35, 36, 27, 28], we clarify these concepts here. In general, two 
cells are said to be adjacent to each other if they share a “boundary.” A boundary may 
be a cell corner or a cell side. This makes a further distinction between two types of ad-
jacency: 4-adjacency and 8-adjacency. A 4-adjacency relation is attributed to a pair of 
cells sharing a cell side, and an 8-adjacency relation to a pair of cells sharing either a 
cell corner or a cell side. Once adjacency is defined in either way, contiguity is defined 
such that a set of cells is contiguous if any two cells in that set can be connected by at 
least one sequence of adjacent cells. For ease of discussion, we will employ the 4-
adjacency in the remainder of the paper. But this choice is arbitrary. 

A self-adapting neighborhood is an unspecified, contiguous set of locations associ-
ated with (and including) a specific location designated as its focus. It is additionally 
required to contain a specified number of locations. Thus, a self-adapting neighbor-
hood can potentially take any shape as long as it is contiguous and correctly sized 
(Figure 4). 

 

Since self-adapting neighborhoods are more like unknown variables than given pa-
rameters, we propose a new set of focal operations to optimally “solve” (i.e. assigns 
locations to) all such neighborhoods and compute new values for their focuses. Opti-
mally—that is, in the sense that all the resulting focal values are either maximum or 
minimum possible depending on the user’s explicit intent. 

The idea of letting neighborhoods unknown was already implied in Tomlin’s early 
foundational work [32]. To see this, consider a generic focal operation with conven-
tional neighborhoods specified by a distance range in terms either of Euclidean dis-
tances or of non-Euclidean (e.g. cost-weighted) distances. In the former case, all 
neighborhoods are immediately found equally circular. In the latter case, however, their 
ultimate shapes (which are likely to differ from one another) are not known at the outset, 
but need to be revealed (possibly by computing the shortest cost-weighted distances 
from each focus to all other locations) before their focal values are computed. 

The idea can be extended to deal with other cases in which the search of neighbor-
hoods cannot be done separately from (or prior to) the computation of focal values 
because the two processes are dependent on each other. As seen below, such cases are 
found when focal operations involve descriptive statistical functions including: sum, 
mean, maximum, and minimum. 

The conventional version of a focal operation involving any one of the aforemen-
tioned functions generates a new layer in which each location is assigned a value 
computed as the chosen function of all values found in that location’s neighborhood 
(see Figure 5). 
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Fig. 5. FocalSum/Mean/Maximum/Minimum operations with fixed “+”-shaped neighborhoods 
(encircled by bold lines). These take the layer on the left as input and generate one of the layers 
on the right depending on the specified function (i.e. sum, mean, maximum, or minimum). The 
figure shows how a new value is computed for a typical cell (located in the center), and sup-
presses all other information. 

A focal operation that adopts self-adapting neighborhoods finds for each location a 
(not necessarily uniquely determined) neighborhood such that the value computed as 
the chosen function of all values found in that neighborhood is no smaller (or greater) 
than that for any other possible neighborhood, and generates a new layer in which 
each location is assigned the (uniquely determined) optimal value (see Figure 6). To 
distinguish the proposed focal operations from the existing ones, the term “maxi” or 
“mini,” which indicates the type of optimization, has been added to their names. 
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Fig. 6. FocalMaxisum/Maximean/Maximax/Maximin operations with five-cell self-adapting 
neighborhoods. These take the layer on the left as input and generate one of the layers on the 
right depending on the specified function. The figure shows how an optimal neighborhood (en-
circled by a bold line) and a new value are computed for a typical cell (located in the center). 

3.2   Implementation 

Here we sketch a strategy for implementing each of those focal operations described 
above. For ease of presentation, we employ the following notation. Let I denote the 
set of cells in the given layer, r each focus cell, )(iA  the set of cells adjacent to cell i, 

ic the attribute value of cell i, k the number of cells to be included in cell r’s 

neighborhood, and ix  a (unknown) variable that equals 1 if cell i is included in cell 
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r’s neighborhood and 0 otherwise. ijy  is an auxiliary variable associated with a pair 

of cells i and j that takes on a nonnegative continuous value. 

FocalMaxi(Mini)sum 
These operations can be seen as equivalent to solving, for each cell r, a mathematical 
optimization problem formulated as follows. 
 
 

 

Maximize/Minimize ∑
∈Ii

ii xc       (1) 

Subject to 1=rx        (2) 

i
iAj

ji
iAj

ij xyy =− ∑∑
∈∈ )()(

  riIi ≠∈∀ :   (3) 

i
iAj

ji xky )1(
)(

−≤∑
∈

  Ii ∈∀    (4) 

 

 

∑
∈Ii

ii xc  indicates the sum of all values found in cell r’s neighborhood. When it is 

maximized (or minimized), it becomes the focal value to be assigned to cell r. Equa-
tion (2) states that cell r is included in its neighborhood. Equations (3) and (4) are 
taken from [29] to ensure that the neighborhood is contiguous. 

The problem formulated above is generally referred to as mixed integer programs 
(MIPs). Although there are general-purpose algorithms for MIPs (e.g. the branch-and-
bound algorithm), none of them are efficient (or non-polynomial time). For example, 
Shirabe [29] reported that MIP (1)-(4) involving more than 200 cells could not be 
solved in reasonable time. Williams [34] gave the problem a different MIP formula-
tion but experienced similar computational difficulty.  There are other MIPs that 
might be utilized (or modified) for implementing the present operation (see, e.g. [37, 
16, 11, 2, 3, 9]). In any case, however, considering that a (presumably hard) MIP 
needs to be solved for every single cell, the MIP-based implementation does not seem 
to meet practical standards. 

A heuristic is currently under development. It is based on an observation that any 
connected set of cells can be numbered in a way that the removal of each cell in that 
order will never make the remaining set disconnected (Figure 7). This implies that 
any connected set of k cells can be created by adding one cell to a connected set of  

)1( −k  cells. A dynamic-programming procedure has been experimentally designed 
which successively derives sub-optimal (but expected-to-be-good) neighborhood from 
smaller sub-optimal neighborhoods. Informal preliminary experiments suggest that 
when the heuristic is applied to small grids (10-by-10), it constantly finds a good sub-
optimal solution whose deviation from the optimal solution is within several percents. 
However, any statement should be taken merely as an optimistic hypothesis until a 
formal study (in)validates it. 
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Fig. 7. A numbering of a connected set of cells (shaded) 

FocalMaxi(Mini)mean 
These operations can make use of the same approach discussed above, because by 
definition each cell’s output value of the FocalMaxi(Mini)mean operation is that of 
the FocalMaxi(Mini)sum operation divided by k (i.e. neighborhood size). 

FocalMaxi(Mini)max 
The FocalMaximax operation is relatively easy to implement. A simple procedure 
scans all cells that can be reached from each cell r through a connected sequence of k 
cells, finds the maximum value, and assigns it to cell r. 

The FocalMinimax, on the other hand, seems more difficult to implement effi-
ciently. Still, as with the case of the FocalMinisum operation, it is amenable to a MIP 
formulation as follows: 

 
Minimize rz        (5) 

Subject to  

rii zxc ≤    Ii ∈∀    (6) 

Equations (2)-(4) 
 

rz  indicates the greatest value found in cell r’s neighborhood. When it is minimized, 

it will be assigned to cell r. Equation (6) allows no cell in cell r’s neighborhood to 
have a value greater than rz . 

Like the MIP for the FocalMinisum operation, the present MIP can be solved by 
any general-purpose MIP algorithm in theory, but will suffer from computational dif-
ficulty in practice. Thus, further research is expected to explore efficient heuristic 
methods (such as region growing [4], simulated annealing [1], evolutionary algorithm 
[38], or dynamic programming)1. 

FocalMaxi(Mini)min 
These operations can take the approach discussed above, since the output of the  
FocalMaximin and FocalMinimin operations are obtained by applying the  
FocalMinimax and FocalMaximax operations, respectively, to the inverted (i.e., mul-
tiplied by −1) input layer, and inverting the resulting layer. 
                                                           
1 A reviewer of the paper has suggested a simple procedure for this problem. It iteratively re-

vises a temporary region, R, which contains only a focus cell at the outset. At each iteration, 
add to R (a necessary number of) those cells that are connected to R and whose values are not 
larger than the largest value found in R. If R is still short of k cells, add to R the smallest-
valued cell among those cells that are connected to R. Continue this until R has k cells. 
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4   Example 

One important application area of the proposed focal operations is conservation of 
wildlife habitats [24, 21, 8, 15, 23, 7, 25, 26]. A typical problem is concerned with 
identifying a specific size of contiguous region suitable for conservation. If a wild-
life manager is interested not just in a single presumably optimal region but in many 
good alternatives, (s)he would benefit from a tool that relates one alternative region 
to each location with the understanding that that location must be contained by that 
region. Linking a location and a region (or an object) this way is exactly the same 
idea that Cova and Goodchild [10] originally proposed. And, as illustrated below, 
this is the kind of task that focal operations with self-adapting neighborhoods can 
perform. 

A highly simplified case is considered here using data pertaining to a small locality 
(encompassing 3600m-by-3600m rectangular area) called “Browns Pond” located in 
Massachusetts, USA. The study area is characterized by four layers representing atti-
tudes of elevation, vegetation, hydrology, and development (Figure 8). 

To evaluate the suitability for wildlife habitat conservation at each location of the 
study area, a simple “cartographic modeling” [32] approach is taken. It first gives 
each location a score indicating its suitability for conservation with respect to one at-
tribute (which may be derived from existing and/or other derived layers) at a time, 
then weights these individual scores according to the relative importance of their cor-
responding attribute, and finally, aggregates them into a composite score. It is as-
sumed that a location closer to water body, farther from buildings and roads, less 
steep, and covered with more woods is more suitable for conservation. Then some se-
quence of conventional map algebraic operations is applied to one layer after another 
until a layer representing conservation suitability over the study area is obtained as il-
lustrated in Figure 9. I acknowledge that this is a highly contrived scenario, and avoid 
discussing its details and validity in this paper. 

Based solely on the information obtained through the above procedure, one 
may attempt to seek regions of 40000 m2 suitable for conservation.  To do so, the 
FocalMaxisum operation is applied to the Suitability layer using self-adapting 
neighborhoods of 40000 m2. The resulting layer (shown on the left of Figure 10) 
depicts the total suitability score of an optimal neighborhood found for each loca-
tion. Such neighborhoods (a sample of which is shown on the right of Figure 10) 
are an important by-product of the proposed focal operation. The wildlife man-
ager can take them as candidate regions for conservation, and compare them in 
terms of any factors that were not incurporated in the original suitability analysis. 
As discussed by Cova and Goodchild [10], the integration of the location-to-
alternative linking with geographic information systems facilitates the user to ex-
plore a decision space. 

From a map algebraic perspective, a challenging issue is how to deal with material-
ized self-adapting neighborhoods. They take on irregular shapes and thus cannot be 
specified by geometric relations (such as distance and direction) only. Like Take-
yama’s meta-relational map, it would be an idea to introduce a new type of “layer” in  
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Hydrology 

Development

Elevation 

Vegetation
 

Fig. 8. Data on Browns Pond Study Area. The top-left layer indicates height above sea level in 
meters at each location. The top-right layer indicates the type of surface water at each location. 
The bottom-left layer indicates the type of vegetation at each location. The bottom-right indi-
cates the type of human artifact at each location. Note that each shade of gray corresponds to 
some (qualitative or quantitative) value, although it is not revealed here. 

which each location is assigned a neighborhood possibly in the form of a set of 
pointers pointing to its member locations. If this approach is adopted, at least two 
questions arise: how different types of layers are perceived and manipulated by 
geographic information systems and their users, and whether they can (or should) 
transform from one type to the other in a manner consistent with the convention of 
map algebra. 
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Fig. 9. Suitability for wildlife habitat conservation. Darker locations are more suitable for con-
servation. 

 

Fig. 10. Output of FocalMaxisum of Suitability layer with neighborhoods of 40000 m2 (left), 
and optimal neighborhoods associated with selected cells (those at the top-left corner, at the 
top-right corner, at the bottom-left corner, at the bottom-right corner, and at the center (right) 

5   Conclusion 

This paper presents a recent attempt to extend map algebra by proposing a new con-
cept of neighborhood (called self-adapting neighborhood) that has no fixed shape but 
has a fixed size. It is theoretically interesting as three basic cartographic properties, 
namely, distance, direction, and area (size) are now included in the configuration of 
neighborhoods. Also it has practical applications including region selection in the 
context of wildlife conservation. It has been found, however, that some operations in 
this extension scheme are difficult to implement efficiently. The difficulty relates to 
combinatorial complexity caused primarily by the contiguity requirement imposed on 
every self-adapting neighborhood. Thus it is well anticipated that other focal opera-
tions that are not considered in this paper (e.g. those concerning product, range,  
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diversity, frequency of neighbors’ values) would encounter the same issue. Therefore, 
while the present paper focuses on a theoretical account of how focal operations be-
have with self-adapting neighborhoods, it would be practical to use heuristic methods 
for their implementation although they may not produce exact output. 
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Abstract. This paper describes a method for building visual scene mod-
els from video data using quantized descriptions of motion. This method
enables us to make meaningful statements about video scenes as a whole
(such as “this video is like that video”) and about regions within these
scenes (such as “this part of this scene is similar to this part of that
scene”). We do this through unsupervised clustering of simple yet novel
motion descriptors, which provide a quantized representation of gross
motion within scene regions. Using these we can characterise the dom-
inant patterns of motion, and then group spatial regions based upon
both proximity and local motion similarity to define areas or regions
with particular motion characteristics. We are able to process scenes in
which objects are difficult to detect and track due to variable frame-rate,
video quality or occlusion, and we are able to identify regions which dif-
fer by usage but which do not differ by appearance (such as frequently
used paths across open space). We demonstrate our method on 50 videos
making up very different scene types: indoor scenarios with unpredictable
unconstrained motion, junction scenes, road and path scenes, and open
squares or plazas. We show that these scenes can be clustered using our
representation, and that the incorporation of learned spatial relations
into the representation enables us to cluster more effectively.

1 Introduction and Motivation

Through observing the way in which people and vehicles move around, we can
learn a lot about the structure of a scene. Some regions will have very constrained
motion (a lane of a road will usually feature motion in just one direction) and
other regions will have unconstrained motion (chairs and benches are associated
with motion in all directions as people shift and gesticulate). We aim to model
the variation in motion patterns across a range of very different videos, and show
that even in scenes which are superficially unconstrained, such as plazas, we can
detect patterns in the way in which people use the spaces.

1.1 Related Work

Whilst there is a large literature on modelling spatial regions using appearance
e.g. [13] the current paper falls in the category of scene modelling from automated
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analysis of video. This form of scene modelling has thus far been dominated
by systems based upon trajectory analysis, object detection or on optical flow
patterns.

Trajectory analysis systems take as their input the position over time of indi-
viduals moving through the scene. By recording the trajectories over a period of
time, clustering can then be used to determine entrance and exit points, popular
routes, and other aspects of scene geography. Johnson and Hogg [11] use vector
quantization to learn behaviour vectors describing typical motion. Stauffer and
Grimson [23] take trajectories and perform a hierarchical clustering, which brings
similar motion patterns together (such as activity near a loading bay, pedestri-
ans on a lawn). Makris and Ellis [19] learn scene models including entrances
and exits, and paths through the scene, and use these for tracker initialisation
and anomaly detection; a similar approach is used in [20]. The rich scene mod-
els obtained from trajectory modelling have been used to inform either about
the observed behaviour (e.g., typicality detection as in [11]) or about the scene
(e.g., using models of trajectory to determine the layout of cameras in a multi
camera system as in [12]), or to detect specific behaviour patterns of interest
(e.g., elderly people falling down [20]). These systems often require significant
quantities of training data. As they rely upon tracking systems, they are also
susceptible to tracking error, which can be caused by occlusion or segmentation
errors, particularly for busy scenes.

In scene modelling the aim is to describe the way in which people and vehicles
tend to move around a scene and to generate a representation tied to geography,
specifying which types of motion tend to happen in which parts of the scene.
Activity recognition however, works on a smaller scale, determining whether a
particular video sequence contains a specific activity (running, jumping, or more
fine grained activities such as particular tennis shots). These systems typically
use “moving pixels” (such as optical flow) as their inputs, rather than trajecto-
ries of entire moving objects. Efros et al., in [7], present early work on activity
modelling using normalised optical flow to compare input video with a database
of labelled sequences. Laptev and colleagues [15,17,16], use “Space-Time Interest
Points”, which are spatio-temporal features developed from the 2D spatial-only
Harris interest point operators to learn various actions, from surveillance style
static camera videos and more recently from cinema movies. Dalal et al. in [5]
use similar techniques (based upon histograms of gradients and differential op-
tical flow) for the detection of humans in video; their human detector combines
appearance and motion cues so can be seen as using activity to aid detection.
Wang et al [25] use a hierarchial Bayesian approach to detect activities occuring
in specific places, and as such combine scene modelling with activity recognition.

Understanding the 3D structure of a scene from images or video is another
related task; it involves estimating camera geometry and the surface structure
of visible objects. Hoiem and colleagues [9,10] have used estimates of building
geometry and detections of known objects (people and cars) to estimate the
structure of a scene from a single image. Rother et al [21] use the tracks of
people and height estimates to work out camera calibration details, but not scene
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structure. More recently, Breitenstein et al [3] use person detectors to work out
what areas of a scene are “walkable”, and go on to estimate the orientation of
these regions.

We model scenes through observation of motion, and try to determine the
way in which the space is used by the people and vehicles moving around within
it; in this way our work is similar to the scene modelling work from trajectories.
However our approach differs from previous scene modelling techniques in two
principal ways: we use as our input features which are more akin to those used
in the activity modelling field (which allows us to determine more fine-grained
motion), and we use these features over a short time window. Because of the
implications of these differences we are able to model a wider variety of scenes
than those systems based upon object tracking or background subtraction, in
terms of both the range of modelled activities and the quality of the input video.
This paper represents a significant extension of our previous work[6], in which
we introduced the idea of modelling scenes using directional histograms and
presented indicative results on three video datasets.

2 Experimental Dataset

The 50 videos used in our experiments cover a range of different scene types,
frame-rates and image qualities. The majority of these have been saved from
Internet webcams, and as such have a frame-rate affected by external factors
such as server and connection speed. For these videos the frame rate is impossible
to determine accurately, but it appears to vary from 5 frames per second (FPS)
to a frame per minute, sometimes within the same video sequence. In addition
to these webcam videos we use a number of standard frame-rate videos (25 FPS)
which are either publicly available or locally captured. Table 1 summarises the
datasets.

Table 1. Summary of the 50 videos used in our experiments

Short descriptions Width Height Framerate

4 full frame rate videos: Indoor coffee room; large plaza;
underground station; roundabout

720 576 25 FPS

1 full frame rate video of a road 352 288 25 FPS

28 webcams including roads, junctions, foyer scenes, of-
fices, computer clusters, and outdoor plaza scenes

640 480 variable

9 webcams including roads, plazas, junctions, office and
computer cluster scenes

704 480 variable

4 webcams featuring roads and plazas 352 288 variable

Outdoor plaza 768 576 variable

Outdoor plaza 704 576 variable

Junction 800 600 variable

Road 320 240 variable
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The aim of this work is to characterise these video datasets based upon the
observed motion within them. The datasets have significant variation in both
content and technical difficulty (from a computer vision perspective); this lat-
ter issue restricts the vision tools available to us for processing the visual data.
Thus we tackle the interesting challenge of characterising diverse motion pat-
terns whilst dealing with low-frame rate, variable frame rate and poor resolution
input data. The webcam streams used in this experiment were chosen from an
online site which indexes webcam data and from search engine results1. The
webcams selected were chosen to provide a cross-section of types of scenes with
approximately equal numbers in 4 classes: Roads (15), Plazas or open spaces
(11), Indoor office or computer cluster scenes (13), and Junctions (11). These
categories are somewhat arbitrary, and emerged through observation of the va-
rieties of video stream people choose to put on the Internet.

3 Feature Detection and Tracking

In order to build models of such varied scenes, we need to use a very robust
measure of motion. Different scales and frame rates mean that estimates of
velocity are unreliable. Thus our scene model is built upon histograms of motion
direction – the only inputs to our system are counts of motion in particular
directions. We use the “KLT” tracker [22,18,24] to provide this. KLT is based
upon the insight that feature selection for tracking should be guided by the

25 frame tracklets 3 frame tracklets
Dataset 4 Dataset 7

Fig. 1. Single frame of video showing tracklets: these give a robust indication of motion
in the image plane without committing to any object segmentation or scale

1 Webcam index site address is http://www.drakepeak.net/index.php?

content=livecams; to find webcam data using a search engine, search for
axis-cgi/jpg/image.cgi within a page’s URL. To save webcam streams as a
sequence of numbered image files we use a simple shell script.

http://www.drakepeak.net/index.php?content=livecams
http://www.drakepeak.net/index.php?content=livecams
axis-cgi/jpg/image.cgi
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tracker itself: the features we select for tracking should be precisely those features
which are easy to track. It does not use any motion predictor and is therefore
excellent at handling unconstrained scenes with unpredictable motion. To avoid
problems of occlusion and frame jumps, we use tracklets : by reinitialising the
tracker every M frames we get tracks which are reliable but long enough to
provide a descriptive representation of feature motion. We divide our datasets
into two classes based upon frame rate, and for those videos with full (25 FPS)
frame rate set M = 25, and for the variable frame rate webcam data set M = 3.
Thus the duration of our features is short – whilst it is impossible to determine
the frame rate of some of our datasets, our intuitions estimate the average to be
in the region of three frames per second. For tracklets where distance travelled
between first and last points exceeds a threshold (2 pixels, in our experiments)
the direction of travel is quantized into 8 directions: up, up-right, right, down
right, . . . . Figure 1 shows sample tracklets for two of our scenes.

4 Representing Videos by Their Motion Patterns

Each input scene is broken down into non-overlapping blocks with N×N pixels.
In the current implementation, N is 16, regardless of input video dimensions
and regardless of perspective effects; we have carried out preliminary experi-
ments varying N and find that the resultant segmentations are fairly robust to
different values. The procedure we follow to create our representation is detailed
in Sections 4.1 and 4.2, and summarised in Figure 2.

4.1 Spatial Quantization: Histograms of Features

For each N × N pixel block in the image, we create an 8 dimensional feature
vector f by counting the number of tracklets that pass through that square
in each of our 8 canonical directions. These counts are thresholded and bins
with small counts (fewer than 10 instances per video) are set to zero in order
to remove noise in regions of the scene which see little motion. The resulting
counts are then normalised by the maximum count for that particular block. We
can visualise these histograms as “star diagrams”, which have arrows of length
proportional to the count in the corresponding direction, and give an intuitive
visualisation of the overall motion pattern found in each N ×N grid square. A
sample grid and some of the accumulated histograms can be seen in Figure 3.

These feature vectors are computed for each of the the blocks across all 50 of
our input videos: the total across all scenes is 59,402. This forms our feature set
{fj}. We then learn a set of K prototype vectors using K-means from a subset
of 20 videos consisting of 5 scenes chosen randomly from each of our 4 rough
scene classes (Junction, Indoor, Plaza and Road). The size of this training set
varies depending on the choice of videos, but typically this procedure gives us
around 22,000 training vectors which represent various types of observed motion,
from which we learn a codebook {pk} of K prototypes. Each input square is
labelled with its nearest neighbour in the codebook which provides us with an
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Fig. 2. Flow diagram summarising the scene representation

1

2

3

Fig. 3. Screenshot of video 31 with grid superimposed; column to right shows sample
histograms represented as “star diagrams”. This scene is a large road with carparks to
either side and several junction regions in which cars enter and exit the road area. The
star diagrams show a predominantly unidirectional road region (1) a region around a
junction (2) and the road to a carpark where vehicles both enter and exit (3).
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Image of scene K=15 K=20 K=30

Fig. 4. Figures showing raw K-means segmentation for three of the input scenes (From
top to bottom, videos 10, 19 and 39). Note that higher K (rightmost column) can split
nearground and farground in road regions. The office scene appears very noisy, but it
is possible to determine that table/desk regions tend to be coloured similarly, as do
chair regions.

initial partitioning of each input scene. Some typical K-means segmentations for
different values of K are shown in Figure 4. The choice of K has to be large
enough to capture the common patterns of motion, but small enough to provide
meaningful segmentations in which similar regions are classified in a similar way.

To create smoother segmentations we use a Conditional Random Field formu-
lation [2,14,1] and find the MAP solution using graph cuts; we define energy as
a function of both the input frequency histogram (the data term) and the cost of
labelling adjacent squares differently (the smoothness term). We use a smooth-
ness term which penalises the labelling of adjacent squares with different classes
– i.e., that encourages large regions of the same class. The advantage of the
CRF framework is that it creates smooth segmentations which preserve sharp
boundaries where they exist. The effect of varying the relative influence of the
smoothness term and the data term is shown in Figure 5; we choose a smooth-
ness proportion of 0.025 as this removes small noise regions whilst preserving
scene detail.

4.2 Direction Invariant Representation

The descriptor developed in the previous section captures the gross pattern of
motion observed in a scene square, but does not capture the way in which we
often find similar behaviours but in different directions. Consider a road with
two carriageways, going in opposite directions: these will be classified as two
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Input Cs = 0 Cs = 0.025 Cs = 0.1 Cs = 0.5

Fig. 5. The effect of varying the smoothness constant in the MRF formulation; input
image at left, increasing smoothness constant going from left to right. Cs is the weight
given to the smoothness term: 0.5 gives smoothness and data terms equal weight, 0
removes the smoothness term altogether.

separate types of motion using the previous descriptor. Our next step allows
us to classify these as the same type of motion, just in different directions. We
do this by transforming our input descriptors to a direction invariant motion
descriptor, and then through a second application of K-means.

The direction invariant motion descriptors {F̂j} are created by “rotating” the
input feature vectors {Fj} so that their largest entry is in the first position. These

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Direction invariant
prototypes {p̂l}
(L = 5)

Directional proto-
types {pk} (K = 20)

Fig. 6. Top row shows direction invariant histograms, and the lower rows show some
of the corresponding directional histograms. (We do not show all 20 corresponding
directional histograms due to space constraints.) Segmentation is performed using the
directional histograms, and regions thus obtained are then labelled using the direc-
tion invariant histograms. Note that prototype three is not an empty column, but the
prototype corresponding to very little motion.
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Fig. 7. Sample multilevel segmentations. The first two scenes show roads. The second
scene shows one of our more challenging videos with very low frame rate and large
amounts of cloud motion; however the road in the foreground has been classified as
having the same variety of motion as the road in the first scene. Note that the chair
regions in the coffee room and the computer cluster scene are highlighted in the same
class (but also that the challenging road scene has some spurious foreground motion
classified similarly). These figures were generated with K = 20 and L = 5.

are then clustered using K-means into L clusters, which gives us a codebook {p̂l} of
direction-invariant motion prototypes. Obviously, the clusters obtained vary with
L, but we find most values of L lead to a cluster which represents very little motion,
clusters representing both uni- and bi-directional motion, a cluster representing
motion in all directions, and in the case of higher L we often find clusters repre-
senting “crossroads” patterns representing motion on orthogonal axes.

To build our scene model we use directional prototypes {pk} with K = 20 to
segment the scene into regions, and then for each of these we rotate its prototype
and find the nearest direction invariant prototype in the set {p̂l}, which we use
as the label for that region. The representations obtained show clear similarities
with the input video for many of our videos. These similarities are at their clearest
in scenes with well-defined roads and with good video quality; however even in
our most challenging datasets some similarities are apparent. The star diagrams
in Figure 6 show a codebook of direction invariant histograms learned when L = 5,
and the corresponding directional histograms which are used to segment the input
image into regions. Figure 7 shows some example scene models.

5 Classifying and Summarising Motion

These segmentations give us a model of the scene in terms of the types of motion
pattern we can expect to see in a particular scene region. We would like to be
able to draw conclusions about the structure of the scene by considering the way
in which regions of different class are found together – for example we would
like to be able to say that regions with predominantly unidirectional motion are
often found together (as we see with roads and roundabouts).
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5.1 Learning Spatial Relationships

We adopt an approach similar to that described in [8] and learn pairwise spatial
relationships from our set of learned regions. The relations we want to capture
for spatial reasoning are things like “above”, “below” and “overlapping”. We cap-
ture metric information about the pairwise spatial relationships between learned
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Fig. 8. Spatial relationships learned from image data. Scatterplot shows qualitative
spatial relations obtained from the 3D relational descriptor as regions in feature space.
The images below are each an example of a pair of objects identified as instantiating
one of the 5 spatial relations indicated in the scatter plot, with the black region being
in relation X to the white region.
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image regions using three measures extracted from the pair of regions’ bounding
boxes (i.e. minimal enclosing rectangle): the vertical displacement, the absolute
horizontal displacement, and the degree of overlap. These dimensions are sum-
marised in Equation 1, in which Y and X represent the vertical and horizontal
position of an object’s bounding box centre respectively, and B represents the
set of pixels inside the object’s bounding box.

(
Yi − Yj , |Xi −Xj|,

|Bi ∩Bj |
|Bi|

)
(1)

These measures are recorded for each pair of regions within each scene, then
clustered using K-means into 5 clusters to learn spatial relations. The relations
we learn correspond roughly to the concepts of “above”, “below”, “very close”,
“about the same height and far”, and “overlapping”. The classification of points
in this three dimensional shape space and the classification of relationships be-
tween some example pairs of shapes are shown in Figure 8.

We also use a variant on these spatial relations only considering pairwise spa-
tial relationships between objects which are near to each other. This is because
we expect the relationships between those objects that are close to each other to
be more significant than relationships between objects at opposite sides of the
scene. Interestingly, the relations learned when only considering near objects are
the same, just with fewer members in the “farther away but at the same height”,
“above” and “below” categories.

Combining these learned spatial relations with the segmentations learned from
data we can generate a compact representation of each video by building a his-
togram of pairwise relations between region classes. For the L = 5 representation
this results in a 125 element histogram (5 region classes x 5 region classes x 5
spatial relations). These histograms capture the fact that regions are in particu-
lar spatial relations to each other, but do not preserve information about region
size or other metric information.

6 Evaluation

There are various ways in which we can evaluate this work. Some of it has to
be informal, as there are things the scene modelling technique tells us that we
didn’t know before. This is particularly true of plaza scenes in which we find
common paths across otherwise uniform open space; observation of people mov-
ing in this scenes would tell us that the paths exist but the details only emerge
when seen through a system such as ours. We can evaluate against two forms
of “ground truth”: one is the simple four class (Plaza, Junction, Road, Indoor)
scene categorisation, and the other is a more detailed classification in which
each scene is hand-segmented into conceptual regions: road, junction, foliage,
pedestrian crossing, plaza, chair, sky, and “null space”, which we expect to be
empty. This hand segmentation is then summarised as a normalised histogram
with the proportion of video in each class. Images representing this ground truth
are shown in Figure 9 alongside the L = 5 segmentations and a video screenshot
for four sample scenes.
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Screenshot Ground truth pictorial Ground truth histogram L = 5 seg.
Junction
Road: 0.28
Foliage: 0.11
Junction: 0.17
Plaza: 0.24
Null: 0.19
Plaza
Road: 0.14
Foliage: 0.2
Plaza: 0.43
Sky: 0.24
Null: 0.16
Road
Road: 0.39
Foliage: 0.8
Junction: 0.2
Plaza: 0.12
Sky: 0.11; Null: 0.27

Indoor
Chair: 0.40
Plaza/open space:
0.40
Null: 0.20

Fig. 9. Pictorial (column 2) and histogram (column 3) ground truth shown alongside
segmentations and screen shots for sample scenes. The histogram ground truth is rep-
resented as text with empty categories omitted for space reasons. The top row shows
a scene classed “junction”, but the junction part of the scene comprises 17%, and the
video also includes elements of road and plaza. This shows that single-class ground
truth must be an approximation.

6.1 Informal Evaluation of Segmentation Quality

Our learned segmentations show a superficial similarity to the structure we see
in the scene, particularly in the office and the road scenes where we can often
find clear images of the roads and chairs in the learned segmentation (see, for
example, the first column in Figure 7 in which the carriageways of the road
are clearly segmented and identified as being the same type). Chair and bench
regions are often identified as regions of increased motion in all directions.

If we consider plaza regions – areas of geographically undifferentiated open
space – we find that our motion-based segmentations show us these are not actu-
ally undifferentiated at all. As any architect will confirm, people moving around
open space do not use the whole space and informal paths often form (much to
the annoyance of gardeners, in grassed areas). Figure 10 shows segmentations
learned from open spaces: from these it is clear that pedestrians choose to follow
different paths through open space and that usage is far from uniform.
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Fig. 10. Multilevel segmentations for some of the plaza scenes. The first two scenes
show roads. Black regions are largely bidirectional; dark regions unidirectional. These
images show that even in open space certain regions are effectively “paths”. In par-
ticular, the scene depicted in the first column has unidirectional regions heading from
right-to-left and from left-to-right. These figures were generated with L = 5

6.2 Clustering against a Single Class “Ground Truth”

Our input scenes fall into four broad classes, which provide us with a rough
“ground truth” about the sort of things we can find in the scene. Clearly the
difference between a road and a junction is imprecise, however, we can still use
these categories as an approximate guide to evaluate our unsupervised cluster-
ings. The way in which we do this is to compute a range of summary feature
vectors for each scene representing the segmentation and then to cluster each of
these vectors into four categories. If we have a perfect match, all of the roads will
be in one class and all of the indoor scenes in another. As this is an unsupervised
classification task we cluster the scenes and then find the optimal one-to-one as-
signment of each group to one of our four classes. We investigate the use of five
different feature vectors, which are summarised in Table 2.

The misclassification rates for these clusterings are shown in Figure 11: note
that chance performance here would be a misclassification rate of 74%2 It is clear
from this figure that the incorporation of spatial relations in the clustering lowers
the misclassification rate significantly. To obtain these results we performed the
experiment ten times with a different random selection of 20 videos for training
each time: we present the mean of these ten runs.

An investigation of the detail behind these results indicates that we can deal
with the “easy” scenes but have difficulty with the harder ones: many scenes fall
into more than one of our rough ground truth classes (e.g. the plaza with a road
across the back, or the office with a road clearly visible through the window).
Perhaps most interestingly, these results show clearly that spatial information
can assist in scene categorisation.
2 This is due to the slight discrepancy between the size of each class in the ground

truth – we have a few more roads and therefore random performance would be
slightly less than 75%.
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Table 2. Summary of feature vectors used for evaluation against ground truth. All
of these feature vectors are normalised by dividing by the maximum per scene before
clustering.

Label Size Summary
Block counts L Number of blocks of each region class in the

scene.
Region counts L Number of regions of each class in the scene.
Nearness alone L × L Region class of each pairwise combination,

counting only those pairs where the regions
are nearby.

Spatial relationships L × L × 5 Spatial relationship and region class for each
pairwise combination.

Spatial relationships
near only

L × L × 5 Same as “spatial relationships”, but only
counting regions which are also near.

L=3 L=5 L=7 L=10
0.4

0.42

0.44

0.46

0.48

0.5

0.52
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0.58
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Nearness alone
Region counts
Pixel counts
Spatial relationships
Spatial relationships, near only

Junction

Junction
(Class 3)

Indoor

Indoor
(Class 2)

Plaza

Plaza
(Class 1)

Road

Road
(Class 4)

Fig. 11. Left: Overview of misclassification rates for clusterings with “pixel” counts,
region counts, and spatial information. Right: Confusion matrix for the L = 10 spatial
relationships with near (the best performing). Note that the highest values (darkest
colours) are predominantly on the main diagonal, and that the majority of confusion
is between the road, plaza and junction categories.

6.3 Information Retrieval

Another way to evaluate our representations is to treat each scene in turn as
a “target” scene, and find the other scenes which are closest to that scene as
in information retrieval. Using the same feature vectors as for clustering (see
Table 2) we can find the nearest few scenes to any particular input scene. Using
this technique and comparing it to the approximate single class ground truth
(road, junction, plaza or indoor) we get the results shown in Table 3, which
shows the percentage of scenes of the same class found when we retrieve 5 scenes
from our dataset.

Using our second type of ground truth, we can obtain an ordering of all scenes
in terms of similarity (so for scene 1, we can rank the rest of the videos in terms
of similarity of content). We do this by treating the ground truth histogram as a
feature vector and ordering the scenes according to Euclidean distance in feature
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Table 3. Information retrieval results: count of % retrieved in same class as target
using single class ground truth; 5 scenes retrieved

Type L = 3 L = 5 L = 7 L = 10
Pixel counts 43 46 45 48
Region counts 35 29 23 27
Nearness 37 47 49 51
Spatial relations 32 38 37 47
Spatial relations and nearness 37 46 43 53
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Fig. 12. Correlation results between rankings derived from histogram ground truth
and rankings derived from spatial relationships using L = 10

space from the target scene. We can perform the same kind of ordering with our
representations. Given two rank orderings these can be compared statistically
using a rank order correlation, for example Spearman’s Rho[4], and these cor-
relations can then be tested for significance. Spearman’s Rho is calculated as in
Equation 2, in which n is the number of videos, and d is the difference between
matched pairs of ranks.

rs = 1− 6
∑n

i=1 d2
i

n(n2 − 1)
(2)

Figure 12 shows correlations between the rankings derived from ground truth
and those derived from “Spatial relationships and nearness” with L = 10 (other
correlations are omitted due to lack of space, but show a similar pattern). 35 out
of 50 correlations have p < 0.05; this shows that our representation generally
correlates strongly with the ground truth in ranking datasets. Those correlations
which were particularly low (indeed, negative) indicate datasets upon which our
method does not match the ground truth well; these are datasets 3, 4, 13, 17,
18 and 42. Dataset 17 is a road scene with large amounts of cloud motion, and
considerable camera shake (shown in the second column of Figure 7). All of the
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other problematic datasets are plaza scenes, and we have already described the
issues surrounding with evaluation in these cases.

7 Conclusions and Future Directions

This paper has described a novel way of learning a spatial representation directly
from video, in an unsupervised fashion. We do this without needing to detect
or track moving objects, and the accumulated short tracklets provide a robust
representation that withstands the ambiguity of cluttered scenes and variable
frame rates. These representations tell us how space is used by the people and
vehicles which move around within it, and can be used for clustering videos and
ordering video streams in terms of structural similarity between the depicted
scenes. We have shown that incorporating learned spatial relationships into these
representations provides us with a compact but powerful way of characterising
video in terms of regions of motion and the relations between these regions.

A multi-scale approach, perhaps allowing for perspective effects, could be
advantageous and this is certainly something to consider in future work. It would
also be interesting to include models of temporal variation within the scenes; the
work described here essentially integrates all motion observed within the time
frame of the video and does not attempt to model any temporal variation.
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Abstract. In this paper we describe a model for navigation of an au-
tonomous agent in which localization, path planning, and locomotion
is performed in a qualitative manner instead of relying on exact co-
ordinates. Our approach is grounded in a decomposition of navigable
space based on a novel model of visibility and occlusion relations be-
tween extended objects for agents with very limited sensor abilities. A
graph representation reflecting the adjacency between the regions of the
decomposition is used as a topological map of the environment. The
visibility-based representation can be constructed autonomously by the
agent and navigation can be performed by simple reactive navigation
behaviors. Moreover, the representation is well-qualified to be shared
between multiple agents.

1 Introduction

Navigation has been defined as coordinated and goal-directed movement through
the environment [1] and is deemed to be one of the fundamental abilities for an
autonomous physical agent like a mobile robot. Navigation comprises several
important subprocesses like localization, path planning, and locomotion. Nav-
igation is also intrinsically linked to the agent’s internal representation of the
environment, often simply called the agent’s map, which needs to be learned and
maintained based on sensor information gathered over time (a process referred
to as mapping).

The predominant approach to perform mapping and navigation on a mobile
robot is to have the robot use a map in which spatial features of the environment
are specified based on metric coordinates within a global frame of reference.
Localization then comprises tracking the exact position of the robot within this
coordinate system (see [2] for an overview on state-of-the-art techniques following
this approach). However, there have also been a number of approaches in which
localization is performed in a rather qualitative way based on distinct places
derived from the environment which can be recognized and distinguished by their
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respective sensory input [3,4]. The resulting spatial representation is typically a
graph representation called a topological map in which vertices stand for places or
views and edges connect vertices that are connected or adjacent [5]. This second
approach is often inspired and motivated by biological systems, for instance
by results on human navigation and spatial representations which show that
knowledge about the geometric layout of an environment is developed last and
that the metric information is usually distorted [6,7].

One approach to deriving places from environmental information is based on
the visibility of particular salient objects called landmarks and the spatial rela-
tions holding between them as it is known that landmarks play an important role
in human navigation [8,9]. One early approach of a landmark-based navigation
system for an autonomous agent is the work by Levitt and Lawton [10] which
has later been adapted by Schlieder [11] and Wagner [12]. Levitt and Lawton
use the lines connecting pairs of point landmarks to decompose the environment
into regions which constitute the topological map. The regions differ in the cyclic
order of landmarks which an agent will perceive from any location within the
region. In contrast, to other topological mapping approaches like the view graph
approach [4] in which the structure of the graph depends on the starting point
and exploration path of the agent, the representation here is directly induced by
the environment. As a result, the same map can be generated from the percep-
tions of a roaming agent as well as from an allocentric geometric representation
of the environment.

In this work, we describe an approach that is similar in spirit to the landmark-
based approach. However, in our case the decomposition of space is derived by
combining a novel relational model of visibility and occlusion with cyclic order
information. One main innovation is that our model deals with extended convex
objects instead of being restricted to point landmarks. As (partial) occlusion
of objects is the typical case rather than the exception in most environments,
basing the spatial representation of an agent on these concepts and allowing for
extended objects makes our approach very generally applicable and well-qualified
for scenarios in which the representation should be shared between multiple
agents. Since the regions in our decomposition approach can be distinguished
by agents with very limited sensor abilities and due to the qualitative nature of
our approach which does not rely on precise sensor measurements, localization,
navigation, and map learning algorithms can also be implemented rather easily.

The remainder of this paper is structured as follows: we first develop a re-
lational model for visibility and occlusion between extended objects in Sect. 2.
Based on this model, we define a decomposition of navigable space and derive
a topological map representation from it (Sect. 3). Identification of the regions
from the egocentric perspective of an autonomous agent is described in Sect. 4.
In Sect. 5 we explain how navigation and map learning are obtained in our
approach. Finally, we describe an extension which leads to a finer grained de-
composition of space in Sect. 6.
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2 Visibility and Occlusion between Extended Objects

In the following we will first introduce a universal model for visibility and oc-
clusion between objects (partially described in [13]) and then adapt the model
to an agent-based approach to represent visibility of extended objects from the
observation point of the agent. We model visibility and occlusion as ternary re-
lations between convex objects. Concavities can still be treated by decomposing
objects into convex parts or, simply considering the convex hull instead. As a
result, we obtain a much more compact and elegant theory.

In contrast to other work on visibility and occlusion [14,15], our model only
differentiates relations which can be distinguished by the observing agent (e.g.,
we do not consider different cases of complete occlusion like in [14]) where 14
relations are distinguished corresponding to the topological RCC-8 relations [16].
Another difference is that we use ternary relations which allows us to switch
between an allocentric perspective and the egocentric perspective of an observing
agent.

In the following we will use x, y, z, etc. to refer to points. Regions are simple
bounded point-sets and will be indicated with capital letters X , Y , Z, etc. Lines
are specified by two points lying on them, e.g., xy. A closed interval on the line
is written as [xy], where x and y are the extreme points of the interval. An open
interval is indicated by (xy).

2.1 Visibility among Points

In this section we define a ternary visibility relation among points based on
collinearity which is a basic concept of projective geometry. Given a configuration
of three points x, y, z ∈ IR2 where x is the primary (or observed) object and y
and z are the reference objects (or, in order, the obstacle and the observer),
point x is visible from point z if and only if point y does not lie on segment [xz]
as depicted in Fig. 1(a). Hence, we define the ternary projective relation

V isible(x, y, z) ⇐⇒ y /∈ [xz] (1)

On the other hand, when point y lies on segment [xz] the V isible relation is
not satisfied and we introduce another relation called Occluded for this case (see
Fig. 1(b)):

Occluded(x, y, z) ⇐⇒ y ∈ [xz] ⇐⇒ ¬V isible(x, y, z) (2)

The way Occluded is defined, also holds when the obstacle coincides with either
the observer or the observed object. We note that the V isible and Occluded
relations are invariant with regard to the permutation of first and third objects
which will be relevant later for changing between an allocentric and egocentric
perspective:

V isible(x, y, z) ⇐⇒ V isible(z, y, x)
Occluded(x, y, z) ⇐⇒ Occluded(z, y, x) (3)
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(a) V isible(x, y, z) (b) Occluded(x, y, z)

Fig. 1. Visibility relations among points

2.2 Visibility among Regions

We will now define ternary relations r(A, B, C) among regions where A is again
the primary (or observed) object, and B and C are the reference objects (obsta-
cle and observer). The extension of the visibility model from points to regions is
basically an application of the visibility relations to the point sets belonging to
the three regions. However, some new aspects arise. The V isible and Occluded
relations remain and coincide with the instance where the whole observer can
see the whole observed object and with the case where no part of the observed
object can be seen by any part of the observer, respectively. However, when the
V isible relation is true for some points of C but not for others, we have a case of
partial visibility. We assume that the observer is able to determine which object
is the occluding one (the one which is closer along the line of sight that passes
through both objects), which means that several cases of partial occlusion can
be distinguished. Therefore, we introduce new relations PartiallyV isibleLeft,
PartiallyV isibleRight, and PartiallyV isibleJoint. We define these by giving the
respective acceptance areas for A given the reference frame formed by the ob-
server C and the obstacle B (see Fig. 2).

The acceptance areas are constructed by tracing the internal and external
tangents between B and C (an idea taken from [17,18]) which splits the plane
into zones. As shown in Fig. 2(a) and 2(b), two cases can arise depending on
whether the external tangents intersect behind B or not. We will in the fol-
lowing use the notation λext,right

C,B to refer to the external tangent passing C
and B on the right as seen from C and similar notations for the other tan-
gents (cf. Fig. 2). Each tangent has three parts: The middle part connecting
B and C is a line segment and will be called middle(λ) for a tangent λ while
the other two parts are half-lines referred to as half-tangents and we will write
behind(λ, B) for the half-tangent of λ that lies behind B (from the perspective
of C).

By tracing the tangents we obtain a LightZone (LZ) and a ShadowZone
(SZ) and also, as said, acceptance areas for partial visibility: LeftTwilightZone
(TZLeft(B, C)) and a RightTwilightZone (TZRight(B, C)) can be distinguished
based on whether the occluding object is to the left or the right of the oc-
cluded one. When the ShadowZone is limited (Fig. 2(a)) another zone named
JointTwilightZone (TZJoint(B, C)) originates which means the occluded ob-
jects appears to both sides of the occluding one.
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(a) Limited ShadowZone (b) Unlimited ShadowZone

Fig. 2. Visibility acceptance areas for regions

Our set of elementary visibility relations among regions is defined based on
these acceptance areas:

V isible(A, B, C) ⇐⇒ A ⊆ LZ(B, C) (4)
PartiallyV isibleLeft(A, B, C) ⇐⇒ A ⊆ TZLeft(B, C) (5)

PartiallyV isibleRight(A, B, C) ⇐⇒ A ⊆ TZRight(B, C) (6)
PartiallyV isibleJoint(A, B, C) ⇐⇒ A ⊆ TZJoint(B, C) (7)

Occluded(A, B, C) ⇐⇒ A ⊆ SZ(B, C) (8)

Lastly, we want to point out that because the observed object A is an extended
region, it can overlap more than one acceptance zone simultaneously. We will
refrain from introducing new relation for these cases and instead we will for
instance write A∩LZ(B, C) �= ∅∧A∩TZRight(B, C) �= ∅ if we need to describe
a configuration in which A overlaps both LZ(B, C) and TZRight(B, C).

2.3 Hybrid Visibility: Point-Region

In this section, we will briefly discuss the hybrid case where the observer object is
a point (as is suitable for an agent with monoscopic perception) and the obstacle
is a region. We can look at it as an extreme case of visibility between regions
(Sec. 2.2) in which the observer object collapses into a point. As a result, the
internal and external tangents will coincide so that the TwilightZone and the
PartiallyV isible relations (Right, Left and Joint) will not exist. Consequently,
the point case properties (Eq. 3) are applicable for this case as well:

V isible(A, B, c) ⇐⇒ V isible(c, B, A)
Occluded(A, B, c) ⇐⇒ Occluded(c, B, A) (9)

Furthermore, the following new property arises:

A ∩ LZ(B, c) �= ∅ ∧A ∩ SZ(B, c) �= ∅ ⇐⇒ PartiallyV isible∗(c, B, A) (10)

where by ∗ we mean that one of the three partial visibility relations can be true
(Right, Left and Joint).
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3 Space Subdivision and Topological Representation

In a Cartesian 2-dimensional frame of reference, a point is identified by a pair
of real numbers (x,y). But looking at humans, it becomes clear that such a
precision is really not required in order to be able to navigate successfully. In
the following, we develop a low-precision qualitative coordinate system in which
the qualitative coordinates are expressed as “what we can see from a certain
position”. The approach should be able to deal with extended and point-like
objects. We start by subdividing the plane into a finite set of regions based on
our visibility model for extended objects from the previous section. A method
for identifying the regions will be developed in Sec. 4. An example showing the
subdivision for a configuration of three extended objects is given in Fig. 3(a).
We will use this example throughout the remainder of this text.

To give a definition of the subdivision, we first introduce a function cut(μ)
that for a half-tangent μ = behind(λ, X) yields the segment of μ that connects
X with the closest point on the boundary of another object which intersects
μ, or the entire half-tangent μ if no such object exists. We need this function
because if a half-tangent intersects another object, the two points defining the
tangent will not be visible simultaneously on the other side of this object and,
hence, cannot serve as a region boundary there.

Now given the set O of objects in the environment and the set T containing
all tangents λext,left

X,Y , λext,right
X,Y , λint,left

X,Y , and λint,right
X,Y for each pair of objects

X, Y ∈ O, the set of boundaries demarcating the regions in our subdivision
consists of:

1. the boundaries of each object O ∈ O
2. all cut(behind(λX,Y , X)) and cut(behind(λX,Y , Y )) with λX,Y ∈ T for which

there is no object which intersects middle(λX,Y )

The regions of the subdivision are the holes in the mesh generated by these
boundaries except for those holes which correspond to objects from O. In the
following R stands for the regions contained in the subdivision induced by the
objects in the environment as described above. The restriction in point 2 above is
needed because an object crossing the middle part of a tangent means that both
points defining the tangent will never be observable simultaneously from a point
behind X or Y . This case occurs in the example from Fig. 3(a) in which object
B intersects one of the external tangents between A and C. As a result, the
half-tangents behind(λext,right

C,A , A) and behind(λext,right
C,A , C) do not contribute to

the boundaries in the subdivision.
One consequence of the subdivision approach described here is that the actual

number of regions in the subdivision depends on the actual configuration of
objects. The strength of our subdivision approach is that the regions can be
identified from the egocentric perspective of an autonomous agent with very
limited sensor abilities as will be explained in Sect. 4.
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(a) Space subdivision (b) Topological map

Fig. 3. The subdivision and topological map based on the visibility model

Given a subdivision R = {R1, R2, ..., Rn} it is possible to build a topological
map in form of an undirected graph G = (V , E):

– Every vertex vi ∈ V represents one of the regions we obtained from the space
subdivision (V ≡ R)

– An edge eij = (vi, vj) ∈ E exists between vertices vi and vj iff one can move
between vi and vj by crossing a single boundary line.

The topological map corresponding to the example depicted in Fig. 3(a) is shown
in Fig. 3(b).

4 Identification of the Regions

In this section we show how it is possible for an agent to distinguish the regions
obtained by the space subdivision. To do that we developed a system to map
from an allocentric to an egocentric representation of the space based on cyclic
ordering information and visibility of objects.

By definition the regions we obtain from the space subdivision (Sec. 3) corre-
spond to regions of the environment from which it is possible to either completely
or partially see reference objects in the plane. Hence, one could expect that it is
possible to detect the agent’s position within the environment by considering the
objects it can see around it. In the following, we introduce what we call Visual
Cyclic Orderings (VCOs) and make use of the properties in Eq. 3 and Eq. 9,
assuming that the observing agent can be considered a point.

4.1 Relating Visibility Zones and Viewed Objects

Since the space subdivision is obtained by merging the visibility reference frames
built for every pair of objects, specific visibility relations have to hold between
a generic point of a region and every object. According to the visibility re-
lations defined in Sec. 2.2, our agent is either V isible, PartiallyV isibleLeft,
PartiallyV isibleRight, PartiallyV isibleJoint, or Occluded from every object.
Recurring to properties Eq. 3 and Eq. 9, we can deduce which relations hold
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between the agent and all objects. As an example, let us imagine an agent a
standing in a region obtained by overlapping LZ(A, B) and TZRight(B, C). In
this case, we can make the following inferences:

V isible(a, A, B) ⇒ V isible(B, A, a)
PartiallyV isibleRight(a, B, C) ⇒ C ∩ LZ(B, a) �= ∅ ∧ C ∩ SZ(B, a) �= ∅

This way it is possible to constrict the agent’s position within the environment
by what it can observe (or not observe). Nevertheless, it is still possible that
the same visibility relations hold for multiple disjoint regions in the subdivision
meaning that considering only the visibility relations is not sufficient to deter-
mine the agent’s location. To remedy this problem, we will in the following not
only consider the subsisting visibility relations but also the cyclic order in which
obstacles appear.

4.2 The Visual Cyclic Ordering

For every observation point po ∈ IR2, it is possible to obtain a VCO label based
on the projection of the visible objects on a circle centered in po (cmp. Fig. 4(a)).
The cyclic order of objects in the projection is denoted using a sequence delim-
ited by angular parenthesis in which objects may occur multiple times, e.g.,
〈AB AC 〉. It serves as a first step of deriving the VCO.

Let us now assume that agent a stands in region R11 of the environment
depicted in Fig. 3(a), obtained by intersecting LZ(B, A), LZ(C, A), LZ(A, B),
LZ(C, B), LZ(A, C), and SZ(B, C). Applying Eq. 9 we can then infer the fol-
lowing:

V isible(a, B, A) ⇒ V isible(A, B, a)
V isible(a, C, A) ⇒ V isible(A, C, a)
V isible(a, A, B) ⇒ V isible(B, A, a)
V isible(a, C, B) ⇒ V isible(B, C, a)
V isible(a, A, C) ⇒ V isible(C, A, a)

Occluded(a, B, C) ⇒ Occluded(C, B, a)

that is, the agent can see all objects except C which is occluded by B. This
yields the VCO shown in Fig. 4(a). Let us now suppose the agent stands in region

(a) 〈A B 〉 (b) 〈A C CB 〉 (c) 〈A C CB C C 〉 (d) 〈C A A B B C 〉

Fig. 4. Cyclic view of objects perceived by agent
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R10 = LZ(B, A)∩LZ(C, A)∩LZ(A, B)∩LZ(C, B)∩LZ(A, C)∩TZRight(B, C)
from where the first five relations still hold while the sixth by applying Eq. 10
becomes:

PartiallyV isibleRight(a, B, C) ⇒ C ∩ LZ(B, a) �= ∅ ∧ C ∩ SZ(B, a) �= ∅

Focusing on C we can observe that a part of it is V isible from a while another
one is not because it is occluded by B. The agent will perceive no gap between
C and B (see Fig. 4(b)) and the latter one is perceived as closer which means
B is the occluding object (this is depicted in the iconic VCO representation by
indenting thepart of B bordering C towards the center). Moreover, B is on the
right side of C. Whenever such a case of occlusion exists, the VCO is modified
by adding the occluded object as a superscript on the corresponding side of the
occluding one. When the agent lies in a JointTwilightZone the occluded object
will appear on both left and right side of the occluding one which is indicated by
two superscripts in the VCO. Thus, if we assume that the agent is within region
R9 = LZ(B, A)∩LZ(C, A)∩LZ(A, B)∩LZ(C, B)∩LZ(A, C)∩TZJoint(B, C)
for which the sixth relation stays the same as for R10, but the VCO changes as
depicted in Fig. 4(c).

The VCO description as introduced above is also able to describe more com-
plex configuration as depicted in Fig. 4(d) where the following main visibility
relations and inferences subsist:

PartiallyV isibleRight(a, B, A) ⇒ A ∩ LZ(B, a) �= ∅ ∧A ∩ SZ(B, a) �= ∅
PartiallyV isibleRight(a, C, B) ⇒ B ∩ LZ(C, a) �= ∅ ∧B ∩ SZ(C, a) �= ∅
PartiallyV isibleRight(a, A, C) ⇒ C ∩ LZ(A, a) �= ∅ ∧ C ∩ SZ(A, a) �= ∅

4.3 Identifying Regions

The VCO labels can be derived by the agent based on the cyclic view perceived
from a position within a region as indicated above and it can use the labels to
distinguish the regions and localize itself. The VCOs, however, are not completely
unique as ambiguous cases may occur under very specific circumstances: Fig. 5(a)
again shows the subdivision for the example configuration used throughout this
text, this time with all regions labeled by their respective VCOs. There are two
different zones labeled by the same VCO 〈AC 〉 in the left part of the figure.
This occurs when a region obtained by n objects is split into several subregions
because of the presence of the (n+1)th landmark. However, due to the fact that
the new regions induced by the (n+1)th object are labeled uniquely, it is sufficient
to consider the VCOs of two neighboring regions to resolve the ambiguities.

If a geometric representation of the environment is available, it can be used to
derive a topological map in which the regions are labeled with their respective
VCOs by first using simple computational geometry to derive the cyclic view
for an arbitrary point in each region and then construct the VCO in the same
way as the agent would. The corresponding labeled topological map is shown in
Fig. 5(b).
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(a) Space subdivision (b) Topological map

Fig. 5. Identifying regions based on their VCOs

5 Navigation and Exploration

As discussed in the previous section, regions can typically be uniquely identified
by their VCOs. In some cases, the VCO of a neighboring region needs to be taken
into account to tell apart regions which have the same VCO. This, together with
the agent’s ability to determine the VCO from its current position means that
localization becomes trivial. In this section, we describe how navigation with an
existing topological map of the environment can be realized simply by making use
of the agent’s ability to localize itself and by implementing elementary reactive
navigation behaviors for crossing the boundaries in the subdivision. In addition,
we explain how the agent can incrementally build up the topological map from
its egocentric perspective while exploring the environment.

5.1 Path Planning and Navigation

The topological map offers a compact representation of the navigable space and
explicitly describes the connectivity between different places. Hence, navigation
from the agent’s location to a goal region can be realized in two steps: First,
standard graph search techniques like Dijkstra’s shortest path algorithm [19]
or A* [20] can be used, potentially exploiting rough distance estimates if those
are available. The resulting path consists of a sequence of vertices standing for
adjacent regions which need to be traversed in order. Second, the agent executes
the plan by moving from region to region as specified.

The question then is how locomotion between two adjacent regions can be
realized in order to be able to execute the plan. Our first observation is that for
two regions which share a boundary—meaning they are connected by an edge in
the map—their respective VCOs differ in the relation holding between objects
X and Y only if the boundary is part of one of the half-tangents induced by X
and Y . The exact difference depends on what kind of half-tangent the common
boundary belongs to.

For instance, if we look at the regions with the VCOs 〈B C〉 and 〈A A B C 〉
on the right of Fig. 6(a), the fact that in the first region A is not visible (i.e., it
is part of SZ(B, A)) while in the latter A is partially occluded from the right by
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(a) (b)

Fig. 6. Applying a navigation behavior to move from a ShadowZone to a
RightTwilightZone: (a) the resulting trajectory, (b) the view of the agent at the
starting position

B (i.e., it is part of TZRight(B, A)) means that the boundary separating these
two regions has to be part of the half-tangent behind(λext,right

A,B , B).
As a consequence of this observation, it is possible to distinguish a finite set

of boundary crossing cases, two for each pair of adjacent acceptance areas in
the underlying visibility model (e.g., SZ to TZRight and TZRight to SZ), and
implement reactive navigation behaviors for handling this particular cases.

We here restrict ourselves to describing the navigation behavior for the exam-
ple above of moving from a ShadowZone to a RightTwilightZone. An important
point hereby is that these navigation procedures should be easily realizable by
our sensorically limited agent and should not require local geometric information
about the objects surrounding the agent.

Fig. 6(b) shows the agent’s view for the position marked by a cross in Fig. 6(a).
Since moving from a ShadowZone to a RightTwilightZone means that A has
to appear on the left of B, the navigation behavior for these particular cases
should always move the robot towards a point directly left of B until A appears
resulting in the trajectory shown in the figure.

For the reverse direction (RightTwilightZone to ShadowZone) A has to
disappear behind B so that it is obviously a good strategy to move to a point
directly to the right of B until A actually disappears.

Due to not being based on geometric information, the result of applying a
navigation behavior is not deterministic in the sense that the agent may end
up in a different region than the intended one. For instance, when moving
from the region 〈CB C 〉 to 〈AC C B A〉 the agent may cross the half-tangent
behind(λext,right

C,B , B) first and end up in 〈B 〉. If this happens, the agent will
notice it based on the unexpected VCO it perceives and can trigger the compu-
tation of a new plan. So far, our simulation experiments indicate that the agent
never has to traverse more than one additional region for every pair of connected
regions in the original plan. In the case that some kind of local geometric infor-
mation is available to our agent, it should be possible to improve the navigation
behaviors so that unintentionally moving into other regions is avoided and in a
way that leads to shorter trajectories overall.
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5.2 Exploration and Construction of the Topological Map

As a result of the fact that the regions making up the subdivision of space are
distinguishable from the agent’s egocentric perspective of space, building up the
topological map autonomously while exploring the environment is straightfor-
ward.

A basic exploration algorithm simply does the following:

1. Generate the VCO l for the starting region from the egocentric view that is
available from the start point; add a first vertex to the still empty map and
label it with l.

2. While moving around constantly compute a temporary VCO lcur from the
current perception.

3. As soon as lcur differs from the previously computed description, the agent
knows that it has entered a new region:
(a) If a region with the label lcur is already contained in the map and if

there is not already an edge connecting this region with the region the
agent was in previously, add a new edge connecting these two.

(b) If instead no region with label lcur is contained in the map, add a new
vertex with label lcur and connect this one with the vertex of the previous
region.

4. Repeat ad finitum.

If the VCOs for all regions are unique, it is guaranteed that this basic exploration
algorithm will have constructed the correct and complete topological map of the
environment, once the agent has passed between every pair of adjacent regions.
The algorithm can easily be modified to deal with ambiguous VCOs by also
storing the label of the previously visited region. However, we need the agent to
at least be able to recognize when the map is complete and even better have a
way to systematically explore the environment in a way that constructs the map
efficiently. Furthermore, it seems likely that not all regions and crossings between
regions have to be traversed but that parts of the map can be simply inferred.
These issues still need to be investigated more closely in future research.

6 A Finer Grained Subdivision Based on the
5-Intersection Model

As we mentioned previously, our approach has a lot in common with the top-level
representation in the outdoor navigation system described by Levitt and Lawton
[10], even though their approach is restricted to point landmarks and uses the
cyclic order of landmarks (called a panorama) to identify regions (see Figs. 7(a)
and 7(b)). As pointed out by Schlieder [11], Lewitt and Lawton wrongly claimed
that the shaded regions in the figure can be distinguished based on the panora-
mas. However, the cyclic order of landmarks is identical for all these regions.
Schlieder also showed that it is indeed possible to differentiate between these
regions by going from the simple panorama representation to one in which the
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(a) Subdivision for
point landmarks

(b) Panorama for the
marked position (Le-
witt & Lawton)

(c) Panorama includ-
ing opposite directions
(Schlieder)

(d) List of tri-
angle orienta-
tions

Fig. 7. Subdivision for point landmarks according to [10] and three ways to describe
the region containing the agent (cross)

opposite directions of landmarks is included (see Fig. 7(c)) which is equivalent
to storing the orientations of the triangles, clockwise (cw) or counterclockwise
(ccw), formed by the observer o and every pair of landmarks.

As in our approach certain configurations of objects may lead to similar prob-
lems as in the point-based approach by Levitt and Lawton in that we might get
large concave regions in the middle of the objects and as this can be problematic
for the navigation, we here consider an extension similar to the one proposed
by Schlieder for the point case. We do this by going from the visibility-based
representation to one which incorporates a suitable left / right distinction to
describe the orientation of the configuration formed by three objects. The model
we employ is the 5-Intersection model of Billen and Clementini [17] for projective
relations between extended objects. We start by briefly describing this model and
how it relates to our visibility model. Afterwards, we discuss the resulting finer
grained decomposition of space, the identification of the regions, and navigation
in this extended version.

6.1 5-Intersection Model

The 5-Intersection model developed by Clementini and Billen in [17,18] defines
ternary projective relations between regions, starting from the basic concept of
collinearity among points which is an invariant in projective geometry. Clemen-
tini and Billen start by introducing a set of relations between points similar to
the FlipFlop calculus [21,22]: Given three points x, y, z ∈ IR2 they build a frame
of reference using an oriented line −→yz passing first through y and then through
z. The resulting five relations are summarized and illustrated in Table 11.

The really important innovation of the 5-Intersection model is the exten-
sion of these relations to configurations of three extended objects or regions
A, B, C. In the case of regions, Clementini and Billen subdivided the plane us-
ing the internal and external tangents between the reference objects B and C
like in our visibility model. Fig. 8(a) depicts the resulting five acceptance areas:
1 We here focus on a subset of the proposed relations for which y �= z holds and we

have slightly adapted the notation to be in line with the rest of this text.
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Table 1. Relations of the 5-Intersection model for points

Name Short Name Example

rightside rs(x, y, z)

leftside ls(x, y, z)

between bt(x, y, z)

before bf(x, y, z)

after af(x, y, z)

BF (B, C) (before), BT (B, C) (between), AF (B, C) (after), LS(B, C) (leftside),
and RS(B, C) (rightside).

The relations of the 5-Intersection model for regions bf(A, B, C), bt(A, B, C),
af(A, B, C), ls(A, B, C), and rs(A, B, C) are defined based on the acceptance
area which contains the primary object A, e.g., bf(A, B, C) ⇐⇒ A ⊆ BF (B, C).

The comparison between the acceptance areas of our visibility model and the
5-Intersection models in Fig. 8 shows that both complement each other well as
each makes finer distinctions in an area where the other one only makes coarse
distinctions.

When we employ the 5-Intersection model for deriving a finer grained sub-
division of space in the following section, it is important that the relations ls
(leftside), rs (righside), and bt (between) are distinguishable from the egocentric
perspective of the agent. This is indeed possible with only a minor extension of
the agent’s sensor abilities: If the agent is located within the acceptance area
LS(B, C) of two objects B and C, it will perceive both objects to be completely
lying within an angle of less than 180◦ and C will be entirely to the left of B. If
the agent is located within the acceptance area RS(B, C), the angle will be again
smaller than 180◦ but this time C will be to the right of B. For BT (B, C) the
perceived angle containing both objects will be 180◦ or larger. Hence, we need
to add the ability of determining whether two objects are completely contained

(a) The 5-Intersection model (b) The Visibility model

Fig. 8. Acceptance areas of the 5-Intersection and the visibility model
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in a 180◦ angle or not to our agent which corresponds to being able to tell apart
the different triangle orientation in the approach of Schlieder described above.

6.2 Subdivision, Place Recognition, and Navigation

The decomposition of space works similar to our approach described in Sect. 3.
However, instead of only employing the half-tangents for every pair of objects
to divide the navigable space into regions, we also include the segments of the
middle parts middle(λ) for every tangent λ which separate the acceptance areas
BT (X, Y ), LS(X, Y ), and RS(X, Y ) from each other. Similar to the case of
the half-tangents, we can only use those middle tangent segments which do
not intersect another object. Fig. 9(a) shows the resulting subdivision for the
example from Fig. 3(a) using dashed lines for the region boundaries of the coarser
version and solid lines for the new boundaries leading to additional regions within
the convex hull of all three objects. The resulting topological map is shown in
Fig. 9(b) and contains 14 more vertices than for the coarser version.

(a) Subdivision (b) Topological map

Fig. 9. The subdivision and topological map for the finer grained approach based on
a combination of the 5-Intersection model and the visibility model

To be able to identify the regions in the finer grained subdivision approach, we
need a more complex alternative to the VCOs similar to the triangle orientations
in Schlieder’s approach. The analog of doing this in our case, is to store the qual-
itative relation holding between an arbitrary point within the region and each
pair of objects whereby the relations used are the 5-Intersection relations com-
bined with the PartiallyV isibleLeft(X, Y, Z), PartiallyV isibleRight(X, Y, Z),
PartiallyV isibleJoint(X, Y, Z), and Occluded(X, Y, Z) relations from the visi-
bility model which allows a finer distinction within the bf(X, Y, Z) relation of
the 5-Intersection model. We store these region descriptions in form of a n × n
matrix where n is the number of visible objects as shown in Fig. 10 for the
region marked in Fig. 9(a). The matrix element in row A and column B con-
tains the acceptance area in which any point from the region at hand lies given
the reference frame formed by A and B (in this case it is the acceptance area
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A B C

A / TZLeft(A, B) BT (C,A)

B AF (B,A) / LS(C, B)

C BT (A,C) RS(B,C) /

Fig. 10. Matrix used as a label for the region marked by the cross in Fig. 9(a)

TZLeft(A, B)). In principle, not the entire matrix needs to be stored as corre-
sponding entries mirrored along the diagonal are related in specific ways: For
instance, an entry BT (A, B) must result in an entry BT (B, A) and vice versa.
If the entry is AF (A, B) instead, the corresponding entry for B and A has to
be TZLeft(B, A), TZRight(B, A), TZJoint(B, A), or SZ(B, A) and vice versa.
In general, it is sufficient to store the more restricting relation for every pair of
objects.

The matrix labels are unique most of the time but cases in which two regions
have the same label may occur in the same way as for the VCOs in the coarser
version. Again these regions can be distinguished by taking a neighboring region
into account. For adjacent regions the two matrices vary for exactly one pair
of objects while all other relations are identical. In addition, an agent with the
sensor abilities described above can easily determine the matrix for the region it
is currently in. Hence, the exploration algorithm sketched in Sect. 5.2 can still
be applied.

For navigating with a given map, the set of navigation behaviors needs to be
extended to handle the cases in which connected regions are separated by the
middle segment of an external tangent.

Overall, by applying the finer grained version, a finer level of localization can
be achieved while still preserving the qualitative nature of the approach as the
different locations can still be distinguished and the approach does not depend
on exact metric information about the environment.

7 Conclusions

The approach developed in this paper demonstrates that localization and navi-
gation can be realized in a qualitative way without a need for precise geometric
information. By basing our spatial representation on the fundamental concepts
of visibility and occlusion we have ensured that it is applicable for agents with
very basic sensor abilities and well-suited to be shared between multiple agents.
In addition, the approach greatly simplifies path planning, navigation, and map
learning. Our model also constitutes a significant improvement over existing ap-
proaches as the underlying visibility and 5-Intersection models allow extended
objects to be handled instead of only point landmarks.

One limiting factor of our approach currently seems to be the underlying
assumption that the objects are uniquely identifiable. Therefore, investigating
how well we actually need to be able to distinguish objects while still being able
to navigate successfully is a goal for future research. In addition, always using
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all visible objects for the space subdivision may often lead to an overly detailed
decomposition in practice. A possible solution could be to only take objects
near the agent into account in order to achieve an adequate level of granularity.
Finally, as already pointed out, we plan to incorporate the exploitation of local
geometric information to achieve smoother navigation and want to investigate
autonomous exploration and map learning more closely. In particular, reasoning
about the existence of regions and connections in the subdivision based on partial
map information seems a very promising and interesting approach.
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Abstract. This study empirically examined the effectiveness of different meth-
ods of presenting route information on a mobile navigation sysyem, for accurate 
and effortless orientation at subway exits. Specifically, it compared participants' 
spatial orientation performance with pictures and maps, in relation to the levels 
of their spatial ability. Participants identified the directions toward the goals after 
coming onto the ground faster when viewing pictures than when viewing maps. 
Spatial orientation with maps was more difficult than that with pictures at exits 
where body rotation was necessary, especially for people with low men-
tal-rotation ability. In contrast, pictures were equally effective for people with 
low and high mental-rotation ability. Reasons for the effectiveness of pictures 
and possibilities of using other presentation formats are discussed.  

Keywords: Spatial orientation; Navigational aids; Route information; Presenta-
tion formats; Spatial representations. 

1   Introduction 

Getting oriented in space is a fundamental act for people. For example, when visiting an 
unfamiliar city to attend a conference, one needs to locate a shuttle bus stop at an air-
port; to find a booked hotel among other buildings on a street; to identify a recom-
mended restaurant in a downtown area; to move between different meeting rooms in 
the hotel; and so on. People thus engage in a variety of spatial orientation tasks on a 
daily basis. But this is not equal to saying that these tasks are straightforward. There are 
people who have difficulty with knowing where they are, or constructing accurate maps 
of the surrounding space in their heads.  

Such poor sense-of-direction people especially have trouble in a new environment, 
and one of the locations that frequently pose problems for these people is the exit from 
a subway station. At subway stations, it is possible, at least theoretically, to move to-
ward desired exits by following signage systems installed at several locations. The 
difficulty lies in that people need to figure out which way to go after coming onto the 
ground. In large cities with well developed public transportation systems, such as New 
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York, London, Paris, or Tokyo, there are many anecdotes that show that people become 
disoriented at subway exits. In fact, our preliminary interviews with 58 people (31 men 
and 27 women, from 21 to 26 years old) showed that 81% of them either frequently or 
sometimes become lost when coming onto the ground out of a subway station, whereas 
29% do so while heading toward an exit in the underground concourse.  

To be a potential help for orientation at subway stations, maps are installed at several 
locations, such as in the underground concourse or at exits. However, there are some 
well-documented problems concerning the use of maps. First, it has been shown that a 
significant portion of people, not only children but also adults, have difficulty using 
maps in the real world, by interrelating the self, the map, and the represented space 
(Liben et al., 2002). Simply showing maps may hence not be a sufficient solution to 
disorientation. Also, when showing maps to people, their orientation affects the 
viewer's understanding (called map-alignment effects). People find it easier to under-
stand maps that are aligned with the environment, with the upward direction on the map 
corresponding to the forward direction in the represented space (e.g., Levine et al., 
1982; Warren & Scott, 1993). Despite this fact, one can frequently encounter mis-
aligned maps at many public locations (Levine et al., 1984).  

Recently, with the advancement of information and communication technologies, 
many kinds of navigation systems and location-based services have been developed 
(Gartner et al., 2007). In addition to mobile devices equipped with Global Positioning 
System receivers, systems employing various identification or positioning techniques 
such as IC tags are widely used, enabling indoor as well as outdoor navigation (e.g., 
Bessho et al., 2008; Hightower & Borriello, 2001).  

On such mobile navigation systems, the format for presenting route information to 
the user can take various forms, and in consideration of the fact that some people have 
difficulty with maps, formats other than maps have been frequently used. One notable 
example is pictures or other spatial representations (Radoczky, 2007). There are simi-
larities and differences between maps and pictures. Maps and pictures are both sym-
bols, in the sense that they represent the real space. To understand and use symbols, one 
needs to comprehend the symbols and interrelate them to their referents (what 
DeLoache, 2004, calls dual representation). On the other hand, maps show 
two-dimensional, vertical views, while pictures show three-dimensional, horizontal 
views. Pictures also convey a sort of photographic realism (Plesa & Cartwright, 2008). 
Due to these characteristics, pictures and other images are often expected as an effec-
tive presentation format. There are studies that empirically examined the effectiveness 
of different types of representations; some indicated effectiveness of 3D representa-
tions (e.g., Coors et al., 2005), and others suggested value of schematization or less 
detail (e.g., Dillemuth, 2005; Plesa & Cartwright, 2008). We believe that the question 
about what is an effective format for presenting route information requires and deserves 
more systematic investigation.  

Thus, in this study, we selected pictures and maps as major formats typically used on 
mobile navigation systems, and compared their effectiveness as a presentation format 
for route information at exits from a subway station. Also, we included spatial ability as 
an important attribute variable of the user, and examined whether the effectiveness of 
different types of route information varies depending on the user's spatial ability; and if 
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so, how. Our major research hypotheses were two-fold. First, an effective format for 
presenting route information should enable the user to identify the locations of goals 
with ease and confidence. Second, an effective presentation format should help 
low-spatial and high-spatial people equally, showing little or no relationship between 
people's orientation performance and their spatial ability.  

2   Method 

2.1   Participants 

Fifty college students (25 men and 25 women) participated in the experiment. Their 
ages ranged from 21 to 26, with a mean of 22.7 years. These participants were not 
familiar with the subway station or its neighborhood areas used in this study.  

2.2   Materials 

2.2.1   Study Area 
We chose a subway station in the central Tokyo area (Kayabacho Station) for the study 
area, and selected five exits from the station (Figure 1). Participants walked toward the 
five exits starting from different places in the underground concourse of the station.  

 

Fig. 1. Map of the study area. Five exits from the subway station (Exits 1-5) were selected. From 
each exit, participants walked to a goal (denoted by G1-G5) along a route shown by a solid line. 
Polygons overlaid along streets depict the underground concourse of the station.  
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These five exits enabled us to examine different patterns of spatial relationships 
among an exit, street, and goal (schematically shown in Figure 2). At Exit 1, the di-
rection in which participants face when coming onto the ground and the direction in 
which the goal is located are opposite to each other; in contrast, these two directions 
are the same at Exit 2 (left panel of Figure 2). At Exit 3, the direction in which par-
ticipants face when coming onto the ground is perpendicular to the street running in 
front of it, and they need to make a right turn to go to the goal (right panel of Figure 
2). At Exits 4 and 5, participants come onto the ground near a major intersection; at 
Exit 4 participants turn backward to go to the goal, whereas at Exit 5 participants go 
forward to the goal.  

   

Fig. 2. Different patterns of spatial relationships among an exit, street, and goal. At Exits 1 and 2, 
people come onto the ground parallel to the street in front of it, and go backward or forward to the 
goal (left). At Exit 3, people come onto the ground perpendicular to the street, and make a right 
turn to go to the goal (right). Exits 4 and 5 are similar to Exits 1 and 2, except that they are located 
at a major intersection.  

2.2.2   Route Information 
We showed information about routes in two different formats: maps and pictures. To 
examine the effectiveness of these formats for mobile navigation systems, we showed 
maps and pictures in the size of a PDA screen (or a hand-held communication terminal 
device). To avoid cluttering small maps with too much information, we presented maps 
in as simple a format as possible. Maps showed the location of an exit (or a starting 
point on the ground, denoted by S) and a route to the goal (denoted by G). As examples, 
maps used for Exit 1 are shown in Figure 3.  

Pictures showed views that participants would have when coming onto the ground at 
an exit facing straight ahead, and views along a street to the goal. In the pictures, the 
direction of travel along the route was indicated by an arrow. Figure 4 shows a picture 
used for Exit 1 with an arrow indicating a backward turn (left panel) and a picture used 
for Exit 3 with an arrow indicating a right turn (right panel).  

We varied the location where the maps were presented to participants, and the ori-
entation in which the maps were presented to them. Concerning the location, maps 
were presented either in the underground concourse or at an exit. Concerning the ori-
entation, maps were presented either with the direction of travel corresponding to the 
upward direction on the map (Figure 3, left), or with the facing direction at the exit 
corresponding to the upward direction on the map (Figure 3, right). At Exits 1, 3, and 4, 
maps in the former orientation are misaligned with the surrounding space, whereas  
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Fig. 3. Maps used for Exit 1, where participants needed to turn backward to go to the goal. The 
map on the left is shown in misaligned orientation at the exit, with the direction of travel corre-
sponding to the upward direction on the map. The map on the right is shown in aligned orienta-
tion, with the facing direction at the exit corresponding to the upward direction on the map.  

      

Fig. 4. Pictures used for Exit 1 (left) and Exit 3 (right). These pictures show views that partici-
pants had at these exits. Arrows indicate the direction of travel after coming onto the ground 
(turning backward or making a right turn).  

maps in the latter orientation are aligned with it. At Exits 2 and 5, the distinction be-
tween these two map orientations disappears, because the facing direction and the 
travel direction coincide (see Figure 2). For pictures, these two properties, location and 
orientation, were fixed: they were shown at an exit, in aligned orientation. Participants 
were given no information about the orientations of pictures or maps. They needed to 
figure out by themselves the relationships between directions in the pictures or maps 
and directions in the environment.  

2.2.3   Mental Rotations Test 
As a measure of spatial ability, we asked participants to take the Mental Rotations Test, 
in which they were to identify figures that are identical to a criterion figure after being 
rotated into different orientations. This is one of the major psychometric spatial tests,  
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assessing people's ability to mentally rotate imagined pictures, and this mental-rotation 
ability has been found to correlate with map-reading skills in the field (e.g., Liben & 
Downs, 1993). We used this test to see whether and how this ability affected partici-
pants' orientation and navigation performance with different types of route information. 
Participants were allowed 6 min to complete this test, consisting of 21 items, and they 
received plus one point for each correctly marked figure and minus one point for each 
wrongly marked figure. 

2.3   Design 

By varying the format (maps or pictures), location (in the underground concourse or at 
an exit), and orientation (aligned or misaligned), we derived five methods of presenting 
route information: (a) showing a map in the underground concourse with the direction 
of travel on the ground upward; (b) showing a map in the underground concourse with 
the facing direction at the exit upward; (c) showing a map at an exit with the direction 
of travel upward; (d) showing a map at an exit with the facing direction at the exit 
upward; and (e) showing a picture at an exit. At Exits 2 and 5, maps (a) and (b), and 
maps (c) and (d) were the same, because the facing direction and the travel direction 
coincided.  

Participants viewed these five types of route information, one for each exit. The 
allocation of the five types of route information to the five exits was counterbalanced 
with a Latin square design, thus five groups being created. Participants were randomly 
assigned to one of the five groups, with each group (n = 10) having equal numbers of 
men and women. The order in which participants visited the five exits was randomized 
across participants.  

2.4   Procedure 

At the beginning of the experiment, participants were individually taken to the starting 
point for the first exit in the underground concourse. Participants who viewed a map in 
the underground concourse for the exit were given a map at this point, and asked to 
learn the map until they thought that they knew how to reach the goal when coming 
onto the ground. When they indicated that they learned it, the map was removed, and 
they did not look at it after that. (Participants who viewed a map or picture at the exit 
were given no information at this point.) Participants were then instructed to go to the 
exit, by following signage systems installed at several places in the concourse (i.e., 
following signs showing directions to the designated exit).  

When participants reached the exit, participants who viewed a map or picture at 
the exit were given a map or picture. (Participants who viewed a map in the under-
ground concourse received no information at the exit.) And then they were asked to 
indicate in which direction the goal was located, by pointing in that direction or 
verbally describing it. We recorded the time that participants took to indicate the 
direction and whether the indicated direction was correct. Also, we asked participants 
to indicate the degree of certainty about their orientation at the exit, on a 7-point scale 
(1 = very uncertain; 7 = very certain). After conducting these tasks, participants were  
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instructed to walk to the goal. Then, they were taken to the starting point for the next 
exit along a circuitous path, and repeated the same procedure as above for a total of 
five exits.  

At the end of the experimental session, participants filled out a questionnaire 
asking about their age, sex, familiarity with the study area, and so on, and took the 
Mental Rotations Test. Participants finished all these experimental tasks within  
120 min.  

3   Results 

3.1   Accuracy of Orientation 

The numbers of participants who indicated wrong directions toward the goals at the 
five exits were six (12%) at Exit 1, two (4%) at Exit 2, four (8%) at Exit 3, three (6%) at 
Exit 4, and zero (0%) at Exit 5. The difference in these numbers for the five exits was 
not statistically significant in the Friedman test.  

We further examined, for each exit, whether the number of wrong responses was 
different among the five types of route information. We did not find a statistically 
significant difference for any of the five exits in the Kruskal-Wallis test.  

Compared to spatial orientation at exits, following routes guided by the five types of 
route information did not pose difficulties for participants. Once identifying the direc-
tions toward the goals correctly at the exits, participants reached the goals walking 
along directed routes successfully.  

3.2   Response Time 

3.2.1   Differences among Information Types 
For each of the five exits, we examined whether there was a difference in response time 
among the five types of route information. (We defined response time as the time that 
participants took to view the presented picture or map and to indicate the direction 
toward the goal.) To do that, we analyzed response times for participants who identified 
the directions toward the goals correctly, by conducting an analysis of variance 
(ANOVA) with the information type as a between-subject variable. Since the distri-
bution of response time was positively skewed, we normalized it through a log  
transformation.  

For all exits, the main effect of information type was statistically significant, F(4, 
39) = 3.81, p < .05; F(2, 45) = 3.74, p < .05; F(4, 41) = 11.23, p < .001; F(4, 42) = 4.68, 
p < .01; F(2, 47) =27.09, p < .001, respectively for Exits 1-5 (Figure 5).  

As can be seen in Figure 5, at all exits, participants who viewed pictures identified 
the directions of the goals most quickly. In comparison to maps shown at exits, in 
misaligned or aligned orientation, pictures yielded a significantly shorter response time 
at Exit 1, t(17) = 2.46, p < .05; t(15) = 2.01, p < .10; and at Exit 3, t(18) = 2.47, p < .05; 
t(15) = 4.14, p < .01, respectively. At Exit 4, a picture yielded a shorter response time 
than a misaligned map, t(17) = 2.01, p < .10.  
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3.2.2   Relationships with Mental Rotation Ability 
We next examined the relationships between participants' response times and men-
tal-rotation ability, and whether the relationships vary depending on different infor-
mation types. To do that, we conducted regression analyses taking interaction effects 
into account, with a dummy-coded vector for the five types of route information, a 
continuous variable of the mental-rotation score, and their products representing their 
interactions (e.g., Aiken & West, 1991).  

 

Fig. 5. Comparisons of response times with different types of route information for each exit. 
Vertical lines depict standard errors of the means. At all exits, pictures yielded the quickest 
orientation. At Exits 1 and 3, pictures yielded a significantly shorter response time than maps 
shown at the exits, in misaligned or aligned orientation. At Exit 4, a picture yielded a shorter 
response time than a map shown at the exit in misaligned orientation. Notes in parentheses for 
each exit indicate whether people come onto the ground parallel or perpendicular to the street in 
front of it, and whether the facing direction at the exit and the travel direction are the same or not.  
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For Exit 1, there was a significant interaction effect of information type and men-
tal-rotation ability, F(4, 34) = 3.23, p < .05. In light of the existence of interaction, we 
further conducted a separate regression analysis for each information type, and ob-
tained a significant relationship between response time and mental-rotation ability for 
maps shown at the exit, indicating a longer response time (RT) for participants with 
lower mental-rotation ability (MRT).  

 logRT = 2.51 − 0.04 × MRT  (Map at the exit, misaligned) 
 logRT = 2.43 − 0.04 × MRT  (Map at the exit, aligned) 

For Exit 3, there was a significant main effect of mental-rotation ability, F(1, 40) = 
5.81, p < .05; and the difference among intercepts for the five information types was 
also statistically significant, F(4, 40) = 13.00, p < .001. For all information types, par-
ticipants with lower mental-rotation ability took a longer time.  

 logRT = 1.82 − 0.01 × MRT  (Map in the concourse, misaligned) 
 logRT = 1.94 − 0.01 × MRT  (Map in the concourse, aligned) 
 logRT = 1.46 − 0.01 × MRT  (Map at the exit, misaligned) 
 logRT = 1.60 − 0.01 × MRT  (Map at the exit, aligned) 
 logRT = 1.27 − 0.01 × MRT  (Picture)  

3.3   Degree of Certainty 

At each exit, we asked participants how certain they felt about their responses con-
cerning the direction toward the goal. As a self-report measure of the difficulty of 
orientation, we examined participants' answers to this question for different types of 
route information. In the Kruskal-Wallis test, there was a significant difference among 
the five types of route information for Exits 1, 3, 4, and 5, χ2(4) = 19.57, p < .001; χ2(4) 
= 19.74, p < .001; χ2(4) = 10.88, p < .05; and χ2(2) = 10.62, p < .01, respectively. At all 
these four exits, participants felt more certain or confident when viewing pictures 
(mean rating = 6.5) than when viewing maps (mean rating = 4.8).  

4   Discussion 

This study examined the effectiveness of different methods of presenting route infor-
mation for accurate and effortless orientation at subway exits. At subway exits, people 
tend to become disoriented and have difficulty figuring out which way to go. Our major 
concern was to examine what is an effective format for presenting route information to 
people with different levels of spatial ability in such a situation. In particular, we looked 
at whether and how much the format of pictures is helpful, which has been popularly 
used on mobile navigation systems as a potential alternative to traditional maps.  

First, our results show that there are people who have difficulty orienting themselves 
at subway exits. The routes selected for this study were not too difficult, and people 
encounter situations requiring spatial orientation of this sort in everyday life. Despite 
that, up to 12% of participants failed to identify the locations of the goals correctly at 
exits. This finding shows that it is not viable to assume that such orientation tasks pose 
no difficulties for anybody, and suggests the necessity of providing helpful navigation 
aids or orientation information at subway exits.  
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Second, showing maps or pictures at exits was better than showing maps in the 
underground concourse. Thus, viewing maps in the underground concourse and 
matching the remembered image to the actual view when coming onto the ground poses 
time and effort additional to viewing maps or pictures at exits. This finding provides 
validity to installing maps or pictures at subway exits, preferably as well as installing 
them in the underground concourse.  

Concerning the comparison of pictures and maps, our participants identified the 
directions toward the goals most rapidly when viewing pictures at all exits, showing the 
effectiveness of pictures for presenting route information. On average, maps shown at 
exits yielded 1.9 times as long a response time as did pictures. Pictures provide actual 
views that the traveler has in the environment, and save mental translation from a 
two-dimensional, vertical view to a three-dimensional, horizontal view. This ease of 
orientation with pictures is also reflected by participants' self-ratings of certainty or 
confidence about their orientation performance.  

Our participants followed the routes easily by viewing pictures, as well as identi-
fying the directions toward the goals rapidly, because there were salient buildings or 
objects along the routes, making it relatively easy to match the pictures and the depicted 
environment. Conversely, for routes that do not have good landmarks, the effectiveness 
of pictures observed in this study might not be fully realized. Thus, considerations 
about formats for route information should take contextual information of routes into 
account (Klippel & Winter, 2005; Raubal & Winter, 2002; Richter & Klippel, 2005; 
Winter, 2003).  

Superiority of pictures to maps shown at exits was observed at Exits 1, 3, and 4, 
where the direction in which participants faced when coming onto the ground was 
different from the direction toward the goal, thus requiring participants either to turn 
backward or to make a right turn to go to the goal. In cases where body rotation is 
necessary, quicker orientation is hence possible with pictures than with maps, espe-
cially when the maps are misaligned with the surrounding space.  

Furthermore, at Exits 1 and 3, ease of orientation was related to participants' spatial 
ability. At Exit 1, participants with low mental-rotation ability took a longer time to 
identify the direction toward the goal than those with high mental-rotation ability, when 
viewing maps at the exit. In contrast, participants with low and high mental-rotation 
ability did not differ when viewing pictures. At Exit 3, participants with low men-
tal-rotation ability took a longer time for all the five types of route information, with 
maps yielding a longer response time than pictures. Thus, spatial orientation with maps 
is more difficult than that with pictures at cognitively demanding exits, especially for 
people with low mental-rotation ability. And pictures are equally effective for people 
with low and high mental-rotation ability, which should be a good property for effec-
tive navigational aids.  

A comment is in order about the maps and pictures used in this study. They were 
presented in the size of a PDA-screen, thus the amount of information shown on the 
maps was rather limited. Research has shown that navigation with information shown 
on a small cellphone screen is difficult (Ishikawa et al., 2008). Thus, effects posed by 
the screen size of a hand-held navigation system need to be further examined, such as 
the desired level of detail or photorealism (Nurminen & Oulasvirta, 2008; Plesa & 
Cartwright, 2008).  
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Results from this study at least show that there are cases where pictures are an ef-
fective format for presenting route information, namely when matching views in the 
pictures and views in the real space is relatively easy. However, there may not be a 
single optimal format that works best for all situations. There are other formats that are 
potentially effective, and speech guidance is one candidate (Bradley & Dunlop, 2005; 
Denis et al., 2006; Reagan & Baldwin, 2006; Streeter et al., 1985). Essentially the same 
information that was given by pictures in this study can be conveyed through verbal 
descriptions. But due to issues inherent in spatial language, such as ontological ambi-
guity of spatial terms or existence of different types of reference frames, effective 
verbal route instructions are rather difficult to construct and require careful considera-
tion. Also, aside from route guidance for people with visual impairments, navigation 
with verbal directions only may provide a lesser degree of excitement or engagement 
for the traveler than pictures do.   

The question about the effectiveness of different formats for presenting route in-
formation is an empirical one. We believe that continued systematic studies should lead 
to theoretically and practically significant insights into this question.  
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Abstract. People intuitively understand that function and purpose are critical 
parts of what human-configured entities are about, but these notions have proved 
difficult to capture formally. Even though most geographical landscapes bear 
traces of human purposes, visibly expressed in the spatial configurations meant 
to serve these purposes, the capability of GIS to represent means-ends relation-
ships and to support associated reasoning and queries is currently quite limited. 
This is because spatial thinking as examined and codified in geographic informa-
tion science is overwhelmingly of the descriptive, analytic kind that underlies 
traditional science, where notions of means and ends play a negligible role. This 
paper argues for the need to expand the reach of formalized spatial thinking to 
also encompass the normative, synthetic kinds of reasoning characterizing plan-
ning, engineering and the design sciences in general. Key elements in a more 
comprehensive approach to spatial thinking would be the inclusion of abductive 
modes of inference along with the deductive and inductive ones, and the devel-
opment of an expanded geographic ontology that integrates analysis and synthe-
sis, form and function, landscape and purpose, description and design. 

1   Introduction 

For those of us who have ever wondered how to build a good bird house, a book by 
Halsted [1] is enlightening. In Chapter XVII, which is entirely devoted to this impor-
tant topic, we read: “It is a mistake to have bird houses too showy and too much ex-
posed. Most birds naturally choose a retired place for their nests, and slip into them 
quietly, that no enemy may discover where they live. All that is required in a bird 
house is, a hiding place, with an opening just large enough for the bird, and a water-
tight roof. There are so very many ways in which these may be provided, any boy can 
contrive to make all the bird houses that may be needed.” (p. 203). An illustration de-
picting three different bird houses clarifies these principles (Figure 1). We see an old 
hat nailed on the side of a barn with a hole for an entrance; a three-level pyramid on 
top of a pole, made of six ‘kegs’ nailed to planks; and a house-like structure made of  
wood. Two of these designs actually reuse obsolete objects originally intended for very 
different purposes. We thus have three very different-looking spatial configurations 
realized with three very different kinds of materials. Yet ‘any boy’ can understand that 
a single functional and spatial logic is giving rise to these three contrasting forms. 
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Fig. 1. Designing a birdhouse: three different spatial arrangements, three different kinds of 
materials, one set of functional requirements, one purpose. (Source: Halsted 1881, p. 203). 

Let us now move on to something more familiar to geographic information science 
researchers. Figure 2a shows an ordinary urban streetscape. We see buildings, roads, 
cars, parking spaces, and benches. No natural process has created any of these objects, 
and no natural principles can explain either their individual shapes or the overall ar-
rangement of the scene. Further, the location of a couple of natural objects visible on 
the picture – the trees – cannot be explained by any cause known to nature. Like in 
the case of the birdhouses, some intentional agent must have decided that the space in 
question needed to be configured in that particular way. And finally, exhibit number 
three (Figure 2b): Here is a natural landscape. Or is it?... A closer look reveals a num-
ber of straight lines crisscrossing the scene that have close to zero chance of having 
been generated by natural processes. The alert observer immediately realizes that 
these are the traces of earlier cultivation on a now abandoned landscape. This land-
scape and the streetscape of Figure 2a thus have something very important in com-
mon: even though no human presence is directly visible in either of them, they both 
reflect human purposes, the former through the outlines of old fences and retaining 
walls that used to support specific agricultural practices, the latter through the urban 
functions of shopping, resting and circulation served by its constituent parts and over-
all configuration. 

So here is the point: Most landscapes that GIS deals with today are to a greater or 
lesser extent humanized landscapes, spatially organized so as to support specific func-
tions, and changing over time as human purposes change. People intuitively under-
stand why spaces are configured in particular ways, and they can anticipate what 
kinds of things should or should not be there based on explicit or implied purposes 
and the spatial functions that serve these purposes. In less obvious cases people will 
ask – but may lack the information to answer – questions such as: 

 

• What is the purpose of this spatial object? 
• What is the function of this place? 
• What parts should compose this place? 
• What else should be next to this place? 
• How should this place be connected to other places? 
• Is there a reason (not cause) for these changes on the map between time a and 

time b? 
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 (a) (b)  

Fig. 2. (a) is an ordinary streetscape making no secret of its functions and purposes, including 
the purpose of the few ‘natural’ elements visible; whereas (b) is a natural-looking landscape 
that  still bears physical traces from a time when it was used to meet specific agricultural needs. 
(Sources: (a) http://www.quinn-associates.com/projects/DecorVillage; (b) © J. Howarth.) 

• Has the function of this place changed recently? 
• How should this place change now that related activities or functions are chang-

ing? 
• How should this place be configured in order to support the anticipated activities?  

 

Yet the ability of GIS to support these kinds of queries is currently very limited. This 
is because the thinking behind the understanding of function and purpose is not ana-
lytic but synthetic and normative, whereas GIS is foremost an analytic tool. It may be 
argued that about one-half of natural spatial reasoning – the synthetic half – is not 
properly supported by GIS and is largely ignored in geographic information science. 
This paper presents a case for expanding the formal reach of the latter and the practi-
cal vocabulary of the former by introducing ideas and methods from the normative 
and synthetic sciences of planning, engineering, and design – more generally, from 
the disciplines known as the design sciences. Herbert Simon’s seminal essay The Sci-
ences of the Artificial [2] has contributed significantly to the recognition of the design 
disciplines as a distinct field of systematic intellectual endeavor, and to the under-
standing of the products of design – whether material or abstract – as belonging to an 
ontologically distinct class.  

This paper focuses not on the activity of design itself but rather, on the question of 
how to introduce into GIS the concepts and modes of reasoning that will allow users 
to query and better understand human-configured – that is, designed – spatial entities. 
These include natural entities adapted for human use, from the vegetable garden in 
your yard to the Grand Canyon in its role as international tourist attraction, as well as 
those entities that are created entirely by humans to be university campuses, freeway 
or sewer networks, or cities. Even though the ultimate objective is practical, the prob-
lem of representing designed entities in a form that supports non-trivial automated 
reasoning and queries raises some very fundamental theoretical issues. Current ap-
proaches based on attribution facilitate the classification of such entities but as we 
will see below, this may not be sufficient. On the other hand, decades of research and 
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software development in architectural and industrial design have yielded important 
insights into how designs are generated, but not on the inverse problem, more relevant 
to geographic information science, of how to decipher a ‘designed’ geographical en-
tity. Still, there is much to be learned from these efforts to formalize the design proc-
ess. Drawing on the theoretical design literature, the next section discusses the logic 
of design, which relies on synthetic, normative thinking and uses abductive inference 
extensively. Section 3, entitled ‘The language of design’, briefly explores the question 
of whether synthetic thinking in the geographic domain may require additional spatial 
concepts. It then introduces the concepts of functions, purposes, and plans that are 
central to synthetic thinking, and proposes a tentative solution to the problem of ex-
panding the representation of function and purpose in human-configured geographic 
entities.  Inevitably, the Conclusion that follows is brief and open-ended, more geared 
towards a research agenda than any concrete findings or recommendations.  

2   The Logic of Design: Synthetic Thinking and Abduction 

2.1   GIS and the Sciences of the Artificial 

Spatial thinking as currently represented in geospatial models and software is over-
whelmingly of the classic analytic kind that characterizes traditional science. Analytic 
thinking has been formalized, codified and successfully applied to scientific problems 
for centuries. However, it is not the only kind of systematic thinking of which humans 
are capable. Analytic thinking describes the world as it is (or may be), while humans 
are also very adept at reasoning about the function and purpose of things, easily 
switching between ‘how does it look’ to ‘how does it work’ to ‘what is it for’. For 
example, an experienced engineer can look at a piece of machinery and (a) describe 
its structure, (b) based on that description, figure out how the machine works, and (c) 
from its function, infer the purpose for which the machine was built [3] Conversely – 
and more typically – the engineer will begin with a goal (purpose) to be met and will 
synthesize a product that functions in desired ways based on specific analytic proper-
ties of material and structure. Goal-oriented synthetic thinking of this kind is also 
known as normative because it is concerned with how things should or ought to be in 
order to fulfill their intended purpose. While ‘normative’ is usually contrasted with 
‘positive’, normative reasoning also bears a symmetric relationship with causal rea-
soning which seeks to derive analytic explanations (Tables 1& 2). Synthetic, norma-
tive thinking characterizes not only the engineering sciences but more generally, the 
design disciplines which, in the geospatial domain, range from architecture, landscape 
architecture, and planning to decision science, spatial optimization, and various forms 
of spatial decision support. In actual fact, both the traditional sciences and the design 
disciplines use synthetic as well as analytic thinking, and normative as well as causal 
reasoning, though in different ways and with different emphases [4]. This paper ar-
gues for the need to expand the scientific reach of spatial thinking so as to formally 
integrate analysis and synthesis and thus also enable normative inferences that involve 
the functions and purposes of things.  



346 H. Couclelis 

Table 1. Normative versus causal reasoning 

Normative Causal 
what x in-order-for y y because x 

 
what purpose in-order-for spatial-

pattern 
spatial pattern is-caused-by process 

what spatial-pattern in-order-for 
purpose 

process causes spatial-pattern 

 
This integration is critical because the majority of the earth’s landscapes now bear 

the traces of purposeful human intervention as the land is continuously adapted to 
support specific functions and activities of everyday life. Landscapes adapted by peo-
ple are not just abstract spaces but places rich in personal and cultural meanings. Yet 
we still lack the formal conceptual frameworks, methodologies, and tools to deal with 
notions that will help analyze, understand, and anticipate spaces configured for human 
use and the reasons why these are the way they are, and to understand places as well 
as spaces. While concern for function and purpose is common in both the social and 
the life sciences, that interest is not well supported – at least not in the geospatial do-
main – by an appropriate scientific infrastructure to help formalize and implement 
modes of thinking that connect the configuration of the land with its functions and 
purposes. We would like to be able to represent in geospatial databases, and better 
understand with their help, the human motivations that led to the emergence of par-
ticular geographic landscapes and the ways that changing motivations lead to changes 
in land use and land cover. Such understandings will be essential if we are to model 
the complex changes now occurring in the ways the earth’s surface is used, and their 
implications for the sustainability of both human populations and biota.   

A number of different areas of thought, many with a spatial emphasis, have devel-
oped around normative and synthetic thinking. As mentioned earlier, engineers design 
structures, machines, devices, algorithms, and new materials that function in particu-
lar ways to meet specific purposes. So do the planning disciplines, from architecture 
and urban design to landscape architecture and regional planning, which seek to con-
figure geographic space so that it may better support particular human activities or 
ecological functions. Decades of efforts have gone into formalizing the design proc-
ess, resulting in both increased theoretical understanding and the development of 
software for the support of architectural, industrial, and other design activities [5] [6] 
[7]. On the formal side, artificial intelligence has contributed considerably to our un-
derstanding of synthetic and normative reasoning through the work on plan genera-
tion, frames, expert systems and other topics characterized by inferential reasoning 
that is neither primarily deductive nor inductive [8]. More recently the international 
DEON1 conference series, “…designed to promote interdisciplinary cooperation 
amongst scholars interested in linking the formal-logical study of normative concepts 
and normative systems with computer science, artificial intelligence, philosophy, or-
ganization theory and law”, [9] has helped broaden the appeal of normative thinking 
well beyond its traditional strongholds.  

                                                           
1 ‘Deon’ is the Greek word for ‘what needs to be’ and gives rise to ‘deontic logic’, a notion 

closely related to the term ‘normative’ which is derived from the Latin. 
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Table 2. Contrasting the dominant analytic stance of GIS with the synthetic stance of the de-
sign sciences 

GIS & traditional sciences The Design sciences 
Analysis Synthesis 

From instances to principles From principles to instances 
Causal Goal-oriented 

Descriptive Prescriptive 
Positive Normative 

IS OUGHT 

 

GIS continues to rely on a predominantly analytic mode of thinking, despite the 
fact that many of the entities it represents, from roads and cities to rice paddies and 
ski runs, are such as they appear because they are configured in order to support spe-
cific human activities and purposes (Table 2). While for years GIS has very success-
fully supported spatial decisions relating to the allocation and configuration of such 
entities [10], it cannot yet support queries as to why – say – there is a small structure 
at the bottom of the ski slope and whether another one should be expected to be at the 
top, or how that entire configuration of open spaces and installations may change if 
the ski resort closes for good. This is because GIS databases and operations can  
provide highly detailed descriptive information on what is out there but they don’t 
normally place entities and relationships in the context of the human activities that 
require spaces to be configured in particular ways [11]. The difficulty of distinguish-
ing between land cover and land use in GIS provides the archetypal example of what 
may be missing from analytic descriptions of the geographic world [12]. In traditional 
representations of land use, residential areas, roads, and buildings are coded no differ-
ently than lakes, streams and rock outcrops, with only an item key or map legend in-
dicating that these are actually artifacts – artificial things that people made and placed 
there for a purpose. While the purpose itself is invisible, it is reflected in characteristic 
functional spatial relations robust enough to be sometimes recognizable not only by 
human intelligence but also by machines. Thus Ahlqvist and Wästfelt [13] were able 
to develop a neural net algorithm that could identify summer farms in Sweden from 
medium resolution satellite imagery. These farms consist of a collection of different 
land cover patches that stand in specific spatial relations to one another. Their com-
plex spectral signatures defy automated detection at medium resolution, but giving the 
algorithm some hints about necessary functional relations (here, a couple of distances 
between patches that belong to different land cover classes) results in highly accurate 
identification of summer farms. What kind of spatial thinking does that experiment 
point to? What connects Swedish summer farms, streetscapes, abandoned fields, ski 
slopes, and birdhouses –geographically speaking? How could we harness the underly-
ing logic so as to expand the range of queries that GIS could support? These are the 
questions that this paper sets out to address.  

2.2   Abduction in Geographic Information Science and GIS 

As Chaigneau et al. [14] note, “Function is central to our understanding of artifacts. 
Understanding what an artifact is used for, encompasses a significant part of what we 
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know about it” (p. 123). The inability of GIS to properly support this kind of under-
standing is likely what prompted Bibby and Shepherd [15] to write: “the ‘objects’ 
represented in GIS are unquestionably assumed to have a prior, unproblematic exis-
tence in the external world….a crippingly restrictive conceptualization of objects”( p. 
583). Artifacts, which in the general case include both artificial objects like roads and 
buildings and spatial adaptations like gardens and Swedish summer farms, are always 
the formal or informal, explicit or implicit products of design. Note that ‘design’ 
means both drawing and intention. It is the intentional dimension of artifacts that is 
the key to understanding their nature, and which makes a simple tin can, in Simon’s 
[2] example, an object of an ontologically more complex order than a tree. While hu-
mans will immediately recognize the tin can as an instance of an artificial container, 
no amount of analysis of geometry, topology and attributes can provide a satisfactory 
understanding of that object.  

All complex reasoning, including spatial reasoning, involves three complementary 
modes of inference: deduction, induction and abduction. The relationship between 
these modes is shown in Table 3. All three involve, at different stages (a) rule(s), by 
which we mean the general principle(s), premises or constraints that must hold; (b) 
case(s), that is, exemplar(s) of phenomena to which the rules do or may apply; and (c) 
a result, or the specific state of affairs to which the rule(s) is or may be applicable. 
These three modes have different properties. Deduction, induction and abduction 
yield certain inference, probable inference and plausible inference, respectively. But 
also, the amount of entropy (information to be obtained) from the inference increases 
in that order, being minimal for deduction and maximal for abduction. All three 
modes are present in scientific reasoning, from the deductive power of mathematics to 
the value of fruitful generalization from a sample, to the inferential leap leading to 
new discoveries.  

Table 3. Symmetries connecting the three basic modes of inference (after Peirce: see [16]) 

Deduction Induction Abduction 
Rule Case Result 
Case Result Rule 

Result Rule Case 
 
Deduction and induction have both been extensively formalized over centuries of 

mathematical and scientific development and deduction in particular is amply sup-
ported in software, including in GIS. Abduction on the other hand, even though it was 
sketched out (and named) by Aristotle, was only rediscovered in the late 1800s by 
Peirce [16] and still lacks the recognition and degree of formal support that deduction 
and induction have enjoyed since antiquity. As Worboys and Duckham [17] note, “In 
general, computers rely solely on deductive inference processes, although inductive 
and abductive reasoning are used in some artificial intelligence-based systems. As a 
consequence, processing in a computer is deductively valid, but this mode of reason-
ing prevents computers from generating new conclusions and hypotheses” (p.297).  
Indeed, abduction produces a plausible explanation or hypothesis (‘case’) for a given 
state of affairs (‘result’) such that the explanation satisfies a number of premises or 
constraints (‘rule’) that may be theoretical, methodological, empirical or pragmatic. 
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Formalizations of the abduction problem can be found in the design and artificial in-
telligence literatures, e.g.  [5],[18]. For example, according to [18], “the abduction 
problem is a tuple 〈Dall, Hall, e, pl 〉 where Dall is a finite set of all the data to be ex-
plained; Hall is a finite set of all the individual hypotheses; e is a map from subsets of 
Hall to subsets of Dall (H explains (e(H)); pl is a map from subsets of  to a partially 
ordered set (H has plausibility pl (H)). H is complete if e(H) = Dall; H is a best expla-
nation if there is no H´ such that pl(H´) > pl (H).” (p. 28). The range of pl (H) may be 
a Baysian probability or other measure with a partially ordered range and is estimated 
in the context of the ‘rules’ (prior knowledge) applicable to the case. 

Abduction is often discussed as the logic of medical diagnosis or detective work al-
though its application is much broader, since it underlies constraint satisfaction prob-
lems and hypothesis generation of any kind. Abduction has also been recognized as 
the hallmark of synthetic thinking in general and of design in particular, in the sense 
that every design problem is a constraint satisfaction problem, and every design solu-
tion is a hypothesis in that the design in question is a plausible answer given the facts 
of the matter. For example, the design of a house must satisfy a number of environ-
mental, legal, social, and resource constraints, along with spatial constraints of mini-
mum area and height, of adjacency, connectivity, occlusion, etc. that derive directly 
from the domestic functions (cooking, entertaining, sleeping,…) to be supported. 
While many routine tasks in the geographic information domain involve abductive 
thinking (e.g., the interpretation of imagery or more generally, of patterns in the data, 
or the development of models of spatial processes in the absence of general laws), 
certain equally important tasks relating to artificial entities in particular are not cur-
rently supported by GIS and related tools. Examples include: identifying the function 
and/or purpose of an untypical spatial configuration; reconstructing the plan of a par-
tially preserved archaeological site; identifying the location of spatial parts function-
ally related to a particular artificial entity; predicting changes in land use and land 
cover given knowledge of changes in human activities; deciding whether an apparent 
change on a map relative to an earlier map is real or the result of a mapping error; and 
designing any land use, watershed, or landscape plan to serve specific human or eco-
logical purposes within existing geographical and resource constraints [19]. 

The next section argues that the tools to support such tasks are not well developed 
because the necessary concepts and modes of reasoning, and their relationships to 
more familiar spatial concepts and analytic modes of reasoning, have not been suffi-
ciently investigated in geographic information science. These are however well estab-
lished in the synthetic, design sciences, from which we may have much to learn. 

3   The Language of Design  

3.1   The Vocabulary of Design 

What may be the ontological implications of expanding the language of GIS so as to 
include synthetic thinking and the purpose-orientation of design? A useful place to 
begin is the investigation of the spatial concepts involved in design and in analytic  
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geospatial science, respectively. Are they the same concepts? If so, what distinguishes 
the two perspectives? Are there two overlapping but not identical sets of concepts? If 
so, what are the differences? At least one project exploring these questions is already 
underway, currently developing a catalog of spatial terms extracted from the literature 
of both analytic geography and design [20]. For the purposes of the present paper a 
top-down approach building on the discussion in the previous sections appears more 
suitable.   

As mentioned earlier, both analytic and synthetic reasoning are based on the three 
complementary inference modes of deduction, induction and abduction, though these 
are used differently in the two perspectives and to different ends: for describing a pre-
sent, past, or future state of the world in the analytic case, and for bringing about a 
different state of the world in the synthetic case. This difference is akin to the distinc-
tion made in the philosophy of mind between the two ways, or ‘directions of fit’, in 
which intentional mental states can relate to the world2. Thus the mind-to-world direc-
tion of fit, which includes beliefs, perceptions and hypotheses, concerns actual states 
of the world (facta), whereas the world-to-mind direction, which includes intentions, 
commands, desires and plans, concerns states of the world that do not yet exist but 
that one wants to make happen (facienda) [21]. It is easily seen that analytic thinking 
is about facta whereas synthetic thinking is about facienda – this is precisely the IS-
OUGHT distinction highlighted at the bottom of Table 1. 

This brief foray into the philosophy of mind reinforces the notion that the critical 
difference between analytic and synthetic thinking is on the side of the observer-
actor’s intentional stance rather than the world. It also suggests, though it does not 
prove, that any differences in vocabulary between analysis and design should also be 
on the side of intentional rather than spatial terms. One may surmise that there will be 
differences in emphasis (i.e., some spatial terms will be more prominent in analysis or 
in design because they relate to concepts that are more important in one or the other 
tradition), and that there will be qualifiers to spatial concepts commensurate with the 
objectives of each of the two perspectives. As an example of differences in emphasis, 
take the concept of ‘pattern’. It is central to both analytic geospatial science and de-
sign, but many more synonyms of the term are commonly used in the latter: shape, 
structure, configuration, arrangement, composition, design, motif, form, etc. [22]. 
This is because ‘pattern’ and related notions are very critical to design, being in many 
cases the end result of the design activity itself. Spatial analysis, on the other hand, 
places considerable emphasis on uncertainty-related spatial concepts such as fuzzy 
regions, epsilon bands and error ellipses, because its objective is not to change the 
world but to accurately represent it. (Clearly, these concepts are also very important in 
some areas of engineering design, though as constraints rather than as objectives). 
Because of the emphasis on correct representation, accuracy, precision, fuzziness, and 
so on are also important qualifiers in analytic spatial thinking, whereas the synthetic 
stance is much more invested in concepts that qualify the fitness-for-use (aesthetic as 

                                                           
2 This distinction is also familiar from the philosophy of language, where the focus is on speech 

acts rather than intentional mental states. See [27]. 
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well as practical) of the products of design, such as ‘efficient’, ‘functional’, ‘harmoni-
ous’, ‘pleasant’, ‘symmetric’, ‘human-scale’, or simply ‘good’.  

Having found no significant differences in the vocabulary, i.e., in the spatial terms 
used in analysis and in design, the next question should be about the syntax: How are 
spatial elements put together to yield arrangements that support specific human  
purposes? What is it about the resulting forms of artificial entities and spatial configu-
rations that allows them to serve such purposes? How can we understand what these 
configurations and entities are for, and how they relate to human activities? The first 
question concerns design as a process and is beyond the scope of this paper. The other 
two, which are about making sense of what humans have designed and built, are ex-
plored in the following.  

3.2   Purposes, Functions, Activities, and Plans 

Purpose is what makes the human world tick and yet there is no place for it in tradi-
tional analytic science, whether natural or social. Traditional science is the realm of 
causes and effects. Purpose, on the other hand, is what the design sciences are 
about. In the spatial realm, purpose is the interface between the human world of 
intentions and the world of intentional spatial configurations – the adapted spaces 
that we call farms, airports, transport networks, or cities. Purpose itself is invisible 
and immaterial, but it is expressed spatially through activities and functions. Thus 
farmers engage in a host of different activities that may include feeding, breeding 
and moving livestock, growing, harvesting, storing and transporting crops, running 
a horseback-riding barn or bed-and-breakfast, and so on. Similarly, airports are the 
places where airplanes take off and land, where aircraft and service vehicles circu-
late and park, and that people enter and navigate to specific departure gates; and so 
on. Mirroring the activities, which are temporally bounded occurrences, are the cor-
responding functions, which are associated with the corresponding artificial entities 
in a more enduring (though not necessarily permanent) fashion. The barn is still the 
barn after the animals have left; the airport is still the airport, and the departure 
gates are still the departure gates during the night hours when there are no rushing 
passengers or departing flights. Functions reflect the abstract relational structures 
characterizing human-configured spatial entities of a particular class: Every farm is 
unique, but all store the hay as close as possible to both a delivery road and to 
where the cows are kept. Further, the functions themselves are reflected in the 
adapted spaces, the concrete, appropriately configured entities made up of special-
ized sub-spaces with the required geometrical and other attributes, standing in spe-
cific spatial relationships to one another. Finally, these four elements – purpose, 
activity, function and adapted space come together in (spatial) plans (Figure 3). 
These plans may be implicit or explicit; they may be formal or informal; they may 
be individual or collective; they may be laid down on clay tablets or on paper, or 
they may reside in peoples’ minds; and they may be finite and immutable or they 
may be always in flux. No matter in what form, plans always express a desire to 
adapt geographic space to specific purposes and to the functions and activities these 
purposes entail. 
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Fig. 3. How purposes, functions, activities, and adapted spaces may come together in plans 

The tightly knit nexus of concepts represented in Figure 3, where some of the rela-
tions are as important as the entities, presents challenges for current, mostly object-
oriented geographic information ontologies. The concept of function is particularly 
problematic because it cannot be properly specified except in the context of activity 
on the behavioral side, and of adapted-space on the spatial: functions mirror the for-
mer and are expressed in the later. Functions change when activities change and this 
also (frequently) causes changes in adapted spaces. Functions are thus relational con-
cepts, somewhat like roles, which get their meaning from being associated with both a 
role-player and a context and which for that reason are not attributes, though both 
roles and functions are sometimes treated as such [23] [24]. It is indeed often suffi-
cient to assume that naming an artifact is enough to specify its function (a knife is for 
cutting, a bridge is for crossing), but this ignores the fact that functions are largely in 
the eye (interests) of the beholder: a knife is also for spreading butter and for prying 
open lids, and so on. Thus a road bridge IS-A bridge and will normally be classified 
along with railroad and covered bridges. But if one is interested in the function of 
allowing vehicles to get to the other side of the river, the road bridge will more likely 
be classified along with fords and ferries, while from the perspective of the ecologist 
concerned with wildlife corridors, the function of a road bridge may be to provide a 
safe underpass for animals This fluidity of function, the endless affordances provided 
by natural as well as artificial entities that help support human activities and meet 
goals, is not well supported by current geographic information ontologies. This is also 
why functional classification is usually considered too problematic to undertake, even 
though it would often make more sense from the user’s viewpoint [25].  

Elsewhere I proposed an ontological framework for geographic information that 
includes the concepts of purposes, functions, and adapted spaces [26] but leaves out 
activities and plans. Not coincidentally, activities and plans are the only two synthetic 
concepts in this group. Activities are complexes of individual actions, at different 
levels of granularity, woven together so as to help realize specific purpose(s); plans 
are the quintessential examples of synthetic, design-oriented thinking. Purposes, on 
the other hand are antecedents, adapted spaces are outcomes, and functions are  

Purposes 

Activities    PLANS Adapted Spaces 

Functions 
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abstract expressions of the properties that make adapted spaces and activities corre-
spond with each other. In this scheme, (user) purposes are at the very top of the hier-
archy, thus drastically narrowing and refining the scope of relevant functions to be 
considered. Along similar lines, Howarth [19] has proposed and implemented a model 
for mapping activities at different levels of granularity into correspondingly nested 
adapted spaces by means of plans, and demonstrated the practical utility of that work 
with case studies from a historic California island ranch. For example, the function of 
an unlabeled rectangular space represented on an old map could be abductively in-
ferred from a knowledge of the activities constituting a day of rounding up sheep by 
the ranch cowboys: based on qualitative information on the spatio-temporal pattern of 
these activities, and map information on distances and site characteristics, it was  
correctly concluded that the rectangle in question was used as a horse corral for the 
cowboys’ mid-day break. 

Searle’s theory of Intentionality [27] may help provide a framework for completing 
the integration of the five elements of Figure 3. As discussed earlier, desires and pur-
poses underlie the ‘world-to-mind’ direction of fit – changing the world so as to fit 
what’s in the mind – and this notion of ‘direction of fit’ is closely connected in phi-
losophy to that of ‘conditions of satisfaction’ What kinds of conditions can satisfy the 
purpose of making a living on a farm, or of running an efficient airport that is attrac-
tive to travelers and safe for everybody? Not all of the answers are of course spatial, 
but many are, and formalized spatial thinking ought to be able to grasp them. Accord-
ing to Searle the conditions of satisfaction for the world-to-mind direction of fit re-
quire world-changing physical actions by intentional agents. Two related kinds of 
intentions are distinguished: prior intentions, which are mental, and intentions in ac-
tion, which are involved in carrying out the intended physical act and thus realize the 
conditions of satisfaction of the original desire or purpose. We are here interested in 
intentional actions that enfold in, and change the geographic-scale world. Figure 3 
suggests two different kinds of such actions: those making up the complex activities 
that directly realize in whole or in part the conditions of satisfaction of the original 
desire or purpose (e.g., the daily activities involved in  running a horseback-riding 
barn), and those needed to adapt a space so that it may adequately support these ac-
tivities (e.g., developing the barns, corrals, riding rings, storage areas, office spaces, 
access routes, parking areas, etc. in the required sizes, configurations and spatial rela-
tions to one another). In addition to these two kinds of activities (one on-going, the 
other temporally delimited) which reflect two different intentions-in-action, there is a 
single prior intention expressed in the plan.  

An important point in Searle’s [27] theory of intentionality is the symmetry be-
tween the world-to-mind direction of fit that characterizes world-changing actions by 
intentional actors, and the more passive mind-to-world direction of fit that results in 
understanding and interpreting the world and its changes. With this last observation 
we may now have enough conceptual ammunition to tackle the central question of 
this paper: How could we expand current formalizations of spatial reasoning so that 
they may also support the interpretation and understanding of spatial entities purpose-
fully developed or changed by humans. In other words, the challenge is how to get at 
the hidden underlying plan that ties together the functions and purposes of a human-
configured feature in the landscape, its spatial organization, and any activities relating 
to it that we may be able to observe. 
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This appears to be a task tailored for abductive treatment. As discussed above (see 
Table 3), the basic form of abductive inference may be written as: result x rule  → 
case. Here the ‘result’ may be the spatial configuration on the ground that must be 
interpreted; the ‘rule’ would then be the set of known functional organizations that 
may correspond to the spatial configuration at hand; and the ‘case’ would be the ten-
tative identification of the artificial spatial entity in question as being very likely - a 
summer farm, a winery, a sacrificial place, a spa, a secret military installation. As 
Howarth [19] has shown, abduction may be used in this way for obtaining plausible 
answers to many different kinds of queries, under both static conditions and in cases 
where some changes from previous states have been observed, depending on what 
may be known and what may need to be inferred from among the elements illustrated 
in Figure 3. It thus appears possible that we may eventually be able to approach the 
outcomes of normative, synthetic human thinking in geographic space as rigorously 
and systematically as we do the products of natural processes. 

4   Conclusion 

Spatial configurations in humanized landscapes realize implicit or explicit spatial 
plans, which are schemas for promoting specific human purposes related to the land. 
Purposes are reflected in functions; functions support activities; activities enfold in 
adapted spaces; and plans connect these elements into normative configurations or 
designs. I argued that geographic information science should embrace this fundamen-
tal insight stemming from the design disciplines – not because it is itself a design  
discipline, or needs to be, but so as to be able to properly represent and analyze the 
human-configured landscapes around us. So far, with the exception of activities, the 
concepts surrounding the notion of (spatial) plan have received scant attention in 
mainstream geographic information science. It seems that the reasons for this appar-
ent neglect have less to do with a lack of interest in these issues, and more to do with 
the ways spatial reasoning has been formalized and codified to date. 

The paper identified two areas, quite possibly connected, where current approaches 
to spatial reasoning could be augmented. The first is the facilitation of abductive  
inference so as to complement the inductive and deductive forms already routinely 
supported in available models and software. The second is the expansion of current 
geographic information ontologies so as to encompass and implement the intercon-
nected concepts of purpose, function, activities, adapted spaces, and plans. This will 
by far be the harder task of the two, requiring us to grapple with culturally contingent 
issues of means and ends, of needs, wants and choices, as well as with some contro-
versial chapters in the philosophy of mind and social reality. Yet human purpose and 
its traces on the land, and conversely, the land’s role in shaping human purpose, have 
been for decades the central themes in certain qualitative areas of geography from 
within the humanistic, cultural, and regional perspectives. We may have something to 
learn from these old-fashioned approaches also. As geographic information science 
matures with the passing years, I am reminded of a quote by a now anonymous (to 
me) researcher from the RAND Corporation: “In our youth we looked more scien-
tific”. I would not be the least offended if geographic information science were also to 
have looked more scientific in its youth. 
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Abstract. Formal models of geographic space should support reasoning about its 
static and dynamic properties, its objects, their behaviors, and the relationships be-
tween them. Image schemas, used to embody spatiotemporal experiential abstrac-
tions, capture high-level perceptual concepts but do not have generally accepted 
formalizations.  This paper provides a method for formally representing topologi-
cal and physical image schemas using Milner’s bigraphical models. Bigraphs, ca-
pable of independently representing mobile locality and connectivity, provide 
formal algebraic specifications of geographic environments enhanced by intuitive 
visual representations.  Using examples from a built environment, we define topo-
logical schemas CONTAINER and LINK as static bigraph components, dynamic 
schemas INTO and LINKTO as rule-based changes in static components, and 
more complex schemas REMOVAL_OF_RESTRAINT and BLOCKAGE with 
sequences of rules. Finally, we demonstrate that bigraphs can be used to describe 
scenes with incomplete information, and that we can adjust the granularity of 
scenes by using bigraph composition to provide additional context. 

Keywords: Image Schemas, Spatial Relations, Built Environments, Bigraph 
Models. 

1   Introduction 

Modern information systems require models that incorporate notions of physical 
space in ways that move beyond the use of building information models (Laiserin 
2002), geographic maps, and wayfinding tools for assisting human navigation though 
these spaces.   Ubiquitous computing environments (Weiser 1993), such as ambient 
intelligent systems, require software agents that can detect and cause changes in 
physical environments. Conversely, humans and human aides (e.g., smart phones) in 
physical space can access and change information objects that exist in virtual space.  
An additional complication is that bounded regions in both physical and virtual spaces 
can have either tangible borders (e.g., brick and mortar walls) or borders established 
by fiat (e.g., the intangible dividing lines between co-worker workspaces in a shared 
unpartitioned office). In virtual environments systems may also be tangibly bounded 
(e.g., the confines of a single hard drive) or bounded by an internal software partition 
or firewall. Communication links in either kind of space can often cross boundaries 
freely. Although these issues are not new, this hybrid virtual-physical space of  
interaction continues to provide modeling challenges for spatial information theory. 
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Image schemas (Johnson 1987), used to embody spatiotemporal experiential ab-
stractions, model conceptual patterns that can be physical or non-physical  but do not 
have generally accepted formalizations despite numerous attempts (Egenhofer and 
Rodriguez 1999, Frank and Raubal 1999, Raubal, Egenhofer, Pfoser, and Tryfona 
1997, Raubal and Worboys 1999). They have a rich history as a support for spatial 
reasoning and inference, particularly in the use of translating spatial prepositions in 
language to relations (Mark 1989, Freundschuh and Sharma 1996, Frank 1998), as a 
basis for describing geographic scenes (Mark and Frank 1989), and as fundamental 
theories underlying good user interfaces and query languages (Mark 1989, Kuhn and 
Frank 1991, Kuhn 1993). However, distinct differences exist in the use of schemas in 
small-scale and large-scale environments (Frank 1998, Frank and Raubal 1998, Egen-
hofer and Rodriguez 1999), due in part to changes in inference patterns for spatial 
relations when the scale changes.  

Milner (2009) argues that models for spatially-rich systems should provide visuali-
zation tools that are tightly coupled with a formal system in order to support the needs 
of diverse communities including end-users, programmers, system designers, and theo-
retical analysts.  Milner's bigraphical models (Milner 2001) provide a formal method 
for independently specifying mobile connectivity and mobile locality. Combined with 
a set of reaction rules that dictate appropriate system transformations, bigraphs provide 
a unified platform for designing, formally modeling, analyzing, and visualizing ubiqui-
tous systems. Bigraphs were developed for the virtual world of communicating proc-
esses and ambient information objects.  While it has been argued that agents can be 
physical and can influence informatics domains, it has not yet been demonstrated that 
bigraphs are suitable models for mixed virtual and physical environments. 

This paper presents an approach for using bigraphs to formally model image sche-
mas for use in built environments. We argue that realizing key image schemas in 
bigraphs provides a novel and useful means to represent and visualize the static and 
dynamic relationships and behaviors of entities in built environments.  This work 
arises out of research on a theoretical framework for formally modeling ubiquitous 
computing environments as part of the multinational Indoor Spatial Awareness Pro-
ject1, and is a step towards our goal of developing a more comprehensive spatial the-
ory for built environments. 

In the remainder of the paper we provide the background of image schemas and bi-
graphical models and propose the use of bigraghs to formally represent and visualize 
key static and dynamic image schemas in built environments. We show how bigraphs 
can represent scenes with incomplete information, how bigraph composition can be 
used to increase and decrease the granularity of scenes by providing additional con-
text, present a built environment example utilizing image schemas and granularity 
shifts, and finally present our conclusions and future work.  

2   Background 

2.1   Image Schemas 

Image schemas are abstractions of spatiotemporal perceptual patterns. In his survey 
Oakley (2007) describes them as “condensed redescriptions of perceptual experience 
                                                           
1 http://u-indoor.org/ 
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for the purpose of mapping spatial structure onto conceptual structure”.  Johnson 
(1987) stated that these patterns “emerge as meaningful structures for us chiefly at the 
level of our bodily movements through space, our manipulation of objects, and our 
perceptual interactions” and that schemas can also be applied to “events, states, and 
abstract entities interpreted as spatially bounded entities”.  Since our goal is to model 
the locality and connectivity of entities in built environments, here follow several of 
the more useful topological and physical schema. 

2.1.1   CONTAINER 
This schema associates an entity serving as a container with expected relationships 
and behaviors. These can be either static or dynamic, for example we often associate 
the spatial relations inside and outside with some physical entity (e.g., in a room) or 
conceptual entity (e.g., in a conversation) as well as the dynamic behavior of moving 
out-of or into the entity serving as the container. There is also typically an explicit or 
implicit second entity that participates in the relationship or behavior associated with 
the container.  This schema is often associated with either SURFACE (Rodriguez and 
Egenhofer 1997) or SUPPORT (Kuhn 2007). However, many place relations, actions 
and behaviors in built environments can be explained with CONTAINER alone. 

2.1.2   LINK 
The basic LINK schema (Johnson 1987) consists of two entities connected by a 
“bonding structure” which could be physical, spatial, temporal, causal, or functional. 
He also identified potential extensions to this basic schema including relationships 
between more than two entities or between entities that are spatially or temporally 
discontiguous.  When the link structure is directed, this schema can become a building 
block for more complex schemas such as PATH (Kuhn 2007). 

2.1.3   FORCE 
Johnson identified seven basic FORCE schemas, two of which, BLOCKAGE and 
REMOVAL_OF_RESTRAINT, are particularly relevant. BLOCKAGE involves a 
force vector encountering a barrier and taking any number of possible directions in 
response, including the removal of the barrier. REMOVAL_OF_RESTRAINT in-
volves the actions of the force vector once the barrier has been removed by another. 

2.1.4   Spatial Relations from Schemas 
Many researchers have expanded upon Johnson’s original concepts to incorporate 
aspects of importance for GIS such as spatial cognition and relations (Freundschuh 
and Sharma 1996, Raubal, Egenhofer, Pfoser, and Tryfona 1997, and Frank and 
Raubal 1999). For example, Lakoff and Nunez (2000) expand upon Johnson’s sche-
mas to derive conceptual schemas for common spatial relations, such as in, out.  
Given a CONTAINER schemas where the entity serving as the container has an asso-
ciated interior, exterior, and boundary, IN and OUT schemas can be defined where 
the focus of the container is either on its interior (for IN) or exterior (for OUT).   

2.1.5   Algebras for Image Schemas 
Egenhofer and Rodríguez (1999) defined a CONTAINER-SURFACE algebra for rea-
soning with inferences about the spatial relations in/out and on/off.  They argue that 
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these schemas are particularly appropriate for small-scale “Room Space”, but demon-
strate that there are problems when applying it to large-scale geographic objects and 
spaces, or mixed environments.  In particular, they note that some inference-based rea-
soning does not directly translate between scales (Rodríguez and Egenhofer 2000). 

Kuhn (2007) proposed an algebraic theory built on image schemas for an ontologi-
cal specification of spatial categories. He focused on topological (e.g., 
CONTAINMENT, LINK, PATH) and physical (e.g., SUPPORT, BLOCKAGE) 
schemas, and provided algebraic specifications that associate type classes with uni-
versal ontological categories and type membership with universal class instantiation.  
His model offers a powerful formalism for combining schema behaviors using type 
class subsumption. Our approach, which formalizes schemas using an algebraic ap-
proach, should complement his theory. 

2.2   Bigraphical Models 

Milner's bigraphs (Milner 2001) provide a formal method for independently specifying 
mobile connectivity and mobile locality, and are intended to provide an intuitive formal 
representation of both virtual and physical systems. Bigraphs have a formal definition in 
category theory (specifically as abstract structures in strict symmetric monoidal catego-
ries), but in this paper we use Milner’s simpler visual descriptions that are tightly  
coupled with the underlying algebra. Bigraphs originate in process calculi, especially 
the calculus of mobile ambients (Cardelli and Gordon 2000) for modeling spatial con-
figurations, and the Pi-calculus (Milner 1999) for modeling connectivity. Ambients, 
represented as nodes in bigraphs, were originally defined as “bounded places where 
computation occurs” (Cardelli 1999).  In bigraphs nodes have a more general interpreta-
tion as bounded physical or virtual entities or regions that can contain other entities or 
regions. For example, a built environment can be modeled with a bigraph containing 
nodes representing agents, computers, rooms, and buildings that also represents the 
connectivity between agents and computers (Milner 2008).  

2.2.1   Place Graphs 
Containment relations between nodes in bigraphs are visualized by letting nodes con-
tain other nodes. Other spatial relationships between regions such as overlap, meet, or 
equals are not expressible as place relations.  Every bigraph B has an associated place 
graph BP, which shows only the containment relations between entities.  Figure 1 
shows a simple bigraph B of an agent A1 and a computer C1 in a room R1with its place 
graph BP (a tree). The agent is not connected to the computer. 

 

Fig. 1. Bigraph B and place graph BP 
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2.2.2   Link Graphs 
Connectivity, or linking relations, are represented as hypergraphs, generalizations of 
graphs in which an edge may join any number of nodes.  Each node has a fixed num-
ber of ports indicating the number of links that it is permitted. Each edge represents a 
particular connection (relation) between the nodes it links, but does not typically de-
note a spatial relation such as physical adjacency. Every bigraph B has an associated 
link graph BL which shows only the connectivity between nodes. Figure 2 shows the 
bigraph B for the simple scene when the agent A1 is connected to the computer C1. 
Both the agent and the computer now have one port each that supports the link. The 
place graph BP shows only the containment relations in the scene and the link graph 
BL shows only the linking relations in the scene.  

 

Fig. 2.  Bigraph B with place and link graphs 

Figure 3, a variant of Milner’s example (Milner 2008), shows a more complicated 
scene with additional agents and an extra room and building. 

 

Fig. 3.  Built environment G with place and link graphs 

Bigraph G describes a scene in which agent A1 and computer C1 are inside room R1  
in building B1, another agent (A2) is inside a second room (R2), and a third agent (A3) 
is elsewhere. This place configuration is reflected in the place graph GP.  Three  
agents participate in a conference call (e1), the first agent is on a computer (e2), and 
the computer is connected to a LAN in the building (e3). This link configuration is 
reflected in the link graph GL. In this example rooms have no ports, but buildings 
have one for a LAN. Agents and computers each have two ports so that any agent can 



362 L. Walton and M. Worboys 

simultaneously connect to a conference call and to a computer. Any computer can 
simultaneously connect to an agent and network.  

3   Image Schemas in Bigraphs 

When considering a domain in which the location and connectivity of entities are the 
most important aspects of the setting, topological spatial schemas for 
CONTAINMENT and LINK can be used to describe key static topological relation-
ships, and sequences of bigraph transformations can be used to represent changes in 
connectivity and locality. More complex behaviors that use the FORCE schemas of 
BLOCKAGE and REMOVAL_OF_RESTRAINT can be used to model scenes in 
which, for example, an agent has to enter a locked room or building. 

3.1   Static Image Schemas in Bigraphs 

Bigraphs directly support the visualization of two static spatial schemas, 
CONTAINMENT and LINK. A node can contain another node (IN) or be connected 
to another node (LINK). Examples of both schemas are found in Figures 1-3 such as 
an agent being IN a room or having a LINKTO a computer. These correspondences 
follow directly from Milner’s discussions of his basic bigraph model (Milner 2008). 

3.1.1   Reaction Rules for Static Image Schemas 
Actions such as going into or out of a node or linking/unlinking can be described 
using bigraph reaction rules, pairs of bigraph parts indicating permissible atomic 
changes in bigraphs. For example, the action of an agent logging off a computer can 
be represented by an UNLINK_FROM rule. Figure 4 shows the visualization of the 
rule (left) and an example of its application to simple bigraph B to produce a new 
bigraph B’. No change in containment occurs when applying this rule. 

This is only one example of an unlink rule.  If we needed a rule to permit agents to 
leave a conference call we would need a new rule that permitted links between agents 
to be broken. Another useful rule is one that represents an agent’s ability to leave a 
room.  For this we need a reaction rule OUT_OF between an agent and a room. Since 
the room can contain other entities, our general rule should account for that by  
 

 

Fig. 4.  UNLINK_FROM rule applied to bigraph B 
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Fig. 5.  OUT_OF rule applied to bigraph B′ 

including a placeholder (illustrated with an empty grey region) for things in a room 
whose placement doesn’t change when the agent leaves the room. This rule and the 
result of applying it to bigraph B′ to produce bigraph B′′ are shown in Figure 5.  

To apply the rule we replace the placeholder region with the actual contents of the 
room besides the agent ( e.g., in Figure 5 the computer is also in the room). The con-
verses of these rules (LINKTO and INTO) are defined in the obvious ways by revers-
ing the arrows. 

3.2   Dynamic Schemas in Bigraphs 

In order to represent scenes in which an agent encounters a locked room physical 
FORCE schemas are required. For REMOVAL_OF_RESTRAINT Johnson (1987) 
suggested that a force can move forward when either a barrier is not there or when 
it is removed by another force. Figure 6 illustrates the simplest example of this 
schema, an INTO rule (the converse of OUT_OF), in which an agent can enter a 
region that has no barrier, or had a barrier that was previously removed by another 
force. 

If a region is locked (barricaded) then a BLOCKAGE schema must be invoked 
first. In the following examples agents are the forces seeking to move forward, 
“locks” are barriers, and “keys” are the forces that remove or bypass barriers.  Given 
this choice, we must determine the relations between agents and keys, and between 
the locks and regions. Figure 7 shows three possibilities.  

 

Fig. 6.  Simplest REMOVAL_OF_RESTRAINT 
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Fig. 7.  Three Agent-Key, Lock-Region relations 

In the first scene the agent possesses (contains) the key and the lock is in the re-
gion. In the second scene the agent and the region are only linked to the key and lock, 
and in the third the agent is linked to a key but the lock is represented as a barrier 
surrounding the region. The choice of relationships is dependent on the scene that is 
to be modeled. According to Johnson BLOCKAGE includes at least three possible 
reactions of a force when it encounters a barrier – it could go through the barrier (or 
remove it), go around (bypass) it, or take off in another direction.  

Figure 8 illustrates one possible formalization of BLOCKAGE followed by 
REMOVAL_OF_RESTRAINT.  The key is in (possessed by) the agent and the lock 
is in the room.  The key links to the lock (encounters the barrier) and bypasses it. The 
agent is free to enter the room once the lock is bypassed, and the lock link is released, 
permitting other keys to engage the lock in future reactions. As before, we include a 
grey placeholder region in the rules to indicate that other entities can be in the room 
when the agent enters it. The placeholder would be filled in with the actual contents 
of the room when the rule was used to modify a bigraph. 

 

Fig. 8.  BLOCKAGE followed by REMOVAL_OF_RESTRAINT 

Figure 9 presents an alternative version in which the key is linked to the agent but 
the lock is a barricade around the region.  The key links to the lock (encounters the 
barrier) and removes it.  Being unneeded, it also disappears (this could correspond, 
for example, to an agent using a pass to gain entry to an area and then discarding it).  
The agent is free to enter the region once the lock (barrier) has been removed. Again, 
the empty grey inner region indicates that the rules could be applied to settings in 
which there are other entities in the region that the agent enters. 

 

Fig. 9.  BLOCKAGE followed by REMOVAL_OF_RESTRAINT (alternate) 
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The first step in both examples is an instance of a LINKTO reaction rule, and a 
later step is an instance of an INTO reaction rule. You would not want to have  
a more general INTO rule in the set of atomic rules allowing an agent to enter a 
locked room directly, or a rule that permitted the key to link to a lock it was not 
intended for. The property of a key being the right key to open a lock is not typi-
cally shown explicitly in a bigraph visualization but would be part of the algebraic 
specification. These are only two possible realizations of the schemas. The manner 
in which particular reaction rules and schemas are defined is dependent on the 
properties, relationships, and behaviors of the entities in the particular domain being 
modeled.  

Bigraphs can be modified by the application of reaction rules, which typically 
change a single place or link relationship. Another way to create a new bigraph is by 
composition with other bigraphs to provide additional contextual information. 

4   Modifying Granularity though Bigraph Composition  

Bigraph composition typically does not modify existing relationships in a bigraph in 
the way that reaction rules do, but it may expand or refine them. For example, if 
there is an open link on a conference call (indicating that additional agents could 
participate) then composition could add a participant to the call but would not re-
move any of the current participants.  This is similar to the case shown previously 
when a reaction rule with a room containing a placeholder region was used to mod-
ify a specific bigraph by filling in the open place with the actual contents of the 
room when applying the rule. Enhancing bigraphs in this manner allows us to de-
fine settings for other bigraphs that permit decreasing and increasing the level of 
scene granularity.  

4.1   Bigraph Interfaces 

Composition between bigraphs is performed by merging interfaces. An interface is a 
minimal specification of the portions of a particular bigraph that support additional 
placings or linkings (openings for more containment or linking information).  If there 
are no such openings (e.g., the bigraphs in Figures 1-3) then the bigraph has the trivial 
empty interface.  

A place in a bigraph is a node or a root (outer region) or site (inner region).  Links 
can also be expanded with inner names and outer names for open links that support 
additional connectivity. Bigraph H in Figure 10 shows a room R1 containing a com-
puter C1 and a site (0), a placeholder for other entities that can appear in rooms. The 
computer also has an open link x1 for connecting to other nodes.   

Bigraphs can only be composed if their interfaces match. When bigraphs H and I 
are composed their interface (open link x1 and place 0) merge and disappear,  
resulting in bigraph J, where the agent appears in the room linked to the computer. 
In the merged place and link graphs JP and JL all the open places and links have 
disappeared.  
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Fig. 10.  Bigraph Composition 

5   Built Environment Example 

Consider a situation in which an agent with a key is confronted by a barrier (lock). 
Some information is missing, including whether she has the right key or not, whether 
she can reach the barrier and what is actually inside the barrier. Figure 11 shows one 
possible representation of this scene, a bigraph with open links and places.  

Bigraph I contains a scene in which there are two unspecified outer places (roots 1 
and 2). These might not be actual regions; the locality of the agent with respect to the 
barrier is currently unknown, but possibly different. In the first open place an agent is 
linked to a key for an unknown lock (indicated by open link x1). In the second a lock 
(barrier) has an unknown key (open link x2) and guards an unknown place (3).  Sup-
pose that we also have a coarser-grained view of the scene, a host bigraph H contain-
ing only an edge with two connected open links (x1 and x2) and open places (sites 1 
and 2). Figure 12 shows bigraphs H, I and also J, which describes a scene with a sin-
gle unspecified place (3) containing a room. 

The bigraphs can be composed in any order.  Composing H and I adds additional 
information to the scene. Open links with the same name merge, indicating that the 
key is linked to the lock. The open outer places 1 and 2 in bigraph I merge with their 
open place counterparts in bigraph H and disappear, which means that the agent, key, 
and lock are in the same place. Together, these merges mean that the agent has the 
right key for the lock, and that she can reach it since she is in the same place it is. 
Composing I with J adds the information that the entity guarded by the lock is the  
 

 

Fig. 11.  Bigraph I 
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Fig. 12.  Bigraphs H, I, J and their composition 

 

Fig. 13.  Invoking BLOCKAGE and REMOVAL_OF_RESTRAINT 

room R. The result of the double composition is the bottom bigraph, which provides 
the finest grained view of the scene.  

Now that we have a more complete representation of the scene we can invoke im-
ages schemas BLOCKAGE and REMOVAL_OF_RESTRAINT through the applica-
tion of reaction rules to model removing the barrier and allowing the agent to enter 
the room. Figure 13 shows an application of the rules from Figure 9. 

In the original view of the scene shown in bigraph I, it would have been difficult to 
model these actions with reaction rules because it was not known which lock (barrier) 
the key was for, whether the agent was in the same place as the lock, and what exactly 
the lock was guarding. Bigraphs with open links and places support the description of 
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scenes with incomplete information, and composing bigraphs can increase the granu-
larity of scenes by providing additional contextual information. 

6   Conclusions and Future Work 

This paper has provided a method for formally representing and visualizing topologi-
cal and physical image schemas for built environments.  Our primary goal was to 
demonstrate that bigraphical models were appropriate formalization and visualization 
tools for representing static and dynamic image schemas. Our examples take a subset 
of existing topological and physical image schemas and describe them using bigraph 
models in the context of built environments. Static schemas CONTAINER and LINK 
are represented using individual bigraph subcomponents with natural visual represen-
tations.  Dynamic schemas (such as INTO and LINKTO) are captured as bigraph 
reaction rules and visualized as a progression from one static bigraph component to 
another.  More complex dynamic schemas, such as BLOCKAGE and 
REMOVAL_OF_RESTRAINT, were derived using sequences of bigraph reaction 
rules for static schemas. These have many possible formalizations using reaction 
rules, and we demonstrated a few using variants of INTO, LINKTO, and their con-
verses. This suggests the existence of classes of reaction rules for certain schemas, 
and the possibility that more general specifications involving type classes of entities 
could be leveraged to form more general theories. We also demonstrated that bigraphs 
could be used to represent scenes with missing information, and that adjusting the 
granularity of scenes was possible using bigraph composition to add extra context. 

Ontologies for built spaces are of interest, and we are developing one for hybrid 
outdoor-indoor spaces for built environments based on a typology of the space and the 
entities it contains. Types for reactive systems are ongoing areas of research (Birke-
dal, Debois, and Hildebrandt 2006, Bundgaard and Sassone 2006), and could be used 
to guide an ontological categorization of entities, relations, and behaviors in outdoor-
indoor built environments, as Kuhn (2007) did in his ontological categorization of 
image schemas and affordances (Gibson 1977). 

An algebraic theory for bigraphs for built spaces is being developed and realized as 
algebraic specifications in the functional language Haskell, which provides rich sup-
port for defining and reasoning about algebraic concepts such as monoids and their 
accompanying laws. Milner’s bigraphs form a strict symmetric monoidal category 
(Milner 2009) with the bigraphs serving as the arrows and the interfaces serving as 
the objects in the category. Given this characterization, bigraph composition (used, 
for example, to modify scene granularity) is well-defined and avoids some of the 
issues that arise in the composition of arbitrary graphs. 

The possible behaviors of entities in certain specific environmental settings are 
also of interest, and we believe that modeling affordances in bigraphs would improve 
behavioral specifications. In the original ambient calculus reaction rules were estab-
lished based on the abilities of certain ambients (processes) to perform actions in the 
context they are in.  Similar reasoning should be possible in a hybrid virtual-physical 
environment for the richer classes of ambients used in bigraphs.  

Regarding the bigraph formalism itself, future work needs to focus on supporting a 
larger set of spatial relations (e.g., adjacency and overlap) and the kinds of spatial 
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reasoning that are customarily available in GIS.  While it is possible to describe spa-
tial relations using links, it would be desirable to have a formal representation more 
closely tied to the simple spatial relation visualizations we have become accustomed 
to. Worboys is currently developing formal spatial enhancements to bigraphs that 
would support richer spatial reasoning and inference tools. 

We would also like to develop support for reasoning about image schematic infer-
ence patterns in the bigraph algebra. Since inference patterns have been shown to be 
different in large and small scale environments (Egenhofer and Rodriguez 1999), 
once we have established the appropriate pattern formalisms we intend to examine 
whether or not these differences are still a major factor in our outdoor and indoor built 
environments. 

Another possible area of improvement is adding support for directed movement. 
We may develop directed bigraphs built on top of Worboys’ richer spatial bigraph 
model, or take advantage of existing directed bigraph extensions (Grohmann and 
Miculan 2007). An alternative or complementary approach would be to follow 
Kuhn’s strategy (Kuhn 2007) and create PATH from LINK and SUPPORT schemas. 
We could generate series of bigraph snapshot sequences produced by the application 
of appropriate LINK and SUPPORT reaction rules. It remains to be seen how best to 
incorporate direction or more quantitative measures of location and distance should 
they be necessary. 
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Abstract. We present an approach to assist the smart environment
design process by means of automated validation of work-in-progress de-
signs. The approach facilitates validation of not only the purely struc-
tural requirements, but also the functional requirements expected of a
smart environment whilst keeping in mind the plethora of sensory and in-
teractive devices embedded within such an environment. The approach,
founded in spatio-terminological reasoning, is illustrated in the context
of formal ontology modeling constructs and reasoners, industrial archi-
tecture data standards and state-of-the-art commercial design software.

Keywords: Spatio-Terminological Reasoning, Ontology, Requirements
Modeling, Smart Environment Design, Architecture.

1 Motivation

The field of Ambient Intelligence (AmI) is beginning to manifest itself in every-
day application scenarios in public and private spheres. Key domains include
security and surveillance applications and other utilitarian purposes in smart
homes and office environments, ambient assisted living, and so forth [30, 3].
Notwithstanding the primarily commercial motivations in the field, there has
also been active academic (co)engagement and, more importantly, an effort to
utilize mainstream artificial intelligence tools and techniques as a foundational
basis within the field [26, 4]. For instance, the use of quantitative techniques for
sensor data analysis and mining, e.g., to look for patterns in motion-data, and
for activity and behavior recognition has found wide acceptability [33, 24].

Shift in Design Perspective. As AmI ventures start to become mainstream
and economically viable for a larger consumer base, it is expected that AmI
projects involving the design and implementation of smart environments such as
smart homes and offices will adopt a radically different approach involving the
use of formal knowledge representation and reasoning techniques [4, 6]. It is en-
visioned that a smart environment will be designed from the initial stages itself
in a manner so as to aid and complement the requirements that would charac-
terize its anticipated functional or intelligent behavior [1]. Presently, a crucial
element that is missing in smart environment (and architecture) design pertains
to the formal modeling – representation and reasoning – of spatial structures
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and artifacts contained therein. Indeed, since AmI systems primarily pertain to
a spatial environment, formal representation and reasoning along the ontolog-
ical (i.e., semantic make-up of the space) and spatial (i.e., configurations and
constraints) dimensions can be a useful way to ensure that the designed model
satisfies key functional requirements that enable and facilitate its required smart-
ness. Broadly, it is this design approach in the initial modeling phase that we
operationalize in this research. Although the presented methods can be applied
to general architecture as well, they are of specific interest in ambient environ-
ments as the number of entities is much higher and thus, keeping track of possible
dependencies is more complex and complicated.

Absence of Semantics. Professional architecture design tools are primarily
concerned with the ability to develop models of spatial structures at different
levels of granularity, e.g., ranging from low-fidelity planar layouts to complex
high-resolution 3D models that accurately reflect the end-product. For instance,
using a CAD tool to design a floor plan for an office, one may model various
spatial elements representative of doors, windows, rooms, etc., from primitive ge-
ometric entities that collectively reflect the desired configuration. However, such
an approach using contemporary design tools lacks the capability to incorporate
and utilize the semantic content associated with the structural elements that col-
lectively characterize the model. Furthermore, and partly as a consequence, these
tools also lack the ability to exploit the expertise that a designer is equipped
with, but unable to communicate to the design tool explicitly in a manner consis-
tent with its inherent human-centered conceptualization, i.e., semantically and
qualitatively. Our approach utilizes formal knowledge representation constructs
to incorporate semantics at different layers: namely the conceptual or mental
space of the designer and a quality space with qualitative abstractions for the
representation of quantitatively modeled design data.

Semantic Requirements Constraints. As a result of absence of semantics,
it is not possible to formulate spatial (and non-spatial) requirement constraints,
expressed semantically at the conceptual level, that may be validated against a
work-in-progress design (i.e., the realization) at the precise geometric level. For
instance, from a purely structural viewpoint, a typical requirement in an arbi-
trary architectural design scenario would be that the extensions of two rooms
need to be in a particular spatial (topological or positional) relationship with
each other – it may be stipulated that certain structural elements within a real
design that are semantically instances of concepts such as ChemicalLaboratory and
Kitchen may not be next to each other, or should be separated by a minimum
distance. Such spatial constraints are important not because of the level of their
inherent complexity from a design viewpoint, which is not too much, but rather
because they are semantically specifiable, extensive, and hard to handle for a
team of engineers collaboratively designing a large-scale, inter-dependent envi-
ronment. Our approach formalizes the conceptualization and representation of
such constraints in the context of practical state-of-the-art design tools.
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1.1 Requirements Constraints in AmI Design

Semantic descriptions of requirement constraints acquires real significance when
the spatial constraints are among strictly spatial entities as well as abstract
spatial artifacts. This is because although spatial artifacts may not be spatially
extended, but they need to be treated in a real physical sense nevertheless, at
least in so far as their relationships with other entities are concerned. Since a
conventional working design may only explicitly include purely physical entities,
it becomes impossible for a designer to model constraints involving spatial arti-
facts at the design level, thereby necessitating their specification at a semantic
level. For example, in the design of ambient intelligence environments, which is
the focus of this paper, it is typical to encounter and model relationships between
spatial artifacts (see Section 3.2) such as in (A1–A3):

A1. the operational space denotes the region of space that an object requires to
perform its intrinsic function that characterizes its utility or purpose

A2. the functional space of an object denotes the region of space within which
an agent must be located to manipulate or physically interact with a given
object

A3. the range space denotes the region of space that lies within the scope of a
sensory device such as a motion or temperature sensor

Indeed, the characterizations in (A1–A3) are one set of examples relevant for
the example scenario presented in this paper. However, from an ontological
viewpoint, the range of potential domain-specific characterizations is possibly
extensive, if not infinite. Constraints such as in (C1–C3) may potentially need
to be satisfied with the limited set of distinctions in (A1–A3):

C1. the functional space of the door of every office should overlap with the range
space of one or more motion sensors

C2. there should be no region of space on the floor that does not overlap with
the range space of at least one camera

C3. key monitored areas that are connected by doors and/or passages should
not have any security blind spots whilst people transition from one room to
another

Constraints such as (C1–C3) involve semantic characterizations and spatial re-
lationships among strictly spatial entities as well as other spatial artifacts. Fur-
thermore, albeit being modeled qualitatively at a conceptual level, they also
need to be validated against a quantitatively modeled work-in-progress design
(e.g., a CAD model) in addition to checking for the consistency of a designer’s
requirements per se (Section 3.6).

1.2 Key Contribution and Organization

We apply the paradigm of integrated spatio-terminological reasoning for the
design and automated validation of smart spaces. The validation encompasses
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the structural as well as functional requirements expected of a smart environment
from the viewpoint of the sensory and interactive devices embedded within such
an environment. In essence, a quantity space, modeled accurately using primitive
geometric elements, is validated against a domain conceptualization consisting
of ontology of spatial entities, artifacts, architectural elements, sensory devices
and the relationships among these diverse elements.

Section 2 presents the ontological underpinnings of this work. Here, the con-
cept of integrated spatio-terminological inference is illustrated and the use of
spatial ontologies for AmI systems modeling is explained. Section 3 sets up the
apparatus for formal requirement constraints modeling with ontologies. This
is in turn utilized in the example scenario of Section 3.6, where the proposed
approach is demonstrated in the context of an industrial standard for data rep-
resentation and interchange in the architectural domain, namely the Industry
Foundation Classes (IFC) [9], and state-of-the-art commercial architecture de-
sign techniques, as enabled by the ArchiCAD [7] design tool. Finally, Section
4 discusses the work in its relationship to existing research, whereas Section 5
concludes with pointers to the outlook of this research.1

2 Ontology, Architecture and Ambient Intelligence

Ontologies are defined as “a shared understanding of some domain of interest”
[31]. Their structure consists of classes, relations between classes, and axiomati-
zations of classes and relations (cf. [28] for further information). In the case of
AmI systems ontologies can then provide a formalization of entities, relations,
and axiomatizations specifically for the AmI environment, as described below.

2.1 Ontologies and Spatio-terminological Reasoning

Although ontologies can be defined in any logic, we focus here on ontologies
as theories formulated in description logic (DL), supported by the web ontol-
ogy language OWL DL [23]. In general, DL distinguishes between TBox and
ABox. The TBox specifies all classes and relations, while the ABox specifies
all instantiations of them. Even though ontologies may be formulated in more
or less expressive logics, DL ontologies provide constructions that are general
enough for specifying complex ontologies [17]. Several reasoners are available for
DL ontologies, one of them is the reasoning engine RacerPro [13] with its query
language nRQL. Here, we use this reasoner for spatio-terminological inference.

Reasoning over the TBox allows, for instance, to check the consistency of the
ontology and to determine additional constraints or axioms that are not directly
specified in the ontology. Reasoning over the ABox allows, for instance, to classify
instances or to determine additional relations among instances. In particular
for AmI ontologies, the domain of buildings and their ambient characteristics
and constraints have to be specified in order to formalize their requirements.
1 Additional (independent) information in support of the paper is linked at the end

of the article.
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In addition to reasoning over ontologies (TBox) and their instances (ABox),
however, spatial reasoning is of particular interest for the AmI domain, as spatial
positions of entities and qualitative spatial relationships between entities are
highly important to describe the environment.

A specific feature of the reasoning engine RacerPro is to support region-based
spatial reasoning by the so-called SBox [11]. Besides TBox and ABox, this layer
provides spatial representation and reasoning based on the Region Connec-

tion Calculus (RCC) [27]. The SBox can mirror instances of the ABox and
specify RCC-relations and consistency among these instances. The separation
between spatial and terminological representation and reasoning supports prac-
ticability of reasoning, reduces complexity, and benefits ontological modeling in
general, as a domain can be described from different perspectives [25], e.g., with
a focus on terminological, spatial, temporal, functional, action-oriented, or other
thematically different perspectives. The integration of perspectives then allows
a comprehensive representation of the domain. While each ontology specifies
and axiomatizes its respective view on the domain, alignments across different
ontologies provide further axiomatizations [19]. Our particular AmI ontological
representation and reasoning are described in Section 3.5 and Section 3.6.

2.2 Industry Foundation Classes and Design Tools

Industry Foundation Classes (IFC) [21] are specific data models to foster inter-
operability in the building industry, i.e., a non-proprietary data exchange format
reflecting building information. Former models, like 2D or 3D CAD models are
based on metric data referring to geometric primitives, e.g., points, lines, etc.,
without any semantics of these primitives. In contrast, IFC is based on object
classes, e.g., IfcWall or IfcWindow, and their inherent relationships containing
metrical data as properties. The advantage of this kind of representation is that
data for complex calculations like structural analysis or energy effort can be gen-
erated automatically. Within our work we apply the latest stable release IFC2x3
TC1 [21]. Overall, IFC 2x3 defines 653 building entities (e.g., IfcWall) and ad-
ditionally, several defined types, enumerations, and select types for specifying
their properties and relationships. Commercial design tools such as Graphisoft’s
ArchiCad [7] support export capabilities in XML and binary format in a manner
that is IFC compliant. Free software tools also exist for modeling, visualizing,
syntax checking, etc., of XML and binary IFC data. Note that since our ap-
proach utilizes IFC data, datasets from any IFC compliant design tool remain
utilizable.

3 Requirements Consistency in AMI Design

In this section, the modular specification of ontologies for AmI that support
architectural design processes are presented. We show how the architectural rep-
resentation is associated with the ontological representation, how the IFC repre-
sentation can be instantiated, and how ontological information can be grounded
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Fig. 1. Spatial ontologies for AmI: three ontological modules for conceptual, quality,
and quantity space reflect the different perspectives on the domain

in architectural designs. Subsequently spatial and terminological requirements
formulated within and across the ontologies are presented. An example illustrat-
ing reasoning and consistency checking is provided in Section 3.6.

3.1 Modular Spatio-terminological Ontologies for AmI Design

As outlined in Section 2.1, space can be seen from different perspectives and
ontologies are a method to formalize these perspectives. In order to support the
architectural design process for AmI environments, requirement constraints of
architectural entities have to be defined from terminological and spatial per-
spectives. Space is then defined from a conceptual, qualitative, and quantitative
perspective. The resulting three modules consist of different ontologies, illus-
trated in Fig. 1.

M1. Conceptual Space. This ontological module reflects terminological in-
formation of architectural entities. Here, the entities are regarded as such, i.e.,
they are defined according to their properties without taking into account the
context in which they are put. The ontology Physical Object formalizes entities
with respect to their attributes, dependencies, functional characteristics, etc. It
is based on DOLCE [22], in particular, on the OWL version DOLCE-Lite, and
refines DOLCE’s Physical Endurants. It defines the entities that occur in the AmI
domain, such as Sensor, SlidingDoor, or ChemicalLaboratory.

M2. Quality Space. This ontological module reflects qualitative spatial infor-
mation of architectural entities. Similar to the previous module, the ontology
Building Architecture formalizes entities of the AmI domain, but it specifies their
region-based spatial characteristics. In particular, the ontology uses relations as
provided by the spatial calculus RCC [27]. A Room, for instance, is necessar-
ily a proper part of a Building. Here, we reuse an RCC ontology, that has been
introduced in [10], which defines the taxonomy for RCC-8 relations by approxi-
mations of the full composition table. RCC-related constraints by the TBox can
be directly inferred. Inference given by the composition table for combinations of
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RCC relations is then provided by SBox reasoning. Architecture-specific entities
in the Building Architecture ontology are further described in Section 3.2.

M3. Quantity Space. This ontological module reflects metrical and geometric
information of architectural entities. It is closely related to the IFC data model
and partially mirrors the IFC classes. In particular, the ontology Building Structure

of the module specifies those entities of the architectural domain that are neces-
sary to describe structural aspects of ambient environments. Especially, informa-
tion that is available by construction plans of buildings are described here. For
example, Door, Wall, and Window are characterized together with their properties
length, orientation, placement, etc. Data provided by IFC for a concrete building
model can then be instantiated with respect to the Building Structure ontology
(cf. Section 3.3). Even though the IFC model itself is not an ontology, parts of
it are directly given by their correspondences in the ontological specification in
this module.

Integrated Representation. The connection of the three different modules re-
sult in formalizing relations across modules. The Integrated Representation defines
couplings between classes from different modules, i.e., counterparts and depen-
dencies are defined across modules, based on the theory of E-connections [20].
For example, an instance of Wall from the quantity space is related to an instance
of Wall from the quality space or conceptual space. An IFC wall that is illustrated
in a construction plan can then be instantiated as a Wall in Building Construction

and connected to an instance of Wall in Building Architecture as well as an instance
of Wall in Physical Object. It is described by its length and position in the first
module, while its counterpart in the second module defines region-based rela-
tions to other walls and relations to rooms it constitutes and its counterpart in
the third module defines its material and color. Details on modularly specified
ontological modules for architectural design are given in [15].

3.2 Space: Objects and Artefacts

We present an informal characterization of the primitive spatial entities within
the spatial ontology, or precisely, the modular component as reflected by the
quality space within the overall spatial ontology (see Section 3.1; Fig. 1). For all
ontological characterizations here, precise geometric interpretations are provided
in Section 3.3. Here, a high-level overview suffices.

Regions are either the absolute spatial extensions of physical objects, or of
spatial artifacts that are not truly physical, but are required to be regarded as
such. A region of space should be measurable in terms of its area (2D) or volume
(3D) and the region space should be of uniform dimensionality, i.e., it is not
possible to express a topological relationship between a 2D and and 3D region.
The spatial categories in (S1–S4) are identifiable. Spatial relationships between
these categories are utilized for modeling structural and functional requirement
constraints for a work-in-progress design:
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S1. Object Space. The object space of a primitive entity refers to the region
covered by the physical extent of the respective entity itself. If objects are static,
non-deformable, and reconfigurable they cover a well-defined region in the world.
In contrast, if an entity is non-static, deformable, or reconfigurable, its spatial
extension depends on its specific state s, e.g., the opening angle of a door or
window. Let obspace(o) and obspace(o, s) denote the state independent and de-
pendent space covered by such an object. Here, So is the set of all potential
states an object may be in and s ∈ So. Since we only deal with static worlds
in our modeling, we abstract away from the state parameter s and simply use
obspace(o) to denote the space covered by the object in a specific predefined state
sp. We assume that the predefined state sp is consistent with the way how an
object is modeled in the design tool, e.g., windows and doors are closed. To re-
ally calculate the regions that, for instance, may be covered by a door in a state,
the data on the panel extent (IfcDoorPanelProperties) and the frame properties
(IfcDoorLiningProperties and IfcDoor) can be applied. In the example scenario
of Section 3.6, we only take into account the stable state of an object, as may
be modeled within a structural design tool. For instance, the object space does
not cover any space occupied by, e.g., deformable or reconfigurable parts of an
object.

S2. Operational Space. The operational space of an object, henceforth oper-
ational space, refers to the region of space that an object requires to perform
its intrinsic function that characterizes its utility or purpose. For example, for a
door that may be opened in one direction, the operational space characterizes
the region of space required to facilitate the free movement of the door between,
and including, the fully-opened and fully-closed states. For example, if the op-
erational space of a door and a window would overlap, these two may collide if
both are open at the same time, resulting in damages. Similarly, the operational
space of a rotating surveillance camera is characterized by the angular degrees of
movement, which its controllers are capable of. The operational space comprises
all space an object may cover regarding all states it can be potentially in:

opspace(o) =
⋃

s∈So
obspace(o, s)

S3. Functional Space. The functional space of an object, henceforth simply
functional space, refers to the region of space surrounding an object within which
an agent must be located to manipulate or physically interact with a given ob-
ject. The functional space is not necessarily similar to the object’s convex hull;
however, in some cases involving arbitrarily shaped concave objects where in-
teraction is limited to a pre-designated intrinsic front, this space could tend to
be more or less equivalent to the object’s convex hull. We denote the functional
space of an object o by the function fspace(o) – the precise geometric interpreta-
tion of this function being determinable in domain specific or externally defined
ways depending on issues such as object granularity, the scale of the ambient
environment being modeled, etc. The functional space of an object is dependent
on the object o itself, the current state s ∈ So an object is in, the capabilities of
agent a, and the function f , i.e., an action the agent wants to perform on the
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object. The set of all objects is given by O, the set of all agents by A, and the
set of all available functions Fo

a . Thus, we define functional space in P = Rn as:

fspace(o, a, f, s) = {p|p ∈ P ∧ a is within range to perform f ∈ Fo
a on o in s}

As there are arbitrary numbers of agents, functions, and states, it is in many cases
impossible to give metrical definitions for combinations of them. Nevertheless,
in cases considered here a detailed description of fspace(.) is not necessary to
know. Therefore, we use the union fspace(o) of all functional spaces encompassing
functions, agents, and states:

fspace(o) =
⋃

a∈A
⋃

f∈Fo
a

⋃
s∈So

fspace(o, a, f, s).

S4. Range Space. The (sensory) range space, henceforth range space, refers
to the region of space that lies within the scope of sensory devices such as mo-
tion, temperature, heat, humidity and fire sensors, infrared and laser scanners,
cameras, and so forth. In order to fulfill functional requirements, it might be
necessary to either directly or indirectly ensure certain spatial relationships be-
tween a sensor’s range space and other artifacts and objects. For instance, it is
desirable that the range space of temperature sensor should not overlap with
that of a heating device, and desirably, the metric distance between the object
space of the heating device and the range space of the heating sensor be at
a certain minimum for a given room layout. The range space of a sensor in a
particular state s is denoted by range(o, s). If the sensor is reconfigurable, the
maximal range by the sensor can be given by:

rangemax(o) =
⋃

s∈S range(o, s).

Since this paper is restricted to static environments, as they exist on a work-in-
progress design, we do not model different states over time. As such, the range of
a sensor in the state is given by: range(o, s) = range(o). Simply, for a stationary
sensor o, range(o) = range(o, s) = rangemax(o).

Explicit characterizations of spatial artifacts are necessary to enforce structural
and functional constraints (e.g., Section 1.1, C1–C3) during the AmI design
process, especially when the environment is intended to consist of a wide-range
of sensory apparatus (cameras, motion sensors, etc.).

3.3 Spatial Artifacts: Concrete Goemetric Interpretations in R2

As illustrated in Section 3.1, fine-grained semantic distinctions at the level of
the spatial ontology (i.e., the conceptual space) and the capability to define
their precise geometric interpretation by domain-specific parameters (i.e., the
quantity space) are both necessary and useful to stipulate spatial and functional
constraints during the design phase. Figure 2 provides a detailed view on the
different kinds of spaces we introduced in Section 3.2 for R2. Although all illus-
trations in this paper deal with 2D projections of 3D information, note that for
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Fig. 2. Differences between functional space (fs, dotted lines), operational space (ops,
dashed lines), and range (gray regions surrounded by dashed line)

the general case, there is no difference between the different characterizations
in functional, operational, and range spaces – they all refer to a physical spa-
tial extension in Rn. However, these do differ with respect to their ontological
characterizations within the modular spatial ontologies (Section 3.1), and in the
manner of deriving their respective geometric interpretations in Rn. These in-
terpretations differ and depend on, in addition to an object’s inherent spatial
characteristics (e.g., size and shape), on one or more additional parameters, as
elaborated in (G1–G4):

G1. Object Space. As walls, panels and sensors are, in general, not reconfig-
urable or deformable, the object space for the spatial entities is just the space
occupied by them, which can be derived on the basis of IFC data. In contrast,
doors and windows are reconfigurable. The most natural state of these compo-
nents is assumed to be closed and thus, the object space is defined by the space
covered in this state. This also complies with the modality by which doors and
windows are depicted in architectural drawings.

G2. Operational Space. As doors and windows are reconfigurable they also
possess an operational space (dashed line). In Fig. 2 we depict a single panel,
right swing door which is defined by its two corner points t1 =

(
x1
y1

)
and t2 =

(
x2
y2

)
with t1 denoting the position of the hinge. The respective vectors are denoted by
t1 and t2. Data necessary for deriving these points are given in the IFC building
entities, e.g., IfcDoorStyle (type of door) and IfcDoor (swing direction). For
example, the type of door at hand is referred by SINGLE SWING RIGHT. We
represent the closed door by the vector τ =

(
xτ

yτ

)
. Currently, opening angles

are not represented explicitly in IFC2x3. For reasons of simplicity, we assume
a maximum opening angle of 90◦ for doors. We represent the maximally open
door by τ ′, which is in our specific case equal to the normal vector τ n of τ . The
specific direction of τ n is defined by the opening direction and hinge position of
the door (Fig. 3). Then, the operational space of the door comprises any point
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Fig. 4. Functional space calculations
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between the two vectors τ and τ ′ starting at t1, which is a sufficient description
to calculate any overlap or containment with other regions. In Fig. 2, this results
in the quadrant depicted by ops. The two parts of the window may be opened
by 135◦, which results in the operational space in the manner as depicted.

G3. Functional Space. Regarding different types of agents the area for possible
interactions may vary. For humans, e.g., functional space for touching a wall is
within the range of an approximate arm length. For artificial agents like robots or
semi-autonomous wheelchairs the concrete value may vary. In Fig. 2 we assumed
this range by 40cm regarding walls. For doors and windows we approximate the
space where they can be opened or closed by rectangular shapes. We denote the
length of τ by dτ and the related unit vector by τ u. Additionally, we define
reachability distances dh (to the left and right of the door) and do (in front
and behind the opened door). Based on this information we can derive the four
corner points pi of a rectangle representing fspace(Door) by:

pi = t
 i
2 � + (−1)


i
2 �dhτu + (−1)�

i
2 �((dτ + do)τn

u) with i ∈ {1, 2, 3, 4}.

We illustrate this formula in Fig. 4. In Fig. 2, the door panel is one meter wide
and we defined dh = do = 20cm. For doors or windows where opening angles
larger than 90◦ are possible, the point calculations depend on further aspects. To
give an impression we refer to Fig. 5. Note that the shape of the functional spaces
may need to be refined depending on the agents and their intended functions
with respect to an object at hand (Section 3.2). For example, one must be in
close proximity to a panel in order to touch it. In Fig. 2 this is depicted by a semi-
circle. In contrast, with respect to an agent who wants to watch the content, this
definition is insufficient with respect to the function. The viewing angle (avail-
able in technical documentation) and the maximum distance the content can be
detected must be considered. This distance may vary with size and the height
at which it is fitted to the wall. In Fig. 2, we depicted fspace(panel, a, watch, s)
assuming a viewing angle of 20◦ and a visibility distance of 1.5 meters.

G4. Range Space In general, sensors have angles and maximum measurement
distances defined which serve as a direct basis for extracting range spaces. Again,
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Fig. 6. Exemplary design with Windows, Doors, Columns, and Sensors

two vectors can be determined to calculate the overlap with other spaces with
respect to the sensor’s position in the environment. For a camera, for example,
these values are the field viewing angle and the camera’s resolution compared to
the visual angle of objects to detect. In our example, a sensor angle of 110◦ and
a maximum distance of 4 meters are assumed. The light-gray area at the bottom
is also part of the range space but will not be accessible by sensors which rely on
visibility, e.g., laser or sonar, because it is behind a wall as seen from the sensor.
Nevertheless, other sensors, such as magnetic fields or WLAN, overbear these
barriers and interaction with an agent is possible although positioned behind
the wall.

3.4 Spatial Objects and Artifacts: An Example Grounding

In our simple example scenario, depicted in Fig. 6, we only use a small subset
of the available components. The scenario consists of eight walls, ten windows,
three doors, three columns, and three sensors. For to reasons of clarity only the
operational and functional spaces of doors as well as the range spaces of the
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sensors are presented. Due to the connectivity relation between the walls two
rooms are constituted (Room1: Walls 1, 4, 7, 8, and 3; Room2: Walls 2, 5, 6, and
4). Additionally, we have to calculate the spatial artifacts defined in Section 3.2.
The different artifacts are calculated automatically in the qualitative module
(cf. Section 3.1) from the geometrical data based on predefined formulae as pre-
sented in Section 3.3. The necessary data is available in the IFC representation.
Additionally, the connectivity structure of walls is given in IFC. If open rooms,
i.e., rooms not completely enclosed by walls, are given this can be additionally
modeled by zones (IfcZone) or spaces (IfcSpaces) Thus, we can assume that
sufficient metric data is given for any object to calculate RCC-8 relations. For
example, the metric representation for Room1 and Col2 is given by:

(ROOM Room1 (Wall1 Wall4 Wall7 Wall8 Wall3))
⇒ (ROOM Room1 ((0 0)(6 0)(6 3)(6 5)(0 5)))

(COL Col2 ((2.6 2.2)(2.6 2.8)(3.4 2.8)(3.4 2.2)))

Following the formulae and definitions in Section 3.3 (with dh = do = 0.2 me-
ters), opspace() and fspace() can be derived easily. For example, the door panel
of Door1 is 0.8 meters long and t1 = (6, 0.8) (t2 = (6, 1.6)). For opspace(Door1)
follows: τ =

(
0

0.8

)
and τ ′ =

(−0.8
0

)
. For fspace(Door1) follows: p1 = (7, 0.6), p2 =

(5, 0.6), p3 = (5, 1.8) and p4 = (7, 1.8).
Based on the metrical data, the qualitative model consisting of topological

relationship between two regions can be derived. For example, as no point of
the region defined by Col2 (including the boundary) is outside the region or
touches the boundary defined by Room1, Col2 is a non-tangential proper part of
Room1. Additionally, the functional space of Door1 overlaps with the range spaces
of Sensor1 and Sensor3. This is reflected in the SBox by:

( rcc-related Col1 Room1 :NTPP )
( rcc-related Door1 fs Sensor1 rs :PO )
( rcc-related Door1 fs Sensor3 rs :PO )

These calculations are performed for all building entities such that a complete
qualitative spatial model with RCC-8 relations is available.

3.5 Requirements Constraints for AmI

Given the Integrated Representation of Section 3.1, particular requirements for AmI
environments can be defined. The requirements are formalized by constraints
within and across the ontologies. The Integrated Representation itself merely de-
fines general relationships across modules. As such, it supports spatial and ter-
minological reasoning by constraints across modules on a general level. This
reflects the modular nature of our ontological representation distinguishing spa-
tial perspectives. An example of such a constraint is the requirement that all
M2.Door in the Building Architecture ontology are composed of one M1.Door in the
quantitative layer (formulated in Manchester Syntax [16], namespaces are added
as prefixes):
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Class: construction:Door

SubClassOf: compose exactly 1 arch:Door

Based on such general relationships, the AmI Requirements ontology is formalized.
It specifies particular restrictions for building automation in the architectural de-
sign process. Hence, it needs to be adjusted to particular building requirements
depending on formal structural, functional and potentially other aspects.2 Par-
ticular requirements for our example scenario are based on smart office environ-
ments. An example of such a constraint is the requirement that all functional
spaces of doors should be a proper part of some range space of some motion
sensors. In more detail, it has to be ensured that different motion sensors prop-
erly perform a ‘handshake’ when monitoring persons changing rooms. Within
the Building Architecture ontology, the requirement is specified as follows:

Class: arch:DoorFunctionalSpace

SubClassOf: arch:FunctionalSpace,
rcc:properPartOf some (arch:MotionSensorRangeSpace)

Here, the requirement is defined on the basis of the quality space module (M.2).
The Building Architecture ontology defines the classes for functional spaces and
range spaces, while the RCC-8 Relations ontology provides the region-based rela-
tions. Requirements that take into account different modules, however, are also
specified. The requirement that, for instance, all buildings have an intelligent
navigation terminal that provides building information for visitors is defined in
the following requirement constraint:

Class: arch:Building

SubClassOf: rcc:inverseProperPartOf min 1 (arch:Display

and (ir:conceptualizedBy some physObj:NavigationTerminal))

In this example, the classes Building and Display are defined in the qualitative
model and NavigationTerminal is defined in the conceptual model. Their connection
conceptualizedBy is defined in the Integrated Representation (ir), while the constraint
on the class Building is formalized in the AmI Requirements ontology.

Besides ontology design criteria of such a modular representation, our mod-
eling also shows practically adequate formalizations of spatial entities from the
different perspectives. In the quantitative module four walls of a room might
actually be modeled by more than four walls. For instance, in the example case
in Fig. 6, Wall4 and Wall7 of Room1 are distinguished as two walls in the quantity
module. Both walls, however, are mapped to one instance of a Wall in the quality
space module. This wall constitute the Room1 counterpart in the quality space.
Note that this mapping is only applicable in this example. In general, it is also
possible to define more than four wall instances in the quality space module
that may constitute a room. The distinction is then directly supported by the
modular structure of the ontologies.
2 Section 5 discusses our outlook on other constraints that may be formalized within

the requirements ontology.
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3.6 Requirements Consistency: An Example Scenario

We use spatio-terminological reasoning to ensure that the requirements specified
at the AmI design phase are satisfied. For this purpose, the reasoner proves the
consistency of the ABox (terminological instances) according to definitions of
the TBox and the consistency of the SBox (spatial instances) according to RCC-
8 relations. An actual floor plan representation can then be analyzed whether
it fulfills the requirements that are defined by the AmI Requirements ontology.
Fig. 7 illustrates two alternatives of a selected part of a floor plan (the floor plan
illustrations are reduced for simplicity, e.g., windows are omitted).

The examples are specified in the quantity space module on the basis of their
IFC data. The classes Room, Sensor, Wall, and Door of the Building Construction

ontology are used to instantiate the rooms M3.Room1 and M3.Room2, the sensors
M3.Sensor1 and M3.Sensor2, the door M3.Door1, and several walls (omitted for
simplicity). These instances have to be connected to their counterparts in the
quality space module. The instances and their relations are then specified in the
Building Architecture (M.2) ontology:

Individual: arch:Room1

Types: arch:Room

Facts: rcc:externallyConnectedTo arch:Room2

Individual: arch:DoorFunctionalSpace1

Types: arch:DoorFunctionalSpace

Facts: rcc:particallyOverlaps arch:SensorRange1

Facts: rcc:particallyOverlaps arch:SensorRange2
...

AmI requirements are then be satisfied by proving consistencies of TBox, ABox,
and SBox, outlined herein. Note that the consistency itself is proven by using
the DL reasoner RacerPro. For completeness, we also describe an example for
a TBox consistency proof, albeit that is not directly connected to our specific
example scenarios:

TBox Inconsistency: An inconsistency in the TBox is used to determine
whether or not the AmI requirements specified by a designer may possibly be
fulfilled by a model per se. In the Integrated Representation ontology, the rela-
tion isConceptualizedBy, for instance, may define an injective mapping between
M2.Room in the qualitative module and M3.RoomType in the conceptual mod-
ule (the latter defines specific rooms, such as kitchen, office, laboratory, etc.).
Assuming that another relation conceptualize in the AmI Requirements ontology al-
lows several mappings between M3.RoomType and M2.Room and that this relation
is defined as the inverse relation of isConceptualizedBy, reasoning over the TBox
would then detect an inconsistency in the ontology definition itself.

ABox Inconsistency: Inconsistencies in the ABox arise from instances of the
ontology that are not compliant with the ontological constraints, both spatial
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Fig. 7. A two room scenario with the requirement that the door must be supervised
by sensors, i.e., the functional space must be completely covered by some sensor range
(not necessarily only from a single sensor)

and otherwise. In our case, the instances reflect information of a floor plan while
the constraints reflect AmI requirements. An inconsistency in the ABox then
implies that the floor plan does not fulfill the AmI requirements. A require-
ment constraint could be that that all rooms should be equipped with doors
that satisfy certain (metric) traversibility criteria (e.g., with respect to human,
wheel-chair, robot movement). The spatial-centric nature of SBox inconsistency
(discussed next) notwithstanding, the reasoning pattern involved there is essen-
tially the same as that for the ABox. Hence further details of ABox inconsistency
are excluded herein.

SBox Inconsistency: An inconsistency in the SBox identifies those instantia-
tions that are not compliant with RCC-related constraints. In our scenario, it
indicates that a floor plan does not satisfy the qualitative spatial requirements.
The AmI Requirements ontology, for instance, constrains that individuals, e.g., hu-
mans, can be monitored while they leave or enter rooms at any time (cf. C3 in
Section 1.1). For this purpose, all doors have to be monitored and therefore all
functional spaces of doors have to be a proper part of some sensor range. In
Fig. 7(a), the functional space of Door1 is a proper part of the union of the range
spaces of Sensor1 and Sensor2. It therefore satisfies the requirements and is proven
to be consistent. This can be verified with RacerPro by proving that no instance
exists (‘NIL’), that is a functional space of a door and not a non-tangential proper
part of the range space of a particular motion sensor. The query in RacerPro
infers this result:

? (retrieve (?*X ?*Y) (and (?X DoorFunctionalSpace)

(?Y MotionSensorRangeSpace)

not (?*X ?*Y :ntpp)))

> NIL

The same request with the example in Fig. 7(b), however, infers that Door1 is
not a non-tangential proper part of some sensor ranges. The example is there-
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fore inconsistent with respect to the AmI requirements. In summary, concrete
examples of architectural building plans have to satisfy the requirements given
by the AmI Requirements ontology by proving the consistency of their ontological
instantiations in the TBox, ABox and SBox.

4 Discussion and Related Work

The field of ambient intelligence has found wide-spread commercial acceptabil-
ity in the form of applications in the smart environment (e.g., homes, offices)
domain [33, 24]. The field has also witnessed considerable inter-disciplinary in-
teractions, hitherto not conceived, from several spheres in artificial intelligence.
The design and implementation of this new generation of smart environments
demands radically new modeling techniques right from the early design phases.
It is necessary for a designer to explicitly communicate the spatial and functional
requirement constraints, directly and indirectly related to the perceived smart-
ness of the environment, to the design tool being utilized. Further, it is necessary
that such communication accrue in a way that is consistent with the inherent
semantic and qualitative manner in which the requirements are conceptualized
by the expert. Albeit differing in application and approach, similar sentiments
are expressed in [1, 2]. A formal state-based approach for design reasoning that
is structures and functions is proposed in [1]. In this approach, structures are
defined as states and operations on them are defined as functions. Reasoning is
then formulated as an interaction between the two. For the domain of architec-
ture design, this approach has been taken further to create a process by which
requirements can be converted into working design solutions through front-end
validation [2]. Although the studies in [1, 2] are different in approach, i.e., we
utilize formal methods in ontological and spatial reasoning, the motivations of
both from a general architectural design viewpoint remain the same, i.e., to re-
duce design errors and failures by iterative design validation and verification,
and from our AmI design perspective, also to ensure that a work-in-progress
design fulfills the functional requirements in order for it to be able to deliver
the perceived smartness. The crux of such a design approach is that it becomes
possible to automatically validate the designer’s conceptual space against the
precisely modeled work-in-progress quantity space of the design tool. The oper-
ationalization of such a design approach and intelligent assistance capability is
the objective of our research, and this paper is a foundational contribution in
that regard.

Spatio-terminological reasoning is a well-founded approach for integrated rea-
soning about spatial and descriptive terminological information [11, 12]. Appli-
cations of this paradigm in the GIS domain also exist, e.g., [32] and [18]. The first
approach follows the idea of the Semantic Web [5] in the context of GIS applica-
tions, i.e., users are able to formulate queries with respect to temporal, spatial,
and environmental aspects. The approach of BUSTER [32] aims to improve
search options by enriching their data with semantic information. Although we
use a combination of spatial and terminological reasoning as well, our focus is
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on the analysis of consistencies in architectural floor plans anchored in the field
of AmI environments. We specify architectural data models in a modular onto-
logical way and reason over concrete instantiations of building representations
with spatial objects and artifacts.

Closely related to the architecture data interoperability standard utilized in
this work, namely the IFC, is the Building Information Model (BIM) [8]. BIM
is an emerging and all-encompassing technological framework that enables users
to integrate and reuse building information and domain knowledge pertaining
to the entire life cycle of a building. The concept of Green Building [14], also
connected to the BIM, aims at creating structures and utilizing standards and
policies that are environmentally responsible and resource-efficient from a sus-
tainability viewpoint. The concept extends throughout a building’s complete
life-cycle encompassing the design, construction, operation, maintenance, ren-
ovation and deconstruction phases. We further touch upon the importance of
such emerging standards and connections with our work in whilst positioning
our ongoing work in Section 5.

5 Summary and Outlook

In this paper, we propose, formalize, and demonstrate the application of for-
mal knowledge and spatial modeling constructs, and the paradigm of integrated
spatio-terminological reasoning in the domain of smart environment design, or
more generally AmI design. The proposed application enables the capability to
ensure that semantically specified functional requirement constraints by an AmI
designer are satisfied by a metrically modeled work-in-progress design such as
a floor plan. The paper presented an example scenario in the context of an
architectural data interoperability standard, namely the IFC, and the state-of-
the-art design tool ArchiCAD. The formal representation and reasoning compo-
nents utilized the OWL DL fragment of the ontology modeling language and the
spatio-terminological reasoner RacerPro, and the Region Connection Calculus
as a basis of spatial information representation and reasoning.

There are two main areas for further research that our project has adopted.
Along the practical front, we are investigating the integration of our approach
with a light-weight indoor-environment design tool, namely Yamamoto [29],
which offers built-in capabilities for annotating geometric entities at the quantity
space with semantic information. From a theoretical viewpoint, we are extend-
ing the approach to serve not only a diagnostic function, but also to provide
the capability to explicitly prescribe potential ways to resolve inconsistencies
within the work-in-progress design. As another line of work, we note that within
an architecture design tool, metrical changes in the structural layout, which re-
sult in qualitative changes along the conceptual space of the designer, directly
or indirectly entail differing end-product realizations in terms of building con-
struction costs, human-factors (e.g., traversability, safety, productivity, personal
communication), aesthetic aspects, energy efficiency, and long-term maintenance
expenses thereof based on present and perceived costs. We propose to extend
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our approach toward the estimation of such material and non-material costs that
arise solely by minor conceptual and spatial variations within a design. It is envi-
sioned that these extensions will be achieved within the framework of emerging
standards and frameworks such as BIM, IFC and GreenBuilding, and integrated
within a state-of-the-art design tool. In a more general direction, we also have to
investigate spatial design considerations that derive from cognitive or practical
requirements, i.e., whether the design is cognitively adequate. This could, for
instance, be realized by simulations that analyze how people interact with the
designed environment. Finally, from a rather long-term viewpoint, we regard it
interesting to directly collaborate with professional architects via a dialog in-
terface for the communication of design descriptions and constraints with the
system. All suggested extensions remain focused to the domain of smart space
design.
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[1] Akin, Ö.: Architects’ reasoning with structures and functions. Environment and
Planning B: Planning and Design 20(3), 273–294 (1993)
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Abstract. Finding geographical patterns by analysing the spatial con-
figuration distribution of events, objects or their attributes has a long
history in geography, ecology and epidemiology. Measuring the presence
of patterns, clusters, or comparing the spatial organisation for different
attributes, symbols within the same map or for different maps, is often
the basis of analysis. Landscape ecology has provided a long list of in-
teresting indicators, e.g. summaries of patch size distribution. Looking
at content information, the Shannon entropy is also a measure of a dis-
tribution providing insight into the organisation of data, and has been
widely used for example in economical geography. Unfortunately, using
the Shannon entropy on the bare distribution of categories within the
spatial domain does not describe the spatial organisation itself. Partic-
ularly in ecology and geography, some authors have proposed integrat-
ing some spatial aspects into the entropy: using adjacency properties or
distances between and within categories. This paper goes further with
adjacency, emphasising the use of co-occurences of categories at multiple
orders, the adjacency being seen as a particular co-occurence of order 2
with a distance of collocation null, and proposes a spatial entropy mea-
sure framework. The approach allows multivariate data with covariates
to be accounted for, and provides the flexibility to design a wide range
of spatial interaction models between the attributes. Generating a mul-
tivariate multinomial distribution of collocations describing the spatial
organisation, allows the interaction to be assessed via an entropy for-
mula. This spatial entropy is dependent on the distance of collocation
used, which can be seen as a scale factor in the spatial organisation to
be analysed.

Keywords: spatial information, entropy, co-occurrences, spatial statis-
tics, Multivariate data, spatial point process, R programming.

1 Introduction

Like the correlation measure, the entropy is a quasi universal measure used in
many different fields, sometimes very far from their initial domain. It is probably
after the seminal paper [1] in information theory in the field of signal processing,
already quite far from statistical thermodynamics (where entropy concepts were
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initially devised), that the term entropy and the Shannon’s formula became pop-
ular in applied science. Entropy, information content, uncertainty and diversity
are often part of the discourse and the entropy measure is intended to capture
the measure of interest, its gain or its loss:

H(p1, p2, ..., pi, ..., pn) = −
n∑

i=1

pi log(pi) (1)

where pi are observed proportions of the n classes or states within the studied
system (with

∑n
i=1 pi = 1 and if pi = 0, pi log(pi) is set = 0). The qualifier

of measure of uncertainty can then be understood from the fact that if all the
pi = 1/n that is a uniform distribution (the most uncertain situation where every
outcome has the same probability), then H({pi}) = log(n) which is the maxi-
mum of entropy. This provides the following normalisation relative to uniformity:

0 ≤ Hu(p1, p2, ..., pi, ..., pn) = −1/log(n)
n∑

i=1

pi log(pi) ≤ 1 (2)

an interesting measure to observe the data distribution structure and its changes
during a monitoring process or any transformation imposed on the dataset. No-
tice that H(X) and Hu(X) are used when X is a random variable with the
n discrete outcomes with probabilities given by or estimated by pi. Now being
interested by a spatial organisation say for example of a binomial variable, it is
easy to see that applying the entropy measure given above is independent of the
spatial organisation (see the chessboard example on figure 1).

This problem of getting the same entropy for very different spatial configu-
rations, did not preclude the use of Shannon entropy as a measure of diversity
for a variable measured over a spatial domain. This is the case for instance in

Fig. 1. All chessboard configurations have the same normalised Shannon entropy,
Hu = 1: (ab) normal Chessboard with a regular spatial structure; (r1 and r2) random
permutations of the 64 cells; (BA) another well structured chessboard permutation
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ecology, see [2] and related references, also in economy and geographical studies,
particularly in urban geography and regional science [3,4,5]. Pointing out the
aspatiality of the use of the Shannon entropy in the literature, [6] proposed the
use of a weighted matrix describing a spatial configuration related to proximities
or contiguities of the classes. The modified Shannon entropy uses this matrix in
a similar way as the Moran’s statistic does with the correlation measure:

HW (p1, p2, ..., pi, ..., pn) = −
n∑

i=1

pW
i log(pW

i ) (3)

where pW
i =

∑
j Wijpj and the matrix W express the proximities of categories

i and j. This nonetheless displaces the problem to that of modelling the spatial
proximities, that is the form of a matrix W . In spatial analysis, W is usually
associated with all geographical units observed on the map, so the equation 3
could be adapted to consider n as the number of spatial units instead. Therefore
Wij would express some spatial proximity of units combined with a category
proximity, depending on the purpose of the analysis, and pj would be replaced
by the joint probability of zones and categories, pjpc(j), considered a priori in-
dependent. Nonetheless in Landscape Ecology, proximity of categories evaluated
by adjacency has been used in the contagion index to measure clumping aspects
of the map, with different normalisation according to the authors [7,8]:

D2 = −H({pij}) =
n∑

i,j=1

pij log(pij) (4)

where pij is the probability of having a pixel of category i adjacent to a pixel of
category j. In [9], on similar lines the authors used neighbour counts of different
quantities to build entropies related to the metric information (proportion of
areas using Voronoi regions of labels), topological information (no entropy but
average number of neighbours in the Delaunay graph), and thematic informa-
tion (using Voronoi regions adjacency counts). In the domain of image analysis,
[10,11] used Markov Random Fields theory to define a spatial entropy also em-
phasising the neighbouring properties and configurations in terms of pixel labels:

SEV (Ω � N ) = −
∑
Nv

∑
λ∈Ω

p(λ, Nv) log(p(λ � Nv)) (5)

where Ω is the set of pixel values of an image with a neighbourhood system N
from which Nv realises either the neighbourhood of pixel v in terms of pixel val-
ues, or, its equivalent class with v representing the class number. The formula is
obtained as the expectation over the Nv of the entropy of the conditional prob-
abilities, and so, is in fact the conditional entropy of the random field given the
neighbouring system or its transformation in equivalent classes. While concep-
tually this formulation is appealing, the limitation is that it relies on a Markov
Random Field model to be estimated.



Defining Spatial Entropy from Multivariate Distributions of Co-occurrences 395

Recently in geographical analysis, [12] made an interesting discussion and
contribution regarding spatial diversity, complexity, redundancy and their use
in spatial information; he proposed a measure of spatial diversity accounting for
the spatial configuration as a weight factor in the Shannon entropy. This weight
factor is the ratio of the average distance between objects of a particular class
(called the intra-distance), to the average distance of a particular class to the
other classes (called the extra- distance):

Hs(p1, p2, ..., pi, ..., pn) = −
n∑

i=1

dint
i

dext
i

pi log2(pi) (6)

where the weight factor is bounded ≤ 2, see also [13]. This Diversity Index has
the advantage of being simple to compute and appears promising as the figure.3
of the paper [13] illustrates. Figure 2 reproduces this result together with our
proposal for a Spatial Entropy measure (see next section); the two measures are
similarly efficient in discriminating at least the panel (d) from the others. As
the two measures are not normalised in the same way, only discriminating power
can be really compared.

Building on the diverse approaches developed in the literature, discussed
briefly in this introduction, the next section will propose the conceptual ba-
sis for a new Spatial Entropy Index. The following sections will (i) explain how
the concept of multiple co-occurrences can be used to build some Spatial Entropy
measures, (ii) show some results on hypothetical and real datasets, and (iii) de-
scribe applications for spatial analysis with multivariate data. A short discussion
explores some potential issues and problems related to these concepts.

2 Spatial Entropy from Co-occurrence Counts

The problem of extending the Shannon entropy measure for the spatial domain,
inherits the problems encountered when translating probability and statistical
methods from identical independent experiments to dependent measurements.
The random field framework may provide a satisfying solution, at least in terms
of probabilistic coherence, [10,11], but may be restrictive due to regularity prop-
erties necessary for the estimation paradigm. The chosen approach here is also
deliberately non-parametric. The introduction of constraints from the spatial
configuration, expressed by the matrix W in equation 3, seems natural, consid-
ering its successful use in correlation analysis with the Moran’s Index. Somehow
Claramunt’s Diversity follows this idea of spatial constraint by using weights ex-
pressing proximities and separabilities of the categories of objects. But in equa-
tion 6, the question is whether the weighting factor is the ratio of distances or if
it is the uncertainty factor −log(pi) used in Shannon’s entropy. In other words is
it a mean uncertainty weighted by separability or a mean separability weighted
by uncertainty? The index proposed is a combination of these two concepts.

The Markov Random Field approach [10,11] and the adjacency approach [7,8]
preserve the spatial dependency of the categories in the formulae. Keeping a
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generic framework may be useful to incorporate spatial probability theories, but
also allows the discrete and continuous cases to be based on the same principles,
which is important for sampling aspects. The dependency of categories can be
seen as the fact that some categories tend to occur closely to each other or
far from each other. So the fundamental event is the occurrence, at the same
place or in the same surroundings, of categories or attributes from the same or
different processes. The co-occurrence of attributes generalises the adjacency in
terms of its spatial concept and its multivariate content. The latter aspect will
be explored in more detail in section 5. Based on these considerations one can
propose as Spatial Entropy the index:

HSu(Coo, d) = −1/log(Ncoo)
Ncoo∑
coo

pcoo log(pcoo) (7)

where Coo is a multivariate co-occurrence defined from multivariate measure-
ments, categories or attributes of the spatial objects considered in the map or
image. One collocation event is dependent on the chosen distance d and on
the order of collocation, (see next section). This multivariate co-occurrence Coo

generates the collocations coo at this chosen order, which are counted or esti-
mated. Therefore it defines the distribution of collocations, or the multivariate
co-occurrence distribution, that is the pcoo . An example of this Spatial Entropy
index is given in figure 2, where the collocations of order 3 of the binomial
outcome is building the distribution on which the normalised Shannon entropy

Fig. 2. Spatial Entropy of order 3 on the toy example used in fig.3 in [13]
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is computed. For univariate data, the order of collocation gives the possibility
to increase the spatial density constraint.

3 Measuring Spatial Co-occurrences

Some aspects of this section have been described in [14]. Depending on the
study, the procedure to define the multivariate co-occurrence characteristic will
be linked to spatial concepts, noticeably from point pattern analysis theory, [15],
also from GIS spatial topology principles, and from image analysis. Let i = 1,
...I be categories of a variable vI, j = 1, ...J be categories of a variable vJ ,
k = 1, ...K be categories of a variable vK, and let s = 1, ...S be the locations
where one can record either vI, vJ , vK, or all of them, this for one or more
records: depending on the type of geometrical object behind the locations and
the meaning given to a location. A location can be a polygon representing a
village where different kinds of events can be recorded and summarised as counts
or proportions according to, say the population or the area, e.g. the same village
could be associated to a point but keeping the same meaning. The variables vI,
vJ , vK (or more) are associated with a general event, e.g. (i) a person of age i
with social class level j, diagnosed for a certain disease k and living at location
s, or, (ii) a plant species i, on a soil class j, at location s with annual rainfall
k, or even (iii) a crime of type i, at time slot j, in a zone of wealth class k
of location s. So we are concerned about some possible associations of vI, vJ ,
vK in terms of their spatial observations, either as multivariate observations on
a spatial domain or as already collocated observations of different variables or
both. Clearly (i) is multivariate on the persons, (ii) is a collocation of different
measurements (iii) is a mixed of both. One could argue that (ii) could be seen
as multivariate characteristics of the location.

3.1 Counting Pairs

We shall note, nii′ , nij , and nijk the number of collocations respectively of events
i and i′, i and j, i, j and k. When the distance of collocating events needs to be
explicit we use nd

ij , where d is the distance of collocating events. A very general
definition of collocations is, Cg: a collocation of marks or labels {i, j, k} is
recorded if, the distance between the locations {s, s′, s′′}, all together
expressing the labels {i, j, k}, is at most d. Usually the standard way of
computing the collocations (here without edge corrections) for two labels takes
a form like:

nd
ij =

∑
S

#C(si,d){j} =
∑
S

#C(sj ,d){i} = nd
ji (8)

where #C(si,d){j} means the number of “events” or marked locations j at maxi-
mum distance d from a location s labelled i, that is the number of sj found in a
circle of radius d and centre si. With flexibility about the geometry defining the
searching area (G(si,d)), with d being the buffer size of the geometry si instead
of the radius of a circle (or even a set deformation with parameter d), and also
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flexibility about the way (O) the occurrence is recorded “within” the geometry
(now also depending on the actual geometry of the j mark), gives a more general
formula:

nd
ij =

∑
s

OG(si,d)({sj}) (9)

An example is given in figure 6 for a different searching area. This approach
allows the si to be associated with different geometries all through the zone
S. Depending on the choices for O and G(.,d) the collocation value may not be
symmetrical, e.g being in a north angular zone ( a triangle or a heart shape).

3.2 Counting Triples

For nijk, the number of collocations of marks i, j and k, different approaches
can be taken. As for two events, variable symmetry should considered as it is
implicit in the definition, but writing down the computational aspects could lead
naturally to asymmetrical pseudo-similarities, which can also be accounted for,
even for two variables. For three or more marked events the standard formula
has to be rewritten if symmetry is to be kept:

nd
ijk =

∑
S

#C(d){i, j, k} (10)

�=
∑

s

#C(si,d){j, k} �=
∑

s

#C(sj ,d){i, k} �=
∑

s

#C(sk,d){i, j} (11)

nd
ijk =Cg

∑
S

#C(si,d)∩C(sj,d)∩C(sk,d){i, j, k} (12)

As seen in figure 3, the non-location-centred circle method, giving symmetrical
spatial co-occurrences, results in different collocations counts from asymmetrical
methods based on marked-location-centred circles.

As will be discussed in section 5, different counting methods and their inter-
pretations introduce a range of methods suitable to discover spatial pattern col-
locations and assess the associated spatial organisation using the spatial entropy
equation formula 7. To differentiate the way a 3-way-collocation is counted one

Fig. 3. Symmetrical and asymetrical ways of counting collocations of a triplet with
circles of radius d (not necessarily verifying definition Cg)
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can write: nd
ijk =

∑
S #C(d){i, j, k} and nd

sijk =
∑

s #C(si,d){j, k}. Marginals of
these counts are to be used to analyse either different profiles or whole propor-
tions, such as:

pd
jk/i = nd

ijk/nd.jk and pd
ijk = nd

ijk/nd... (13)

where “ .” means a summation over the index it is replacing: nd.jk =
∑

in
d
ijk.

For the following examples order 2, 3, 4 collocations have been used on only
one categorical variable which provides interesting insight into the use of the
multiple collocation power.

4 Some Examples

Reusing the toy dataset from Li and Claramunt’s paper the figure 4, bottom
panel, shows that as the order increases the consistency across the scale effect
is maintained. But as the data “gets” more structured the discriminating power

Fig. 4. Scale effect with Order 2 and 4; and Variation of Spatial Entropy with order
2, 3, 4 at distance 1.8 unit on the toy example used in fig.3 in [13]
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Fig. 5. Scale effect with Order 3 on the chessboard example of fig.1

among the different distances is improved for higher collocation orders. When
comparing orders with the same collocation distance, higher order also improves
the relative gain in negentropy or loss of entropy.

4.1 The Chessboard Example

For this second toy example, more comparable to a situation of image analysis
or remote sensing data, where every pixel can be classified, the spatial entropy of
order 3 still performs well comparatively to the Claramunt’s Diversity index, (see
figure 5). This confirms the statement proposed in the introduction about the
separability property characterising this index, that is the ability to discover if
the categories are apart. Perhaps with more categories, this index could be valu-
able in detecting separated categories, for example in remote sensing imaging.

4.2 The Lansing Data

Now an example still using one categorical variable, but with many categories,
here representing 6 different tree species of this well known dataset used in point
pattern analysis, figure 6. First steps of co-occurrence design with increasing
distances are represented on the figure, the second step being an intersection
with another circle (with the chosen radius) centred on a point of the first one,
the third step being just a counting process within the delimited zone. The heart
shape buffer zones represent a potential co-occurrence design if the interest is on
angular co-occurrences which can make sense in ecology. The collocation entropy
of order 3 shown on figure 7 exhibits some local scale spatial organisation. This
organisation is up to 0.2 units radius from a given point. The nonparametric
envelope of 5% is built from 19 random permutations of the labels of the points.
Claramunt’s index was 2.2309 and the 5% envelope was [2.33588 − 2.34531],
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Fig. 6. Tree Dataset in a 1 unit x 1 unit window from the R package Spatstat [16]:
collocation radii 0.05, 0.1, 0.15, 0.2, and shaped collocation examples

Fig. 7. Scale effect of Spatial entropy on the Lansing data with random permutation
envelope

so outside this interval. This is 95.50% in percent of the lowest bound, with
the interval becoming [100.00%− 100.40%]. With HSu, one gets at d = 0.1 unit:
98.50% with the interval [100%−100.75%]. Claramunt’s index appears more than
11 times the spread of the interval and HSu is 2 times, but both are outside the
5% confidence envelope.
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Fig. 8. k-way Tables for collocation discovery analysis: all 2-modes, 3-modes, 4-modes
possibilities with cell values as counted collocations as explained in the text: I , J , K
categorical variables, S spatial locations

5 Multiway Co-occurrence Analyses

Coming back to the original problem outlined in the abstract, spatial interactions
among a collection of variables can be associated with the same process or differ-
ent spatial processes. One can now argue that the general framework described
in the previous sections can accommodate many analysis questions. The way of
measuring the co-occurrence, the order of co-occurrence, and finally the variables
involved, are all parameters to play with in defining an appropriate exploratory
analysis. Figure 8 expresses some collocations tables targeted when computing
the co-occurrences, here with three categorical variables vI, vJ , vK. Notice that
S, the spatial locations are also represented, but usually before computing the
Spatial Entropy, the table is collapsed or aggregated according to a chosen at-
tribute (say vI categories) or a geographical partition (a covariate part of the
sampling design). This increases the flexibility of this multiway methodology.
The distance d can also be integrated as another “dimension" of the multiway
tables in order to perform multiscale entropies. Some other types of analysis has
been done using these multiway tables of co-occurrences in [14]. The context was
also related to finding spatial organisation of the categories of few variables, but
using a different measure of the distributions of co-occurrences. Instead of the
entropy, the chi-squared of lack of independence was used, as conveniently, it is
linked to correspondence analysis. A generalisation of correspondence analysis
to multiway tables was then described using a tensorial framework, [17,18].

6 Conclusion and Further Work

This paper discussed a possible extension of the Shannon’s entropy to the spa-
tial domain in a simple way. Looking at the multivariate distribution of co-
occurrences and the way it is built or estimated allows us to investigate various
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spatial multiway interactions to be analysed on a range of scales. Normalising
this entropy and studying its variations under hypothesis of random labelling
enables the existence of a particular spatial interaction effect encompassed in
the studied spatial distribution to be tested. Using this framework with useful
entropy formula such as the cross-entropy and the conditional entropy can fur-
ther extend the type of analysis to be used when studying spatial interactions,
[19]. Aiming to be applied to fuzzy information, Wuest et al. [20] debated prob-
abilistic versus non-probabilistic information for a map but this development
does not seem to take into account spatial proximities. This fuzzy aspect of the
spatial data either in position or attribute value was explored also in [21], but
the focus was on fuzziness rather than on the entropy concept itself, then still
remaining an important challenge for spatial entropy.
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Abstract. This paper proposes an automated approach for describing how geo-
spatial objects evolve. We consider geospatial objects whose boundaries and 
properties change in the time, and refer to them as evolving objects. Our ap-
proach is to provide a set of rules that describe how objects change, referred to 
as rule-based evolution. We consider the case where we are given a series of 
snapshots, each of which contains the status of the objects at a given time. 
Given this data, we would like to extract the rules that describe how these ob-
jects changed. We use the technique of case-based reasoning (CBR) to extract 
the rules of object evolution, given a few representatives examples. The result-
ing rules are used to elicit the full history of all changes in these objects. This 
allows finding out how objects evolved, recovering their history. As an example 
of our proposed approach, we include a case study of how deforestation evolves 
in Brazilian Amazonia Tropical Forest. 

Keywords: Spatio-temporal data, evolving objects, Case-Based Reasoning.  

1   Introduction 

The computational modelling of geospatial information continues to be, after decades 
of research, a problem which defies a definitive solution. Since computer models 
assign human-conceived geographical entities to data types, matching geospatial data 
to types and classes has been the focus of intense research. Recently, there has been 
much interest on modelling and representation of geospatial objects whose properties 
change [1-5]. Such interest has a strong practical motivation. A new generation of 
mobile devices has enabled new forms of communication and spatial information 
processing. Remote sensing data is becoming widespread, and more and more images 
are available to describe changes in the landscape. As new data sources grow, we are 
overwhelmed with streams of data that provide information about change. 

Representing change in a GIS (Geographical Information System) is not only an 
issue of handling time-varying data. It also concerns how objects gain or lose their 
identity, how their properties change, which changes happen simultaneously, and 
what causes change.  As Goodchild et al.[5] point out, the distinction between geospa-
tial entities as continuous fields or discrete objects also applies in the temporal do-
main. In this paper, we deal with computational models for time-varying discrete 
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geospatial entities. We refer to those as geospatial objects and distinguish two broad 
categories. The first category concerns objects whose position and extent change 
continuously, referred to as moving objects. The second type concerns objects bound 
to specific locations, but whose geometry, topology and properties change but at least 
part of its position is not altered. We refer to these as evolving objects, which arise in 
urban cadastre and in land cover change. For an alternative characterization of spatio-
temporal objects, see Goodchild et al.[5].  

This paper describes a computational model for evolving objects, which tracks 
changes that occurred during an object’s lifetime. The proposed model aims to answer 
questions such as “What changes took place for each object?”, “When did these 
changes occur?” and “How did the changes take place?”. We aim to extract the his-
tory of an object from its creation to its disappearance, including references to other 
objects involved. Eliciting the history of each object helps us to understand the under-
lying causes of change.  To be able to record the complete history of each object, we 
need a model that uses previous cases as well as knowledge obtained from an expert 
as the main sources of knowledge used to solve new problems. This leads to the sub-
ject of this paper. We propose a computational method that contains a set of rules that 
describe how geospatial objects evolve, based on a sample of existing cases. For this 
task we have used the Case-Based Reasoning (CBR) technique, which defines a set of 
rules that arise from knowledge about the application domain. 

In what follows, we review previous work on section 2 and describe our proposal 
in Section 3. In section 4, we describe an experiment where we applied our method to 
a spatiotemporal study of deforestation evolution. This paper builds on previous work 
by the authors [6-8]. 

2   Challenges in Describing How Spatial Objects Evolve 

In this section, we consider previous work on models for evolving objects and intro-
duce the challenges in describing how these objects change. Evolving objects are 
typical of cadastral and land change applications. Computational models for describ-
ing such objects are also referred to as lifeline models. Lifeline models use three 
ideas: identity, life, and genealogy. Identity is the characteristic that distinguishes each 
object from others during all its life. Life is the time period from the object’s creation 
until its elimination. Genealogy implies managing the changes that occur to an object 
has during its life. Hornsby and Egenhofer [9] stress the need to preserve an object’s 
identity when its geometry, topology, or attributes change, a view supported by 
Grenon and Smith [3]. Consider parcels in an urban cadastre. A parcel can have its 
owner changed, be merged with another, or split into two. A possible approach is to 
describe an object’s history based on operations such as creation, splitting and merg-
ing [9, 10]. However, these authors do not consider the problem of extracting evolu-
tion rules from the objects themselves. They consider objects of a single type. In this 
paper, we consider objects of different types and we provide ways to extract their 
evolution rules.  

To take a simple motivational example, consider Figure 1, where there are three 
objects: S1 of type ‘Street’ and P1 and P2 of type ‘Parcel’. Given the geometries of 
these objects at times T1 and T2, how can we find out how these objects evolved? To  
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Fig. 1. Example of objects evolution 

model this example, we need to consider different rules for spatial operations. Con-
sider the case of the ‘merge’ geometric operation, which joins the geometries of two 
objects. When the objects have different types, merging two objects can produce 
different results. When the object types are ‘Street’ and ‘Parcel’, there should be 
different rules for the result of the merging two objects. One possible set of rules is: 
(a) “merging two Parcels results in a Parcel”; (b) “merging a Street with a Parcel 
results in expanding the Street”.   

As a second example, consider how the internal and external borders of Brazil 
changed, as shown in Figure 2. Each polygon in Figure 2 is a Brazilian state. The 
Brazilian borders have changed significantly since the 18th Century, both because of 
internal division (creation of new states from existing ones) and inclusion of external 
areas (through international treaties). Suppose we want to devise a procedure that, 
given the snapshots shown in Figure 2, tries to extract the history of Brazil´s internal 
and external borders. Such method would have to distinguish at least three data types 
(‘Country’, ‘State’, ‘ExternalArea’) and would need a set of type-dependent rules for 
object merging and splitting. As a first guess, this set would have these rules: 

R1. Splitting an existing State produces two States: a new State and the existing 
State with a smaller area.  
R2. An existing State can be converted into a new State with the same borders. 
R3. Merging a State with an existing State produces a State with larger area. The 
new area is assigned to an existing State. 
R4. Merging a Country with an External Area produces a Country with larger 
area. The new area is assigned to an existing State. 
R5. Splitting a State from a Country produces a Country with smaller area and a 
new part of the External Area. 

These rules are not the only possible set. They may be able to rebuild a believable 
history of the Brazilian states, but may fail to be historically accurate. Given a set of 
snapshots which show that state of spatial objects in different times, we are not al-
ways able to remake their precise history. However, often snapshots are all we have, 
and we need to devise ways to make a likely guess about the objects’ evolution.  

These examples and similar cases lead us to propose the idea of rule-based evolu-
tion of typed geospatial objects. Our view of types comes from Computer Science, 
where types are tools for expressing abstractions in a computer language [11]. On a  
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Fig. 2. Evolution of internal and external borders of Brazil from 1709 to 1990 

theoretical level, a type is a set of elements in a mathematical domain that satisfy 
certain restrictions. A typed object is an object whose evolution is subject to con-
straints that are specific to its type. Thus, in the Brazilian borders example, for objects 
of type ‘Country’ and those of type ‘State’ we need different rules to describe their 
evolution. Models in which objects have different types and evolution cases are richer 
and more powerful than typeless ones. 

3   Extracting the Evolution Rules Using Case-Based Reasoning 

In this section, we describe the use of Case-Based Reasoning (CBR) to extract the 
evolution rules for a set of geospatial objects. CBR is a method for problem solving 
that relies on previously used solutions to solve similar problems [12]. In contrast to 
techniques that rely solely on general knowledge of a problem domain, CBR is able to 
use the specific knowledge of previously experienced, concrete problems [13]. This is 
a recurring technique in human-problem solving. To solve a new problem, we recall 
how we handled a similar one in the past and try to reuse it.  A new problem is solved 
by finding a similar past case and reusing it in the new problem. CBR is an incre-
mental technique, since experience learned in a case is applied for solving future 
problems.  

Traditional rule-based inferences have no memory of previous cases, and use the 
same set of rules for solving all problems. Instead of doing inferences using a large 
group of rules, a CBR-based software keeps track of previous cases. When confronted 
with a new problem, it tries to adapt rules that were useful in similar cases, thus in-
creasing continually its knowledge base [13]. The similarity between two problems 
can often ensure the interpretation adopted for a previous case can also adopted for 
the new one.   
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There are two types of CBR implementations: automatic procedures and informa-
tion recovery methods [12]. Automatic systems solve the problem in an autonomous 
way and provide methods to evaluate the results of their decisions. Information recov-
ery methods use human experts to set up the problem-solving rules based on well-
known examples. These rules are then used to perform the desired task. The current 
work uses a CBR system of the second type. Following [13], our proposed CBR tech-
nique has the following main steps: 1) Select a set of exemplary cases in the database; 
2) Use these cases to set up a set of evolution rules with the help of a domain expert; 
3) Test the proposed solution and, if necessary, revise it; and 4) Store the experience 
represented in the current set of rules for future reuse. The steps to model and to rep-
resent how spatiotemporal objects evolve (shown in Figure 3) are: 

1. Retrieval of snapshots of the area that contains a set of geospatial objects 
whose history we want to describe. 

2. Selection of a subset of this data that allows the human expert to find out the 
different types of geospatial objects and set up their evolution rules. 

3. Represent these evolution rules using CBR. 
4. Recover all objects from the database and compute their history based on the 

evolution rules. 
 

The domain expert defines two types of rules to characterize the objects’ evolution:  
description rules and evolution rules.  The description rules define the types of 
geospatial objects. The evolution rules define how objects evolve under spatial 
operations such as ‘split’ and ‘merge’. The expert defines the description rules 
considering the objects’ properties and their spatial relationship, including  topo-
logical predicates such as ‘cross’, ‘close to’ and ‘touch’. Consider Figure 4, where 
some prototypical land change objects are portrayed. Figure 4(a) shows three ob-
jects at time T1. At time T2, three new objects appear as shown in Figure 4(b). 
After applying the description and evolution rules described below, the resulting 
objects are shown in Figure 4(c).   

 
Fig. 3. General view of CBR method for eliciting geospatial objects evolution 
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Fig. 4. Evolution of prototypical land change objects: (a) Time T1; (b) Time T2 before applica-
tion of description rules; (c) Time T2 after application of evolution rules 

In this example, the description rules define three types of objects:  LargeGeomet-
ric (LG), Linear (LIN) and Small Geometric (SG), according to the following rules: 

DR1. An object with perimeter/area ratio smaller than 10 hectares-1 is a Linear 
object.  

DR2. An object with perimeter/area ratio greater than 10 hectares-1 and whose 
area is less than 50 hectares is a Small Geometric object.  

DR3. An object with perimeter/area ratio greater than 10 hectares-1 and whose 
area is more than 50 hectares is a Large Geometric object.  

These rules allow us to identify the objects in Figure 4, as shown in the labels as-
signed to each object. For this case, a possible set of evolution rules would be: 

ER1. A Small Geometric object that touches a Large Geometric object is merged 
with the Large Geometric object.  

ER2. Two adjacent Small Geometric objects are merged. 
ER3. Two Linear objects that are adjacent are not merged.   

Applying these rules, the SmallGeometric objects shown in Figure 4(b) are merged 
with the adjacent LargeGeometric objects, thus resulting in a spatial expansion of the 
latter. This example shows the need for a system that is able to represent the descrip-
tion and evolution rules and to apply them to extract the history of a set of objects. 
This system architecture is described in the next section.  

4   CBR-Based Geospatial Object History Extractor 

This section describes the architecture of a geospatial history extractor based on Case-
Based Reasoning (CBR) technique. A CBR system stores knowledge as a set of cases. 
Each case contains data about a specific episode, with its description and the context 
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in which it can be used.  The contents of each case include a set of rules set up by the 
domain expert. Among the several existent techniques for knowledge acquisition for 
CBR, we used unstructured interviews, where the information is obtained through 
direct conversation with the specialist. In these interviews, he gives his perspective of 
the problem, and a computer specialist records these cases. The expert elicits the 
knowledge domain in two steps: 

1. Describing the objects in their environment (description rules).  

2. Analyzing this outcome of spatial operations between the objects (evolution 
rules).  

After the expert produces the rules, the CBR system stores a set of rules for each case, 
as shown in Figure 5. 

The knowledge base consists of a series of cases, indexed by the object´s attributes. 
Based on the problem´s description, the indexes point out which attributes should be 
compared, finding out the case that can be useful for the solution. Each attribute re-
ceives a weight (among 0 and 1) according to their degree of importance in the solu-
tion of the case. In our model we built the indexes using an explanation-based tech-
nique, where the specialist points out which attributes are relevant for the solution of 
the problem. Figure 5 shows the indexes for the cases that described the problem 
described in Figure 4. The indexes for the description rules are area and perime-
ter/area ratio; the indexes for evolution cases are the objects types and their spatial 
relationship.  

After creating and indexing the knowledge base, we can then create the history of 
all objects. Each object is considered as a new problem and processed separately in 
two phases. Processing starts by taking the objects from the Geospatial Objects Data-
base that contains snapshots of the geospatial objects at different periods of time. For 
the example shown in Figure 2 (evolution of Brazil’s borders), the database would 
contain six snapshots for the years 1709, 1789, 1822, 1889, 1943 and 1990. The CBR 
system starts at the earliest snapshot. For each object in each snapshot, the CBR tries 
to find out its type based on the Description Rules, defined by a domain expert. The 
CBR system measures the similarity between each case stored in the database and the 
new object, according to their attribute values. Expressed as a real number between 
0.0 (no similarity) and 1 (equality), similarity is calculated for each case in the data-
base according to the attribute values. The software recovers the best match, shows it 
to the expert for confirmation, and stores the confirmed solutions in the Typed Geo-
spatial Objects Database. After processing all the information from the first snapshot, 
the system recovers all objects from the next snapshot in the Geospatial Objects Da-
tabase. It describes them according to the Description Rules and stores them in the 
Typed Geospatial Objects Database. 

The second phase of the CBR-based system takes the objects from two consecutive 
snapshots of the Typed Geospatial Objects Database to describe their evolution. The 
specialist verifies if the objects are neighbors and the system compares the objects 
from the two consecutive snapshots according to the rules of the Evolution Cases 
Database. These rules consider the objects’ spatial relationships to find out if two  
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Fig. 5. Example of case construction based on expert rules 

objects should be merged in agreement with their description. The system creates the 
history of each object and stores it in the History Objects Database. The attributes of 
the History Objects Database are:  

 

1. New Object: the new identification for the object created. 
2. FatherObject1: identification of the first object that generated the new. 
3. YearObject1: year of the first object that generated the new. 
4. FatherObject2: identification of the second object that generated the new. 
5. YearObject2: year of the second object that generated the new. 
6. Result: the new description for the new object. 
7. Year result: the year in which the new object was created.  
8. New area: the area of the new object given by the sum of the areas of the objects 

that were merged. 
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These attributes keep the origin of the new object allowing the recovery of its history. 
Considering that the snapshots are stored in increasing temporal order, taking time as 
a sequence T = {1, …, n} the evolving process can be described in the following steps: 

1. Let T = 1. 

2. Take the objects from time T from the Geospatial Objects Database.  Describe 
these objects according to the Description Cases Database. Store the results in 
the Typed Geospatial Objects Database.  

3. Take the objects from time T+1 from the Geospatial Objects Database. De-
scribe these objects according to the Description Cases Database. Store the re-
sults in the Typed Geospatial Objects Database. 

4. Compare the objects of times T and T+1 using the Evolution Cases Database. 
Evolve the objects if possible. Store the results in a History Objects Database.  

5. If there are further snapshots in the Geospatial Objects Database, make T = 
T+1 and go to step 2 above. Otherwise, exit the program.  

The example shown in Figure 5 is a simple one, where the cases are mutually exclu-
sive and simple ad-hoc rules could solve the problem without resorting to CBR. Many 
cases are not mutually exclusive and require reasoning techniques which are more 
complex. To better explain the possible uses of the proposed technique, we present a 
case study using real data in the next section. 

5   Land Change Objects in Brazilian Amazonia: A Case Study 

This section presents a case study about extraction of the history of geospatial objects 
associated to deforestation areas in the Brazilian Amazonia rainforest. The motivation 
is the work carried out by the National Institute for Space Research (INPE). Using 
remote sensing images, INPE makes yearly assessments of the deforestation in Ama-
zonia region. INPE’s data show that around 250,000 km2 of forest were cut in Ama-
zonia from 1995 to 2007 [14].  

Given the extent of deforestation in Amazonia, it is important to figure out the 
agents of deforestation. We need to assess the role and the spatial organization of 
the different agents involved in land change. Our idea is to associate each land 
change patch, detected in a remote sensing image, to one of the agents of change. 
Extensive fieldwork points out the different agents involved in land use change 
(small-scale farmers, large plantations, cattle ranchers) can be distinguished by their 
different spatial patterns of land use [15] [8]. These patterns evolve in time; new 
small rural settlements emerge and large farms increase their agricultural area at the 
expense of the forest. Farmers also buy land from small settlers to increase their 
property for large-scale agriculture and extensive cattle ranching. Therefore, CBR 
system will aim to distinguish land change objects based on their shapes and spatial 
arrangements.  

We selected a government-planned rural settlement called Vale do Anari, located 
in Rondônia State, in Brazilian Amazonia Tropical Forest. This settlement was  
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Fig. 6. Location of the study area. The Brazilian Amazonia is on the left, and the Vale do Anari 
area in the state of Rondônia is on the right. Light-coloured areas indicate deforestation.  

established by INCRA (Colonization and Land Reform National Institute), in 1982, 
with lots of approximately 50 ha (see Figure 6). The third author had carried out 
fieldwork on the area [16, 17]. In their work, Silva et al [8] used a decision-tree 
classifier to describe shapes found in land use maps extracted from remote sensing 
images. They associated these shape descriptions to different types of social agents 
involved in land use change. Silva et al [8] work did not find out how individual 
objects evolved, but presented their results comparing the overall types of objects 
found in each snapshot. They classified deforestation patterns as Linear (LIN), 
Irregular (IRR) and Geometric (GEO) in Vale do Anari region [8]. These objects 
associated a deforestation patterns were the input of our system. In our study, we 
distinguish three types of land change objects: Small Lot (LOTS), Along Road Oc-
cupation (AR) and Concentration Areas (CON). The main characteristics of those 
objects are: 

1. Along Road Occupation: Small settlement household colonists living on sub-
sistence agriculture or small cattle ranching. Their spatial patterns show up as 
linear patterns following planned roads built during earlier stages of coloniza-
tion. 

2. Small Lot: Small household colonists associated to settlement schemes living 
on subsistence agriculture or small cattle ranching. Their spatial patterns show 
up as irregular clearings near roads, following parcels defined by the planned 
settlement.  

3. Concentration: Medium to large farmers, associated to cattle ranches larger 
than 50 ha. This pattern results from the selling of several 50 ha lots to a 
farmer aiming to enlarge his property. Their spatial patterns is geometric, close 
to roads or population nuclei.  
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The Description Rules (DR) for deforestation objects in our case study are: 

DR1. “A geometric spatial pattern is an object of type land concentration”. 

DR2. “An irregularly shaped pattern that touches a road is an object of type along 
road occupation”. 

DR3. “An irregular spatial pattern doesn’t touch a road is an object of type small lot”. 

DR4. “A linear spatial pattern that touches a road is an object of type along road 
occupation”. 

DR5. “A linear spatial pattern that doesn’t touch a road is an object of type small lot”. 

A subset of the deforestation objects in the Vale do Anari is shown in Figure 7. The 
sequence starts with objects representing 1982-1985 deforestation on the right side.  
 

 

Fig. 7. Sequence of deforestation objects 
 



416 J.S. Mota et al. 

The next set of deforestation objects represents new deforested areas detected during 
the 1982-1985 period and so forth. These three year snapshot show how deforestation 
occurred; the objects’ labelling was confirmed by experts on deforestation domain. 
On the left side of Figure 7 the deforestation objects detected in the intervals of three 
years are shown and linked to an attribute table by an identification number. 

The next step is defining the evolution rules. These rules depend on the object´s 
type and its relation with adjacent  objects. An object of type along road occupation 
does not evolve, since it signals the start of the occupation. When two small lots touch 
each other, they are merged into  a new small lot. When a concentration touches a 
concentration or a small lot, they are merged and the result is a new concentration. A 
small lot  with area greater than 50 ha represents the results of small lots that were 
merged. If a concentration touches a small lot  with area greater than 50 ha, it doesn’t 
evolve. The evolution rules are: 

ER1 – “Two adjacent land concentration  are merged into a land concentration”. 

ER2 – “An object of type along road occupation is not merged with other objects”. 

ER3 – “Two adjacent small lots are merged into a small lot”. 

ER4 – “A small lot with area < 50 ha  adjacent to a land concentration is merged 
with it and the result is a land concentration”. 

ER5 – “A small lot with area >= 50ha and adjacent to a land concentration is not 
merged with other object.” 

The CBR system builds the Description Cases Database using the description rules 
and the Evolution Cases Database using the evolution rules. Then, it considers all 
deforestation objects using the procedure described in Section 4 above.  For each new 
object, it looks for a similar case in Description Cases Database to define its type. 
The next step is applying the evolution rules. Given an object´s type and spatial ar-
rangements, the CBR software looks for similar cases in the Evolution Cases Data-
base. Based on these cases, it establishes the history of each object, including the 
originating objects (if the new objects results from a merge operation). The results 
produced for a sample of the deforestation objects are presented in Figure 8.  

The report of the CBR system shows how deforestation objects evolved.  Until 
1991, no objects evolved due to rule ER2: “An object of type along road occupation is 
not merged with other objects”. In 1991, the object 478 merged with the object 341 
following rule ER3 (“Two adjacent small lot objects are merged and the new object is 
a small lot”) and the result is the object 1. Also in 1991, object 497 merges with ob-
ject 42 according to rule ER1, (“Two adjacent land concentration objects are merged 
and the new object is a land concentration”), creating object 2. In 1994, land concen-
tration object 486 appears and merges with object 43 following rule ER4 (“A small 
lot with area < 50 ha  adjacent to a land concentration object is merged with it and 
the result is a land concentration object”.), creating object 3. In the same year, object 
2 merges with object 517 again following rule ER4, creating object 4. In 1994 object 
3 merges with object 355, following rule ER4, creating object 5. Still 1994, object 4 
merges with object 5, following rule ER1, creating object 1, that is again expanded, 
producing object 7, which merges with object 1. In 1997, object 7 merges with objects 
725, creating object 8. Then it merges with object 783, creating object 9, and finally 
merges with object 799, producing object 10. The CBR system was thus able to show  
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Fig. 8. Example of the history of deforestation objects 
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Fig. 8. (Continued) 

how land concentration occurred in the region, showing that the government plan for 
settling many colonists in the area has been largely frustrated [16]. The process of 
land concentration in the Vale do Anari settlement described by the CBR system 
matches what was noted in the interviews performed during fieldwork [16]. 

6   Conclusions 

In this paper, we dealt with evolving objects. We are interested in cases where the 
simple rules of merging and splitting are not enough to describe their evolution, since 
such evolution depends on the object´s types. We propose a method that uses previous 
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cases as well as knowledge elicited from a specialist as the main sources of knowl-
edge used to solve new problems. A contribution of our research is the definition a 
case-based reasoning (CBR) method to describe the object´s type and find out how 
geospatial objects evolve. Experimental results for the Brazilian Amazonia Tropical 
Forest corroborate the effectiveness of our proposal. The approach of using typed 
geospatial objects and evolution rules contributes to solve the problem of automati-
cally modelling and describing the history of evolving geospatial objects. 

Use of the CBR software for describing object evolution follows form the work of 
Silva et al. [13] that developed a method for distinguishing patterns of land use change 
based on their shapes in static timestamps. Their work did not discuss how spatial 
patterns evolve in time. The current work addresses the problem of tracking changes 
during an object’s lifetime, based on type-specific evolution rules. In our experiments 
using case-based reasoning (CBR), we were able to obtain the rules for object evolu-
tion and to describe how geospatial objects evolve. The CBR technique proved  to be a 
simple and useful approach to set up the rules for land change trajectories. 

In our application domain, CBR presented a satisfactory result, since the knowl-
edge base had only a few cases, which were presented to the expert in an organized 
way. When there are many data types and different cases, the knowledge base should 
be generated carefully to avoid conflicting and inconsistent interpretations. Addition-
ally, despite advanced techniques for case indexing and retrieval (neural networks, 
genetic algorithms), a knowledge base with many cases can have a slow and bad per-
formance. In such cases, the CBR software needs to include adaptation and learning 
techniques, which also detect inconsistencies in the rules. In this case, the rules would 
be changed according to the expert´s reaction to examples being presented to him. 
Adaptation and learning are complex and error-prone techniques that, if not done 
properly, may result in further inconsistencies in the knowledge base. Therefore, 
many CBR softwares do not provide an adaptation and learning facility. They simply 
recover the most similar case and make the solution available for the specialist to 
determine if it solves his matching problem. 

Our experience shows that CBR-based techniques are useful and simple to set up 
for recovering the history of evolving geospatial objects when there are few types and 
clear-cut rules for object description and evolution. When there are many types and 
the evolution rules are complex, the CBR software needs to be carefully designed, and 
should include a learning phase and techniques for detecting inconsistencies and con-
flicts. In our work, we consider the CBR software we designed in promising enough; 
so we plan to extend these CBR techniques for improving the study of land cover 
change evolution in the Brazilian Amazonia region. 
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Abstract. Processes are central for geographic information science; yet
geographic information systems (GIS) lack capabilities to represent pro-
cess related information. A prerequisite to including processes in GIS
software is a general method to describe geographic processes indepen-
dently of application disciplines. This paper presents such a method,
namely a process description language. The vocabulary of the process de-
scription language is derived formally from mathematical models. Physi-
cal processes in geography can be described in two equivalent languages:
partial differential equations or partial difference equations, where the
latter can be shown graphically and used as a method for application
specialists to enter their process models. The vocabulary of the process
description language comprises components for describing the general
behavior of prototypical geographic physical processes. These process
components can be composed by basic models of geographic physical
processes, which is shown by means of an example.

Keywords: geographic physical processes, process modeling, process
language, GIS.

1 Introduction

Geography is investigating distributions of objects, people, goods, etc. in space
[2]. Distributions are subject to change, which is caused by processes. Getis and
Boots define spatial processes as “tendencies for objects to come together in
space (agglomeration) and to spread in space (diffusion)” [11, p.1]. Examples
for processes of interest in geography are the migration of people, the spread of
diseases, the movements of goods, the flow of water, the transport of sediments,
etc. [2,5]. Spatial processes are also studied in disciplines like biology, ecology,
hydrology, economics, etc. Numerous approaches for process modeling have been
developed and implemented in specialized modeling tools. The knowledge of pro-
fessional modelers is considerable and models are becoming increasingly realistic
and complex. The goal of modeling applications is generally a prediction of ef-
fects of processes.

Geographic information systems (GIS), the tools used in geography, play a
supportive role for process modeling; they are mostly used for data management
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and for visualization of results calculated by modeling tools. The interoperation
between GIS and modeling tools is hindered by a lack of capabilities to represent
process related information on the GIS side. The integration of time and process
in GIS is one of the unsolved issues of geographic information science [20,7,12].

The integration of sophisticated process modeling capabilities that address
the specialized methods of the different models is impossible. Instead, GIS need
to be complemented with a basic ability to represent processes in order to en-
hance the interoperability with process modeling tools. A first step towards GIS
with process handling capabilities, requires the identification of prototypical pro-
cess behaviors across disciplines. A second requirement is the development of a
general method to describe geographic processes and to compose process com-
ponents to models. Our proposal to meeting these requirements is a process
description language for geographic physical processes (section 3). The hypoth-
esis of our work is that mathematical languages can be used for describing and
composing models of the general behavior of geographic physical processes.

A fundamental requirement for a process description language is the identifi-
cation of a vocabulary that allows entering the particularities of processes. The
focus of the proposed process description language is on the description of the
general behaviors of geographic physical processes. The restriction to geographic
physical processes, which are a subset of physical processes, allows the reuse of
existing knowledge on physical process modeling (section 2). Physical models
can be formulated in mathematical languages such as (partial) differential equa-
tions. An analysis of basic partial differential equations lead to the identification
of prototypical processes (section 4). The contribution of the process description
language is the linkage between mathematical formulations of prototypical pro-
cess behaviors and concise examples of geographic physical processes. For this
purpose processes are conceptualized as block models, which are expressed with
difference equations (section 5). Block models have the advantage that they can
be graphically depicted for supporting the modelers at their task. The appli-
cation of the process description language to modeling and composing process
models is shown by means of an example (section 6).

2 Geographic Physical Processes and GIS

Processes are sequences of events that are connected by a mechanism; they lead
to a recognizable pattern [11,28]. The mechanism may be initiated by different
kinds of forces such as physical, social, or political forces [11]. Geographic or
spatial processes are processes that shape distributions of elements in space;
they create spatial structures.

Geographic processes can be social or physical processes, which are two on-
tologically different groups of processes [10]. Modeling applications using ge-
ographic information systems (GIS) show an emphasis on environmental, i.e.,
physical processes [4]. We consider physical processes that are of interest in ge-
ography, geographic physical processes, a good start for developing a process
description language.
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An example for a geographic physical process is the dispersion of exhaust
fumes of a factory. The question of interest in relation to this process is where
the areas are that are most affected by the exhaust fumes [32]. In order to answer
this question, the spreading of the exhaust fumes in the atmosphere has to be
modeled. From the moment the exhaust fumes are released to the air from the
factory’s chimney, they spread continuously and are moved by air currents. The
exhaust fumes affect the air quality in a region surrounding the factory. A model
of this process is discussed in section 6. Other examples for geographic physical
processes are water runoff, groundwater flow, sediment transport, and hill slope
erosion.

Geographic physical processes are a subset of physical processes and share
their characteristics. From an ontological point of view, physical processes are
subject to material causation in contrast to social processes that are following
information causation [9]. Information causation acting in social processes is not
limited to temporal or spatial neighborhood. In case of material causation the
energy transmitted from one unit to the next corresponds to the gain of energy
in the receiving unit. This conservation of energy or some other property like
mass is a common principle of physical processes. Physical processes establish
the physical reality, which is continuous [13]. In addition, physical processes are
considered to be local processes; this means that their influences are restricted
to the neighborhood. The spectrum of interest in geography “excludes quantum
or relativistic effects and is thus rigidly Newtonian” [12, p.1].

The integration of processes in GIS is a longstanding question of geographic
information science [20,7,12]. A key difficulty regarding the integration of GIS
and process models is the static nature of GIS. Kavouras [19, p.50] recognizes
in GIS a “... lack of a concrete theoretical foundation, which among others,
has not found acceptable ways to represent generically data, processes, and
data on flows and interactions associated with socio-economic applications”.
There are reasons to integrate process models and GIS, despite all conceptual
differences [4].

Various approaches have been presented aiming either at extending GIS with
time [20,17,35] or at integrating process models in GIS [33,36,29,34]. Time-
oriented approaches generally focus on objects and their change [17,35]. Theo-
ries developed from this point of view are not generally applicable to geographic
physical processes, because they are continuous processes with field-like char-
acteristics. Work by Yuan [36] refers to phenomena with both, object and field
characteristics, and applies to the analysis of rainstorms. General approaches for
integrating geographic phenomena in GIS are, e.g., PCRaster [33], the vector
map algebra [34], and the nen data model [28,29].

The integration of process models in GIS is referred to as embedded mod-
eling in GIS. Three other levels of integration of modeling tools and GIS are
differentiated, which are: loose coupling, tight coupling, and modeling tools in-
tegrating GIS functionality [30,4,6]. Loose coupling means that GIS are used for
generating the input for modeling software and for visualizing the calculated re-
sults. The option of tight coupling connects GIS and modeling software through
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a common interface; this is only achieved for single models. Highly specialized
modeling tools may integrate the GIS functionality they require in their system.
Mitasova and Mitas [24] additionally mention the group of GIS and web-based
models, where widely used models are provided as web applications together
with required input data and parameters.

A series of applications are implementing the integration of GIS and process
models on the different levels. The applications are often successful at integrat-
ing a particular model of a process from the viewpoint of a certain discipline. In
contrast to the focus of these applications, we aim at identifying general func-
tionality required to extend GIS with general process modeling capabilities.

3 Why Develop a Process Description Language?

The potential of GIS regarding the spatial aspects of process modeling and anal-
ysis is not yet exploited. We take a look at the requirements of process modeling
for identifying areas of improvement on the GIS side. Improving the capabilities
of GIS regarding process modeling can lead to a better interoperability between
GIS and process modeling tools in the long run.

In the Virtual GIS project [3] criteria for the development of spatial modeling
systems have been identified. These criteria include a graphical user interface,
a component for the interactive development of scenarios, functionality for spa-
tial analysis and visualization, and “a generic system that operates as a toolbox
independent of a specific domain” [8, p.3]. To achieve such a system, we have
to abstract from specifics of different disciplines and from details of the quanti-
tative analysis. Our proposal is the development of a language to describe and
to compose models of prototypical geographic processes; with a restriction to
geographic physical processes.

The process description language contributes two things: a) the identification
of prototypical processes and b) a method to generally describe and compose
models of geographic physical processes. Composition of model components is an
important feature for process modeling as previously mentioned by [22,26]. The
qualitative description focuses on general principles of processes, which of course
does not replace quantitative process modeling. The process description language
allows the generation of qualitative sketch models of processes describing the
general behavior of the processes. These sketch models are created with the
language not requiring deep mathematical knowledge. The models can serve as
input for existing modeling tools and facilitate process modeling for non-expert
modelers.

We see the proposed process description language as a layer on top of exist-
ing modeling tools for spatial processes such as PCRaster [33] and the vector
map algebra [34]; a layer with a more rigorous mathematical foundation in par-
tial differential equations. The motivation of developing the process description
language is an improvement of GIS functionality, which is a distinguishing fea-
ture from modeling tools such as the Spatial Modeling Environment (SME) [22],
SIMILE [25], or the 5D environment [23] developed in other disciplines than
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the GIS discipline. In addition, modeling tools developed for modeling primarily
non-spatial processes that are based on STELLA can solve differential equations
but no partial differential equations.

4 A Mathematical Model and Prototypical Processes

“Process models generally express theories predicting the nature of the exchange
of energy and mass within systems, over time” [27, p.361]. A model of a physical
process comprises a configuration space, interactions between the elements of
the configuration space, governing equations and constitutive relations [15]. The
configuration space contains information about the elements of the modeled sys-
tem together with physical parameters, initial and boundary conditions, etc. The
interactions between the elements of a system are related to governing equations.
The governing equations of physical models are based on natural laws. Constitu-
tive relations are required to fully describe the model of the process. The practice
of process modeling is well summarized in the following statement: “Because of
the complexity of the Earth systems, process-based modeling of geospatial phe-
nomena relies in practice on the best possible combination of physical models,
empirical evidence, intuition and available measured data” [15, p.2].

The governing equations of physical phenomena are based on natural laws
that generally refer to the conservation of a property such as mass or energy
[16]. Fundamental conservation laws state that the total amount of, e.g., mass
in a system remains unchanged. The amounts of a quantity going in, going out,
and being created or destroyed in a region, have to correspond to the amount
of change in a certain region [21]. The general conservation law consists of three
main components: the component specifying the change of the concentration of a
substance u(x, t) over time, the flow of the substance φ(x, t), and sources or sinks
in the system f(x, t). The specification of these three components is sufficient
for describing the general behavior of a series of physical phenomena [21]:

∂u(x, t)
∂t

+
∂φ(x, t)

∂x
= f(x, t) . (1)

Equation 1 is a general conservation law in one spatial dimension formulated as
a partial differential equation (PDE). PDEs are one possible mathematical lan-
guage for formulating models of physical and thus geographic physical processes.
A PDE is widely applicable, because “it can be read as a statement about how
a process evolves without specifying the formula defining the process” [1].

The terms u(x, t) and φ(x, t) in Equation 1 are unknowns, when assuming that
sources and sinks are given [21]. For describing the unknowns, an additional
equation is required: a constitutive relation [21]. These constitutive relations
generally define the flow term of the conservation equation. They give a rule to
link flow φ(x, t) and concentration u(x, t) of a substance [16]. The definition of
the constitutive relations is based on physical characteristics of the system and
often founded on empirical evidence.
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Two commonly differentiated kinds of flow, which are described by constitutive
relations, are advective flow φA and diffusive flow φD. Advection (transport by
flow) and diffusion (random spread of particles) are important kinds of processes
also for geography. The flow of a substance or object due to advection is specified
by Equation 2; the flow of a substance due to diffusion is modeled by Equation 3.

φA = u(x, t) ∗ v, with v...flow velocity . (2)

φD = −k ∗ ∂u(x, t)
∂x

, with k...diffusion constant . (3)

The flow term φ in the conservation equation (Equation 1) is composed of the
advective component φA and the diffusive component φD:

φ = φA + φD . (4)

Depending on the process, advective and diffusive components of flow can be
present or either of them can be zero. Inserting the constitutive relations describ-
ing the flow terms in the conservation law, under consideration of the possible
combinations of terms, leads to a series of equations: the advection equation, the
diffusion equation, and the advection-diffusion equation.

Advection equation: The advection equation (Equation 5) describes the bulk
movement or flow of a substance in a transporting medium [21]. The direction
and velocity of flow are determined by the flow direction and velocity v of
the transporting medium. The equation is an evolution equation that shows
how the process evolves over time. An example for an advection process is
the transport of pollen by wind.

∂u(x, t)
∂t

+ v ∗ ∂ (u(x, t))
∂x

= f(x, t) (5)

Diffusion equation: The diffusion equation (Equation 6) describes a process
where a substance spreads from areas of higher concentrations of the sub-
stance or areas with higher pressure to areas with lower concentrations or
pressure [21]. Diffusive flow φD is specified by flow down the concentration
gradient, which is expressed by the minus sign in Equation 3. The motion of
the particles is random. The diffusion equation is again an evolution equa-
tion. An example for a diffusion process is a contaminant diffusing in standing
water.

∂u(x, t)
∂t

− k ∗ ∂2u(x, t)
∂x2

= f(x, t) (6)

Advection-diffusion equation: In the case of an advection-diffusion process,
diffusive and advective flows take place. An example is the spread of a toxic
liquid in a lake: the liquid diffuses from areas of higher to those of lower
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concentrations of toxins and in addition, the water current of the lake moves
the toxic liquid. In the case of this process, both types of flows are present
in the conservation equation and lead to an advection-diffusion equation
(Equation 7).

∂u(x, t)
∂t

+ v ∗ ∂ (u(x, t))
∂x

− k ∗ ∂2u(x, t)
∂x2

= f(x, t) (7)

Steady-state equation: Important are also the steady-state versions of the
conservation equation, where the term including time is zero (∂u(x,t)

∂t = 0)
and the source is a function of space f(x) [16]. In a steady-state process
the available amount of a quantity remains unchanged; what changes is the
amount of the quantity occupying a position in space over time. The equa-
tion models steady-state flow in fields. This kind of equations is known as
equilibrium equation. The following equation (Equation 8) shows the steady-
state Poisson equation in two dimensions. The Poisson equation contains a
source or sink term, which the second steady-state equation, the Laplace
equation, does not contain.

∂2u(x, y, t)
∂x2

+
∂2u(x, y, t)

∂y2
= f(x) (8)

The list of equations is usually complemented by the wave equation, which de-
scribes the propagation of waves such as sound waves or water waves. The dis-
cussion of the wave equation would exceed the scope of this paper and is left for
a future report on the topic.

PDEs allow an analysis of process behavior from a theoretical point of view.
The identified PDEs provide the core for the establishment of the vocabulary of
the process description language. We have to show that the equations modeling
prototypical processes can be linked to geographic physical processes. This task
is achieved by the process description language.

5 A Process Description Language

The fundamental laws governing the models of geographic physical processes are
conservation laws and flow laws. The specification of these laws describes the
qualitative behavior of a process. A summary on kinds of processes described by
these laws was given in section 4. Additional requirements for the specification
of a model of a physical process are the definition of the configuration space
including parameters, boundary and initial conditions etc. [15, c.f. section 4].
These aspects of process models are left aside in the work presented in this paper.
The focus is on the key task of the process description language: the assignment of
the equations modeling general process behavior to a certain geographic physical
process.
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For the purpose of selecting an appropriate equation for modeling a certain
process, we conceptualize geographic physical processes with deterministic block
models [32]. Blocks can be aligned next to each other, on top of each other, or on
top and besides each other, just as required to represent a process in 1D, 2D, or
3D in the model. This kind of representation is comparable to raster and voxel
representations in GIS. Block models are useful for conceptualizing geographic
physical processes; they describe the behavior of a process with respect to blocks
of finite size. For the specification of the process behavior we define the storage
of a substance, the flow of the substance and sources and sinks in the system. We
will see that there are geographic physical processes, whose behavior corresponds
to the behavior of processes described with the equations from Section 4.

From a mathematical point of view the approach using block models is closely
related to finite difference methods. The formulation of the block models is done
mathematically with difference equations. Differential and difference equations
are seen as equivalent languages for expressing process models. Differential equa-
tions are continuous representations of a phenomenon; difference equations are a
discretization of differential equations. Linking PDEs to difference equations and
vice versa is always possible for the basic, linear equations we are working with.
A previous account of the connection between PDEs and difference equations
has been given in [14]. The advantage of using blocks for establishing a model is
that the model can be visualized.

General conservation laws apply to block models as to continuous representa-
tions of phenomena. The formulation of the conservation equation as a difference
equation in three dimensions is ($ labels a difference):

$F

$t
+
$φ

$x
+
$φ

$y
+
$φ

$z
= f . (9)

The change in the density or concentration of a substance F stored in a block
over a time interval is expressed by �F

�t . This change is caused by flows across
the boundaries of a block (e.g., flow in x-direction�φ

�x ) and sources or sinks (f) in
the system [18]. The flow in a model is captured by describing the flow between
two neighboring blocks; it is specified by the gradients of the flux terms φ in x, y,
and z direction. The gradients of the flux terms can either be negative and refer
to flows out of a block or positive and refer to flows into a block. Figure 1 shows
a block and the flux terms in all directions of the block. φx|x refers to the flow
across the left border of a block and φx|x+Δx refers to the flow across the right
border of a block in positive x, respectively y and z, direction. The gradient of
the flux terms in x -direction, which gives the flow in x -direction, is defined by
(Equation 10):

$φ

$x
=

φx|x+Δx − φx|x
$x

. (10)

The general definition of the flow across a face has to be extended by the speci-
fication of the type of flow taking place, which depends on the ongoing process.
This means that in Equation 9, the flux terms φ have to be replaced by the
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Fig. 1. Flux terms in three dimensions in respect to a block [31]

specific type of flow going on. We discuss here three possible types of flow (c.f.
section 4):

– advective flow: φA = F ∗ v,
– diffusive flow: φD = −k ∗ �F

�x ,
– and advective-diffusive flow: φ = φA + φD = F ∗ v − k ∗ �F

�x .

The outcome of this procedure is a difference equation that describes the general
behavior of an ongoing process. The kinds of equations considered in this paper
were discussed in section 4. The presented approach produces a language to
describe the processes, which so far are missing in a GIS. The language consists
of:

1. the state variable (e.g., F ) referring to data in a GIS,
2. operations applicable to the state variables (primarily partial differences like

�F
�x ),

3. and multiplicative constants to form
4. equations.

The language has further the important composability property: simpler descrip-
tions can be composed to more complex descriptions. The example in section
6 shows that first, a simple model can be created that considers only diffusive
flows; this model can be extended for a component referring to advective flows.
Adding diffusive and advective flows gives the total amount of flow in the system.

The description of geographic physical processes resulting from the use of the
process description language is qualitative; it can be seen as a sketch-model of a
process. A detailed quantitative evaluation of processes is not in the foreground
of our work. However, because of the formulation of the models with difference



430 B. Hofer and A.U. Frank

equations and the possibility to change to a representation as differential equa-
tions, the output of the process description language can serve as input for a
quantitative analysis of processes.

6 Composing Process Models - An Example

A strength of the chosen conceptualization of the processes based on blocks is
the intuitive approach to composing process models. Adding components and
links to existing components extends the model. The illustrative example of a
geographic physical process that we model with the process description language
is the dispersion of exhaust fumes of a factory (c.f. section 2).

First, we build a simple model that considers the spread of exhaust fumes
with density F (x, y, z, t) in the atmosphere and a source f(x, y, z, t) alone. The
source term is zero except for the location of the smoke stacks. We omit the
influence of gravity.

For the block model we need to specify the storage equation and the flow
equation that describe how fumes spread in the atmosphere. We assume that
the fumes are homogeneously distributed in each block; the density of fumes in
a block is an indicator of the ratio between fumes and air. The storage equation
defines the change in the density of fumes in a cell over a time period. The rate
of change in the concentration of fumes $F over a time interval $t, depends on
how much exhaust fumes come in and go out of a block. The flow of fumes in
and out of a block is defined by a flow law. We assume that the amount of flow
between two blocks depends on the difference in fume concentration between
the two blocks; fumes spread from areas of high fume density to areas of lower
fume density. This characterization corresponds to the behavior of a diffusion

Fig. 2. Diffusive flux terms in three dimensions and source f of fumes
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process. The flow taking place is diffusive, the advective component of flow is
zero. Figure 2 shows the diffusive flux terms in three dimensions. The diffusive
flux term φD is defined by:

φD = −kx
$F

$x
− ky

$F

$y
− kz

$F

$z
. (11)

Inserting the specification of φD (Equation 11) in the general conservation law
(Equation 9), leads to a diffusion equation (Equation 12). The diffusion equation,
therefore, is a model of the spreading of fumes in the atmosphere.

$F

$t
− kx

$2F

$x2
− ky

$2F

$y2
− kz

$2F

$z2
= f . (12)

The simple model above omits the influence of air currents that have effects on
the distribution of exhaust fumes in the air. Therefore, we add a component
referring to air currents with velocities in three dimensions v = (vx, vy, vz) to
the model.

The change in the concentration of fumes in a block consists again of the
amount of fumes coming in and going out of a block. Now we have to consider
two kinds of flows; the diffusive flow φD as described above and the movement of
fumes by air currents. The movement of fumes by wind depends on the concen-
tration of fumes in a block and the velocity of the wind in x, y, and z direction:
vx, vy, and vz . The fumes are transported by the flow field of air currents; this
kind of flow is known as advective flow φA (c.f. Equation 2). Figure 3 depicts
the advective flux terms in reference to a block; the mathematical formulation
is given below (Equation 13):

φA = Fvx + Fvy + Fvz . (13)

Fig. 3. Advective flux terms in three dimensions describing air currents
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We insert the advective flux term φA (Equation 13) in the conservation law
(Equation 9) to get a model of the effects of air currents on fumes (Equation
14):

$F

$t
+
$(Fvx)
$x

+
$(Fvy)
$y

+
$(Fvz)
$z

= 0 . (14)

The right side of Equation 14 is zero, because we assume that there are no sources
or sinks of air currents in our system. The resulting equation is an advection
equation. This equation models the movement of fumes by air currents. To get
the complete description of our model that considers the diffusion of fumes and
the advection of fumes by wind, we have to compose Equation 12 and 14. We
know from Equation 4 that the complete flow in a model consists of the sum
of advective flux terms φA and diffusive flux terms φD. Combining both types
of flows in one equation, leads to an advection-diffusion equation (Equation
15):

$F

$t
+
$(Fvx)
$x

+
$(Fvy)
$y

+
$(Fvz)
$z

− kx
$2F

$x2
− ky

$2F

$y2
− kz

$2F

$z2
= f . (15)

The advection-diffusion equationdescribes the change in the concentration of fumes
in a block under consideration of air currents that move the fumes. Figure 4 shows
the total flux terms acting on a block. The modeling process showed that process
components can be composed to extend the model of the process. The two kinds
of flows taking place in our model of the dispersion of exhaust fumes, can simply
be added to give the total amount of flow in the system.

Fig. 4. Total flow in the model of the dispersion of exhaust fumes
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The specification of complete models of geographic physical processes requires
the definition of a configuration space, boundary and initial conditions, parame-
ters, etc. (c.f. section 4). Adding this information allows the quantitative analysis
of the models with, for example, a finite difference or finite element solver. The
focus in this paper was on the storage and flow laws describing the behavior of
processes; the definition of the configuration space, required data sets, boundary
conditions, etc. that complement a process model, yet have to be added. This
additional information about the model is, however, implicitly contained in the
model description.

In the future, values for parameters, boundary conditions, and initial condi-
tions could come from the data stored in a GIS. In addition, the solution of the
difference equation resulting from modeling the process, could be a GIS layer,
which gives the distribution of exhaust fumes over time.

7 Results and Conclusions

Mathematical languages can be used for describing and composing qualitative
models of geographic physical processes. Based on an analysis of differential
equations we identified equations that model prototypical process behavior. By
means of deterministic models based on blocks, the process description language
links geographic physical processes with these prototypical process equations.
The illustrative example of a model for the dispersion of exhaust fumes from a
factory showed how a process is qualitatively described and how process com-
ponents are composed.

The description of processes on a general level, as achieved by the process
description language, can enhance the usability of existing modeling tools for
non-expert modelers. The sketch model established with the process description
language can serve as input for modeling tools that require the description of
the process closer to mathematical details of the model equations.

The presented work lays the foundation for a process enriched GIS. The estab-
lishment of a process model in a process enriched GIS, could work as follows: The
process description language allows the specification of the general behavior of
a process. Data on parameters, initial conditions, boundary conditions, etc. can
be derived from data available in the GIS. The process description together with
data on initial and boundary conditions, parameters, etc. serve as input for, for
example, a finite element solver. The quantitative analysis of the process done
with the finite element solver results in a layer in the GIS that represents the
ongoing process. A series of questions regarding the usage of process modeling
in GIS, the assessment of the suitability of the models, the technical realization,
etc. are raised by the idea of a process enriched GIS. In the long run such a GIS
could become a comprehensive simulation tool.
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Abstract. For an autonomous physical agent, such as a moving robot or a  
person with their mobile device, performing a task in a spatio-temporal envi-
ronment often requires interaction with other agents. In this paper we study ad-
hoc collaborative planning between these autonomous peers. We introduce the  
notion of decentralized time geography, which differs from the traditional  
time-geographic framework by taking into account limited local knowledge. 
This allows agents to perform a space-time analysis within a time-geographic 
framework that represents local knowledge in a distributed environment as re-
quired for ad-hoc coordinated action between agents in physical space. More 
specifically, we investigate the impact of general agent movement, replacement  
seeking, and location and goal-directed behavior of the initiating agent on the 
outcome of the collaborative planning. Empirical tests in a multi-agent simula-
tion framework provide both a proof of concept and specific results for different 
combinations of agent density and communication radius. 

1   Introduction 

This paper studies collaboration between mobile social agents, in particular forms of 
collaboration that require a physical encounter at some point in space and time. 
Agents communicate in an ad-hoc, peer-to-peer manner, such that each agent has easy 
access to local knowledge, but no access to global knowledge. There is no central 
instance in this network that collects data nor does it provide for centralized time-
geographic analysis; analysis, where required, has to be done locally by the distrib-
uted agents. 

Such agents may be mobile social robots, mobile sensor network nodes, or persons 
with smart mobile devices. Consider, for example, the following problem: A major 
accident has happened at an industrial site, leading to a spread of chemicals into the 
surrounding environment. In order to take measurements of several critical variables, 
a number of agents with different types of sensors are needed at the site within a 
specified time frame. Traditionally, these agents are activated and managed centrally, 
but what if the central emergency command center, or the centralized communication 
infrastructure, was destroyed by the accident? Let us assume that these agents exist 
somewhere in the environment, potentially off-site, and have the ability to communi-
cate and collaborate in a peer-to-peer manner. Let us further assume that one agent 



 Decentralized Time Geography for Ad-Hoc Collaborative Planning 437 

discovers the accident and decides that help is needed. The following questions then 
arise for this initiating agent: How many agents are needed, and how many can be 
expected at the site by the upper time limit? How large must the search radius for help 
be to get those agents together? How difficult is it to reach agents within this search 
radius? What is the risk of limiting a call for help within these boundaries? 

Problems such as the chemical spill require decentralized collaboration with local 
interaction of agents to achieve a common goal. Such collaboration takes place under 
specific space-time constraints in a heterogeneous environment. These space-time 
constraints limit theoretically which agents can participate in a collaboration requiring 
a physical encounter. In addition, communication bandwidth and energy resources (in 
the worst case agents run out of power) are often restricted. Therefore, an efficient 
management of the collaboration will consider these constraints in limiting the com-
munication to those agents that are relevant for a given task, thus saving communica-
tion bandwidth, battery power of mobile agents, and unnecessary message processing 
overhead of agents out of collaboration range. For this purpose we propose a novel 
framework based on the decentralization of time geography. 

Time geography provides a means for accessibility analysis by considering spatio-
temporal constraints. However, classical time-geographic analysis [1, 2] is centralized 
with complete global knowledge and direct communication between the center and 
individual agents. An emergency management center would identify agents nearby 
the spill that can reach the site in time, and contact only those. In contrast, decentral-
ized time-geographic analysis operates on limited local knowledge of the mobile 
social agents. For example, the agent initiating the chemical spill response collabora-
tion does not know where other agents currently are. Our hypothesis is that (1) time 
geography can be used locally and decentralized to optimize search and (2) its local 
application makes communications and computations more efficient compared to 
centralized problem-solving from a global perspective.  

Section 2 reviews related work from time geography and decentralized coopera-
tion. Section 3 develops the decentralized time-geographic framework that agents can 
use to cooperate locally about message spreading and collaboration planning. Section 
4 presents an implementation of the framework in a multi-agent simulation, and Sec-
tion 5 discusses the results of the simulation experiments. The paper concludes with a 
summary and open questions. 

2   Related Work 

In the following we introduce the major ideas behind time geography, provide an 
overview of peer-to-peer communication and agent collaboration, and describe how 
these areas relate to our research.  

2.1   Time Geography 

Agents and resources are available at a limited number of locations for a limited 
amount of time. Time geography defines the space-time mechanics of locational pres-
ence by considering different constraints [1]. The possibility of being present at a 
specific location and time is determined by the agent’s ability to trade time for space,  
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Fig. 1. Space-time prism as intersecting cones 

supported by transportation and communication services. Space-time paths depict the 
movement of individual agents in space over time. Such paths are available at various 
spatial and temporal granularities, and can be represented through different dimen-
sions. All space-time paths must lie within space-time prisms (STP). These are geo-
metrical constructs of two intersecting cones [3]. Their boundaries limit the possible 
locations a path can take (Figure 1). The time budget is defined by Δt = t2−t1 in which 
an agent can move away from the origin (the apex at t1), limited only by the maximum 
travel velocity and the fact that at t2 it will be at a certain location (the apex at t2). 

Time geography has been applied to model and measure space-time accessibility in 
transportation networks [4, 5]. Space-time paths of individuals in networks are limited 
to movement along edges. The geometry of the STP in a network forms an irregular 
shape because movement is limited and travel velocity may vary for each edge. Algo-
rithms for calculating the network time prism (NTP) can be found in [6] and [7]. 

2.2   Peer-to-Peer Communication 

Peer-to-peer (P2P) communication is ad-hoc communication between distributed 
agents, without involvement of a dedicated server providing communication services 
to its clients, or any other hierarchic communication infrastructure. It enables mobile 
agents to collaborate in an ad-hoc manner provided that they agree on a communica-
tion channel and protocol. In a P2P communication network each node is of equal 
importance. Nodes can take the role of a communication client, receiving messages 
from, or sending them to other nodes, but they can also provide message forwarding 
services for the other nodes. P2P communication networks are transient in nature, 
with nodes entering and leaving the network freely. 

A special class of P2P communication is characterized by mobile nodes. For this 
class the communication is realized wirelessly by radio, which is short-range, due to 
typically limited bandwidth and on-board energy resources. This means connectivity 
in mobile networks depends on the physical distance of nodes, which is constantly 
changing. Communication over larger distances relies on message forwarding and 
routing. Routing strategies have been studied extensively for static and mobile sensor 
networks [8, 9], and also for social networks [10].  
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Parameters defining the connectivity and spread of messages in a peer-to-peer 
communication network are the communication range and the message forwarding 
policies. In contrast to classical wireless sensor networks [9], which apply synchro-
nized communication and delayed message forwarding, the types of agents considered 
in this paper are considered to be ‘always-on’: broadcasting is possible at any time 
and message forwarding can happen instantaneously. However, instantaneous (unlim-
ited) message forwarding (‘flooding’) still reaches only nodes that belong to the con-
nected component of the original sender at the time of broadcasting. Therefore, in 
mobile networks repeated or opportunistic forwarding are strategies to bridge poten-
tial gaps of connectivity, e.g., [11]. 

Peer-to-peer communication between mobile agents has limited resources, espe-
cially bandwidth and on-board battery energy. Accordingly, decentralized algorithms 
try to minimize the required number of messages to be broadcasted, often at the cost 
of accuracy. 

In the context of the current paper, peer-to-peer communication between mobile 
agents is complemented by an awareness of the agents of their own position. Agents 
such as mobile social robots, mobile sensor network nodes, or persons with smart 
mobile devices are increasingly equipped with positioning technology supporting 
active or passive locomotion and wayfinding. Tracking positions is an essential factor 
for time geography, also for decentralized time geography. 

2.3   Agent Collaboration 

Previous research has focused on technical aspects of P2P collaboration [12] and 
collaborative, spatio-temporal decision support systems [13]. In [14], a game-
theoretic model for the canonical problem of spatio-temporal collaboration was pre-
sented with the goal of optimizing individual benefits. Bowman and Hexmoor [15] 
implemented a simplified agent collaboration system, with boxes that had to be 
pushed into holes, to investigate the effect of the social network topology on agent 
collaboration. Agents had to decide whether to collaborate or not based on a payoff 
criterion. A collaborative, hierarchical multi-agent model integrating knowledge-
based communication was implemented in [16] for the RoboCupRescue1 competition. 
Global task planning is done in an administrant layer and mobile agents can make 
their own choices to seek advice from the central agent through an autonomous layer. 
In general, these robot competitions focus on search and rescue applications: robot 
capabilities in mobility, sensory perception, planning, mapping, and practical operator 
interfaces, while searching for simulated victims in unstructured environments. 

None of this work explicitly considered the decentralized interaction of mobile 
agents with both spatio-temporal and communication constraints. These constraints 
play a role in collaboration within geosensor networks. However, in geosensor net-
works collaboration has been mostly studied between distributed immobile nodes [17, 
18], and only recently were mobile nodes allowed to track local movement patterns 
[19]. Instead we focus here on the coordination of collaboration between different 
mobile agents at a static location and within a given time frame, in some sense gener-
alizing the application-specific approach in [7]. Such spatio-temporal accessibility has 
been one of the core issues in time-geographic analyses. 

                                                           
1 http://www.robocup.org/ 
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3   A Decentralized Time Geography Framework 

The general problem studied in the following is defined as follows: An agent a1 at 
location l1 and time t0 needs other agents a2 ... ai, with i ≥ 2, for collaboration at loca-
tion lj, with lj not necessarily l1, and time tk, k > 0. The agents can only communicate 
in a peer-to-peer manner—there is neither a central coordinating instance, nor any 
hierarchic or centralized communication available. The agents’ communication efforts 
required to facilitate the collaboration can be optimized by multiple ways, e.g., by 
strategies of movement or message routing. Here we are primarily interested in the 
local application of time-geographic concepts and their impact on limiting the com-
munication and solving the given problem. 

The aim of this section is to explore the general dimensions of this problem. These 
dimensions will form a framework (a set of variables) of decentralized time geogra-
phy that allows (a) the initiating agent a1 to specify a particular communication need, 
and (b) to communicate this need together with the messages to other agents a2 ... ai. 
In this sense, the framework will form an ontology, or a shared vocabulary between 
the agents, of decentralized time geography. 

3.1   Location of the Collaboration 

In the above problem, most likely an agent a1 will initiate a collaboration at its current 
location l1, but in principle the location of the collaboration may be different from l1. 
From a time-geographic perspective, two other cases can be distinguished. An agent 
a1 can invite to a location lj that is reachable for a1 before tk, i.e., a1 can participate in 
the collaboration. Alternatively, agent a1 can invite to a location lj ≠ l1 that is not 
reachable by a1 before tk, i.e., a1 calls for a collaboration it cannot participate in. As 
shown in Figure 2, the location lj and time tk of the collaboration define a cone, with 
(lj, tk) forming the apex, and the aperture defined by a maximum velocity. Since a1 
knows its maximum velocity, i.e., knows the cone, it can compute the base b0 of the 
cone at current time t0, specifying one out of the following three alternatives: 

1. a1 is at the center of the base of the cone,  
2. a1 is within the base but not at the center, or  
3. a1 is outside of the base. 

t 

x 
y t0 

tk 

lj 

vmax 

 
Fig. 2. The cone defined by the location of the collaboration lj, the time of the collaboration tk, 
the current time t0, and the maximum velocity of agents, vmax 
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The location lj may even be an extended region instead of a position, lj = ∫ pk dx. For 
example, in the introductory scenario a1 is calling to the spread chemical spill. Such 
an extension does not change the following principles; it only changes the form of a 
cone (Figure 2) to a frustum. 

Agent a1 will communicate the cone parameters together with its call for help, such 
that every agent receiving the call can locally make use of it in two ways: first, it can 
decide whether it can help, and second, it can decide whether it should forward the 
message. 

3.2   Agent Travel Capabilities 

For any agent in the environment confronted with the problem of reconstructing the 
cone, three of the four parameters are fixed: lj and tk are specified in the request mes-
sage, and the current time ti, with 0 ≤ i ≤ k, can be observed from an on-board clock. 
For the last one, vmax, however, three cases must be distinguished: 

1. The agents in the environment are homogeneous. In this case, any agent knowing 
its own capabilities can safely assume the same capabilities for all other agents. 
Hence, vmax is both constant and globally known. 

2. The agents in the environment are heterogeneous, but the environment itself con-
strains the maximum velocity, e.g., by a traffic code. Such an external behavioral 
code makes vmax again constant and globally known. Still, agents in the environ-
ment can have vmax below the velocity limit. By including them in the set of rele-
vant agents a communication strategy accepts commissions: these agents may not 
be able to make it to the meeting point in time. 

3. The agents in the environment are heterogeneous, such that an individual agent 
cannot determine the maximum velocity of any other agent from local knowledge. 
In this case, an agent can only make an estimate of vmax, leading to two potential 
types of errors: 

• Omissions—the agent’s analysis will miss some candidates that have higher 
velocities than the assumed maximum velocity and are currently outside of 
the calculated base, but would be inside of the base when applying their true 
vmax. 

• Commissions—the agent’s analysis will include some candidates that have 
lower maximum velocities than the assumed maximum velocity and are cur-
rently inside of the calculated space-time prism but would be outside of the 
base when applying their true vmax. 

If movements in the environments are restricted to a travel network, the same distinc-
tion applies, although the cone becomes discrete and distances are computed on the 
network [7]. 

3.3   Message Distribution 

Depending on the three location alternatives of agent a1 in relation to the base (Sec-
tion 3.1), a1 may wish to choose different message distribution strategies. The request 
for collaboration should, according to time geography, be sent to all agents within the  
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t0 

ti 

y 

t 

x 
 

Fig. 3. A call distributed between t0 and ti 

base b0 of the cone2 (lj, tk, vmax) at t0. If agent a1 is inside the base a limited flooding 
strategy can be applied: all agents receiving the request message, forward (re-
broadcast) this message if their radio range intersects with the base of the cone, i.e., if 
reasonable hope exists to reach relevant agents (agents in b0). If agent a1 is outside the 
base it may wish to geographically route the message first to agents within the base 
[20] before flooding starts. 

The types of agents considered here forward messages instantaneously (in contrast 
to some geosensor networks that delay each message forwarding by periodical, syn-
chronized communication windows). But this alone does not guarantee that all agents 
within the base receive the request at t0. It only guarantees that all agents that are at t0 
also within a1’s connected component of the communication network receive the 
request at t0. Since no agent can know the coverage of its own connected component 
from local knowledge, a1 can only exploit the dynamically changing connectivity of 
all agents in its connected component at t0 by asking these agents to repeat the broad-
casting from time to time, ti < tk, as long as their own radio range intersects with the 
base bi of the cone at ti (the shrinking cone base over time, see Figure 3, can be com-
puted locally). Repeated forwarding increases the probability to reach other relevant 
agents, although it cannot guarantee reaching all agents that were relevant at t0. 

3.4   Categories of Communication Needs 

The type of collaboration may require different communication patterns.  

1. In the simplest case, a1 may only call for collaboration, not expecting any other 
response than agents deciding and physically coming to help. Agent a1 can con-
struct a cone and determine its base b0 at t0 to identify the location of all relevant 
agents. Then a1 sends the request for collaboration attaching the cone parameters to 
the message to enable the recipients of the message to decide whether they can 
contribute to solving the task.  

                                                           
2 Note though that the computation of the cone base is an (optimistic) approximation for a space 

cluttered with features. Real travel distances may be longer than straight lines, but the agents 
do not know better from local information. 
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2. Agent a1 may further specify to receive offers for help. Collecting offers might be 
useful to count and assess the help to be expected as soon as possible, such that if 
necessary additional measures can be taken (such as relaxing the cone parameters, 
in particular tk). This requires suited and prepared agents to respond to a received 
request, which, if again forwarded repeatedly, adds an additional cone to Figure 3. 
Since a1, the target of an offer, is moving, an offer must be sent to the base of a1’s 
own space-time cone of (l1, t0, vmax) at the current time. Note that agent a1 cannot 
decide whether it has received all offers. Two strategies can be applied: (a) a1 stops 
listening after a reasonable time, or (b) a1 specified in the call for help a time ti by 
which it will stop accepting further offers. 

3. Alternatively, agent a1 may have specified that no action should be taken without a 
specific booking of collaboration services. Agent a1 may want to select a specific 
number of collaborating agents from incoming offers, or the set of collaborating 
agents best suited for the task at hand. This third type of message, a booking mes-
sage, is again addressed to specific but mobile agents, and forms a third cone if 
forwarded repeatedly. Fragile connectivity means again that booking messages 
may fail to reach an agent. 

3.5   Broadcasting Range 

A last distinction is made regarding the communication radius, which is technically a 
radio range. 

1. The radio range can be fixed and the same for all agents, e.g., given by a particular 
wireless technology. 

2. The radio range can be fixed for every agent, but different between individual 
agents. 

3. The radio range can be variable. This case allows broadcasting agents to vary the 
radio range according to the urgency of the collaboration or the size of the base of 
the collaboration cone. 

4   Simulation 

This section presents the implementation of the decentralized time-geographic 
framework and the specific experiments to evaluate the impact of different parameters 
on the collaborative task performance. The focus of the current implementation is on 
the use of the framework for collaborative planning and messages are only forwarded 
to seek replacements. 

4.1   Implementation and Data 

NetLogo3, a cross-platform multi-agent modeling environment, was used for the 
simulation. It is a programmable environment for simulating natural and social phe-
nomena, and is well suited to model complex systems developing over time. The goal 
of the following experiments was to demonstrate that time geography can be utilized 

                                                           
3 http://ccl.northwestern.edu/netlogo/ 
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locally and in a decentralized framework to optimize search, and that this leads to an 
enhanced efficiency regarding communications and computations compared to cen-
tralized problem solving. 

In the simulation, one initiating agent a1 broadcasts a message with a request for 
help consisting of the task location lj, upper time limit tk, and the distribution of dif-
ferent agent types needed. In our case, the simulated environment consists of three 
different agent types (orange, lime, and magenta) representing different sensing or 
other capabilities. Every agent that receives the message checks whether it can con-
tribute (i.e., right type of sensor) and reach the location within the specified time limit 
(i.e., checking whether it is currently located within the space-time cone—compared 
to the general framework described in Section 3, this only shifts the decision about 
temporal usefulness from the initiating agent to each individual agent). In addition, 
there exists a replacement mechanism based on directed messages and 2-way  
communication within the communication radius, which allows an agent that finds 
another agent with the same capabilities but closer to the goal to be replaced. For 
reasons of better comparability the environment is kept constant for all experiments: it 
 

 

Fig. 4. Screenshot of the NetLogo simulation environment 
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consists of a 41 x 41 raster grid with a constant barrier structure and density, and the 
task location lj is in the center. Furthermore, all agents move with the same velocity. 
Figure 4 shows the NetLogo simulation environment. 

4.2   Experiments 

In addition to the general questions of decentralized time geography and its effect on 
communication and computation, we were particularly interested in the impact of 
certain variables on solving the given problem. More specifically, we investigated the 
influence of the following situations: 

1. All agents wander randomly in the environment at all times (AOM false) vs. agents 
do not wander without having received a call for help (AOM true). 

2. Agents seek replacements (SKR true) vs. agents do not seek replacements (SKR 
false). 

3. Initiating agent a1 starts at the task location lj (SAG true) vs. initiating agent’s loca-
tion is random within the environment (SAG false). 

4. Initiating agent a1 is not at the task location lj but checks path to the goal first for 
potential helping agents (CGP true) vs. initiating agent wanders randomly in the 
environment looking for helping agents (CGP false). 

The experiments were performed for two different numbers of agents (60, 12) ran-
domly placed for each run, with an equal distribution of the three different agent types 
(20/20/20, 4/4/4), and three different communication radii (5%, 10%, and 20% of total 
field coverage of the environment). 25% of agents of each type were required at the 
goal for solving the task, i.e., 5 and 1 of each respectively. Energy consumption was 
held constant for different activities, i.e., 1.5 to broadcast, 0.2 to seek message, 0.5 to 
respond, 0.05 to update, and 0.75 to move; the maximum energy was 200 per agent4. 
Every experiment consisted of 100 runs and the individual results were averaged. 

4.2.1   Control Conditions 
The different behavior mechanisms were compared against control conditions for 
every combination of agent number and communication radius. This resulted in 6 
controls and for each of them the following variables were kept constant: AOM false, 
SKR true, SAG false, CGP false. 

4.2.2   Test Conditions 
For each test condition we recorded the following variables: 

• Total success rate: the number of times out of 100 that the simulation was success-
ful, i.e., all agents required to solve the task existed simultaneously at the task loca-
tion before the upper time limit. 

• Broadcaster success rate: the number of times out of 100 that the initiating broad-
caster succeeded in completing its request, i.e., all agents required started moving 
towards the task location. 

• Time: the average time (in ticks) of completion for the successful runs (excludes 
unsuccessful runs). 

                                                           
4 These values are arbitrary and can be changed at any time to reflect actual values for a real-

time scenario. 
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• Total number of messages: the average number of total messages over all success-
ful runs (excludes unsuccessful runs). 

• Replacements: the average number of replacement actions per run. 
• Average remaining energy: the average remaining energy (in %) of all agents. 
• Average used energy: the average amount of energy used (in units) by all agents. 

The individual results are given in Table 1 and Table 2. 

Table 1. Results of simulation runs for 60 agents and communication radii 5%, 10%, and 20%. 
Best and worst values (if applicable) within a set of runs are indicated by + and – respectively, 
overall best values for each variable are marked bold. 

Scenario (# agents, 
comm. radius) 

Succ. BCast 
Succ. 

Time Mess. Repl. Remain 
Energy 

Used 
Energy 

control60_10pct 77 91 60 199.0 38.0 78.0 2639 
E1_60_10_AOMtrue 51- 76- 67- 137.0 18.0 87.0+ 1557+ 
E2_60_10_SKRfalse 64 88 61 57.7+ 0.0 81.2 2251 
E3_60_10_SAGtrue 79+ 93+ 55+ 160.6 24.1 80.2 2373 
E4_60_10_CGPtrue 66 87 64 204.7- 41.0 76.9- 2776- 

control60_5pct 45 64 72+ 178.2- 43.0 73.4- 3186- 
E5_60_5_AOMtrue 30- 46- 77- 95.3 13.0 87.1+ 1550+ 
E6_60_5_SKRfalse 46 68+ 75 57.5+ 0.0 77.9 2650 
E7_60_5_SAGtrue 55+ 66 72+ 155.8 33.6 74.5 3056 
E8_60_5_CGPtrue 52 68+ 74 174.8 40.5 73.7 3155 
control60_20pct 83+ 98 49 248.8- 34.5 81.7- 2192- 

E9_60_20_AOMtrue 58- 95- 57- 172.3 18.8 86.9+ 1568+ 
E10_60_20_SKRfalse 71 96 54 59.7+ 0.0 83.7 1957 
E11_60_20_SAGtrue 83+ 100+ 38+ 135.0 12.2 86.0 1683 
E12_60_20_CGPtrue 75 97 48 238.2 29.2 82.0 2160 

Table 2. Results of simulation runs for 12 agents and communication radii 5%, 10%, and 20%. 
Best and worst values (if applicable) within a set of runs are indicated by + and – respectively, 
overall best values for each variable are marked bold. 

Scenario (# agents, 
comm. radius) 

Succ. BCast 
Succ. 

Time Mess. Repl. Remain 
Energy 

Used 
Energy 

control12_10pct 65 75 57- 20.0 1.6 79.4- 494- 
E13_12_10_AOMtrue 58- 69- 51 16.4 0.7 90.4+ 230+ 
E14_12_10_SKRfalse 73+ 77 52 13.3+ 0.0 83.3 400 
E15_12_10_SAGtrue 72 83+ 48+ 19.7 1.3 82.4 424 
E16_12_10_CGPtrue 64 76 57- 22.4- 1.9 79.4- 494- 

control12_5pct 56+ 63+ 61- 15.5 1.3 77.9- 531- 
E17_12_5_AOMtrue 41- 51- 61- 12.8 0.6 89.1+ 262+ 
E18_12_5_SKRfalse 54 62 55+ 12.0+ 0.0 80.5 468 
E19_12_5_SAGtrue 52 58 57 16.2- 1.4 78.1 526 
E20_12_5_CGPtrue 52 60 55+ 15.3 1.2 78.2 523 

control12_20pct 74 87 48 28.3- 2.0 82.1- 430- 
E21_12_20_AOMtrue 72- 78- 43 21.8 0.8 91.3+ 208+ 
E22_12_20_SKRfalse 81 90 51- 14.2+ 0.0 84.8 366 
E23_12_20_SAGtrue 90+ 97+ 39+ 22.6 0.7 86.7 319 
E24_12_20_CGPtrue 77 89 44 27.7 2.3 84.0 383 
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5   Analysis and Discussion of Simulation Results 

The implementation of the decentralized time-geographic framework demonstrates 
that time geography can be used locally and optimizes search by selecting only rele-
vant agents, i.e., those agents that can contribute to solving the task and are able to 
reach the task location within the specified time limit. Furthermore, the replacement 
mechanism enhances temporal efficiency by substituting helpful agents with other 
helpful agents of the same type but closer to the goal. 

In order to compare our decentralized framework to one with a central instance we 
calculated an optimal centralized case where the central command has complete 
knowledge, therefore resulting in the highest success probability. It is based on the 
assumption that the communication radius of the central instance covers the whole 
environment and can therefore reach every agent with 1 message. In reality, assuming 
a flooding strategy utilizing several hops between agents, these numbers will be much 
higher, and in addition it cannot be guaranteed that every agent will receive the mes-
sage due to non-connected parts of the network. The total message numbers for the 
centralized cases are therefore derived by 1 (initiating agent to central instance) + 2 
(send from / reply to central instance) * number of agents (60 / 12) + number of re-
quested agents (15 / 3) = 136 and 28 messages respectively. Note that in the central-
ized case the central instance needs to evaluate whether an agent will make it to the 
task location on time, whereas in the decentralized framework agents determine this 
themselves. The results demonstrate that even when compared to the best centralized 
case, in more than half of the experiments, decentralized time geography leads to a 
higher communication efficiency (and this will only improve further when compared 
to flooding strategies). There is a clear dependency between number of agents in the 
environment and communication efficiency when comparing centralized and decen-
tralized strategies: the lower the agent density the higher the efficiency gain in the 
decentralized framework. In the case of no replacements, the decentralized time-
geographic framework is always superior and there are even scenarios for a large 
number of agents when this is the case (60_5_AOMtrue, 60_20_SAGtrue). 

In the following we discuss the overall results for the control conditions and the in-
dividual results for the four test scenarios. 

5.1   Analysis of Control Scenarios 

To demonstrate the overall picture of the decentralized time-geographic framework, 
we investigated for each control condition the results for the following variables: total 
success rate, time of completion, number of messages, number of replacements, and 
remaining energy. Due to the different units the original values were standardized by 
calculating their z-values, i.e., the standard deviation functions as the unit of meas-
urement for describing the distances from the mean [21]. 

The visualization in Figure 5 shows that the total success rate is positively  
correlated with the length of communication radius. This is independent of the total 
number of agents. It is important to note that a larger number of agents does not 
automatically lead to a higher success rate as the 60_5 and 12_5 conditions demon-
strate. A significant result is the fact that success rate is inversely related to time: for 
high success rates the average time of completion for the successful runs is a  
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Fig. 5. Comparison of z-transformed values for total success rate, time of completion, number 
of messages, number of replacements, and remaining energy for the 6 control conditions (num-
berOfAgents_communicationRadius) 

minimum. As expected, more agents in the environment lead to more messages being 
exchanged and the smaller the communication radius the fewer the messages. The 
number of replacements stays relatively constant within the 60 and 12 agents condi-
tions and there seem to be no obvious significant overall correlations to any of the 
other variables. This is surprising because we expected that a large number of re-
placements will result in more efficiency (in terms of saving time). The most signifi-
cant counter-example for this is condition 60_5, which has the largest number of 
replacements but also uses the most amount of time. Remaining energy correlates 
positively with success rate and negatively with time, leading to the assertion that 
high success rates are due to energy-efficient problem-solving. 

5.2   Agent Movement 

The results clearly demonstrate that (random) agent movement has a large impact on 
the total and broadcaster success rates, and also on the amount of time needed to 
reach the task location. Both the total success rate and the broadcaster success rate are 
lower for all of the scenarios where agents do not wander in the environment without 
having the message. Except for the 12_10 and 12_20 conditions, such behavior also 
takes the most time for solving the task. There are fewer messages being exchanged 
and fewer replacements occur compared to the control conditions. Due to the fact that 
most of the agents do not move most of the time, the remaining energy is highest for 
all scenarios. 

5.3   Agent Replacements 

In the conditions without replacements one could argue both ways, i.e., for a higher 
success rate because fewer agents are expected to die due to energy loss, and on the 
other hand for a lower success rate because agent replacements save time (the replac-
ing agent is closer to the goal) resulting in fewer cases where total time runs out. The 
results indeed demonstrate a mixed effect: On average the conditions for 12 agents 
show a higher success rate, whereas the conditions for 60 agents show a lower aver-
age success rate. The differences to the control conditions are also smaller for 12 
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agents. The reason for this is that fewer agents imply fewer replacement possibilities 
and therefore a smaller visible effect. This effect can also be seen regarding time: All 
scenarios with 60 agents need more time for solving the task without replacements. 
As expected, without replacements there are fewer messages being sent and these 
savings in communication costs lead to savings in energy. 

5.4   Location of Initiating Agent 

Locating the initiating broadcaster at the task location has a significant effect on the 
outcome of the simulations. Except for the 12_5 condition, the total and broadcaster 
success rates are on average (60_20 is a tie for total success rate) significantly higher 
than for the control conditions. This is not surprising because the broadcaster immedi-
ately gets a portion of the requested agents to the goal within a short period of time. A 
small number of agents and a small communication radius lead to fewer useful agents 
around the goal and this explains the outlier 12_5. The condition of having the initiat-
ing agent at the goal location also results in the fastest task performance overall (see 
bold numbers in Table 1 and Table 2), again with 12_5 being the exception. As ex-
pected there are fewer total messages (for all but 12_5) and on average agents use less 
energy because there is lower cost for travel. Note that for 60 agents there is a signifi-
cant reduction in replacements because the first portion of useful agents is closest to 
the goal and therefore does not need replacements. For 12 agents this effect is barely 
visible. 

5.5   Goal-Directed Behavior of Initiating Agent 

In this condition, the initiating agent broadcasts the message while moving to the goal 
itself. While we expected an increase in success rate compared to the control condi-
tion, where the initiating agent moves randomly in the environment, the results are 
mixed. Only the 60_5 and 12_20 conditions result in higher success rates whereas in 
the other 4 conditions success rates decrease. One possible explanation for this is the 
extra way of going back from the goal when some of the required agents are still 
missing. An interesting case is condition 12_10 where the total success rate is lower 
although the broadcaster success rate is slightly higher. For all other cases total suc-
cess rate and broadcaster success rate have a positive correlation. Another surprising 
result is that compared to the control conditions, more time is needed on average for 
60 agents to solve the task, whereas for 12 agents this result is reversed. The number 
of total messages is similar to the control conditions, slightly fewer on average but 
more for 10% communication radii. There are also only minor differences with regard 
to remaining energy and number of replacements. 

Overall, the simulation results indicate that a high success rate and using as little 
time as possible, can be achieved with a large communication radius and the initiating 
agent located at the goal. Scenarios with static agents are very energy-efficient but 
show the worst results regarding success rates and time. Minimizing the number of 
messages can be achieved in scenarios without replacement mechanisms but this 
comes at the cost of lower (though not worst) success rates. 
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6   Conclusions and Future Work 

In this paper we have developed a theoretical framework for decentralized time geog-
raphy. Traditional time-geographic analysis is centralized and assumes complete 
global knowledge, whereas the move to decentralized time geography allows for the 
consideration of limited local knowledge. Such framework is important for networks 
with peer-to-peer collaboration of mobile social agents, where there is no central 
instance and time-geographic analyses must be performed locally by the distributed 
agents.  

In particular, we investigated the problem of one agent initiating ad-hoc collabora-
tive planning and decision-making among several agents, which eventually leads to 
physical support at a specific site. We identified as the major components of the de-
centralized time-geographic framework the location of the collaboration, the agents’ 
travel capabilities, the message distribution strategy, the communication pattern, and 
the broadcasting range. In order to demonstrate the functioning of decentralized time 
geography, we performed experiments in a multi-agent simulation framework for 
different combinations of agent density and communication radius. The results dem-
onstrated that time geography can be used locally and decentralized to optimize 
search. For more than half of our experiments its local application made communica-
tions and computations more efficient compared to problem-solving from a global 
perspective, i.e., with a central command having complete knowledge of the environ-
ment and its agents. We further showed the impact of specific conditions with regard 
to agent movement, replacement seeking, and location and goal-directed behavior of 
the initiating agent on the simulation outcomes. 

The framework of decentralized time geography has many potential application ar-
eas, such as physical robot interaction, search and rescue, environmental analyses, 
transportation problems, and mobile location-based gaming. Our work serves as a 
foundation for the theory of decentralized time geography and leads to many direc-
tions for future research: 

• The theoretical framework developed here needs to be thoroughly tested through 
extended simulations covering various application domains and additional aspects 
such as heterogeneous agents with different capabilities and maximum velocities, 
and different message distribution strategies, such as geographical routing and 
flooding. A major question that arises for these distribution strategies concerns the 
communication of the current request state to other agents in the network, i.e., how 
many agents of different types are still needed at a given point in time. 

• In addition to evaluating whether they make it to the task location on time, the 
spatio-temporal constraints of time geography should enable agents to plan their 
own communication behavior, such as, in a given situation, deciding how far mes-
sages should travel, or where or how often messages should be spread. 

• Limited local knowledge, especially about dynamically changing connectivity, 
loses some agents but this is compensated for by lower energy consumption. It is 
important to investigate the correlation between such lower consumption and total 
success rates, as well as how repetitive forwarding strategies may alleviate the 
problem of disconnected network components. 
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• In our simulation we have kept the environment fixed, but variations of environ-
mental structure, barrier density, and task location will most likely have a large 
impact on the outcome of the experiments. Future work should utilize representa-
tions of real-world environments, in order to better investigate the impact of such 
factors, also with regard to choosing optimal spatial search and travel strategies. 
This may include the possibility of agents joining and leaving a network at any 
given point in time. 

• Extending our scenario to situations with multiple collaborations at different loca-
tions or times will help in generalizing the proposed framework for decentralized 
time geography. 
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Abstract. Human path planning relies on several more aspects than
only geometric distance between two locations. These additional aspects
mostly relate to the complexity of the traveled path. Accordingly, in
recent years several cognitively motivated path search algorithms have
been developed that try to minimize wayfinding complexity. However,
the calculated paths may result in large detours as geometric properties
of the network wayfinding occurs in are ignored. Simply adding distance
as an additional factor to the cost function is a possible, but insufficient
way of dealing with this problem. Instead, taking a global view on an
environment by accounting for the heterogeneity of its structure allows
for adapting the path search strategy. This heterogeneity can be used
to regionalize the environment; each emerging region may require a dif-
ferent strategy for path planning. This paper presents such an approach
to regionalized path planning. It argues for the advantages of the chosen
approach, develops a measure for calculating wayfinding complexity that
accounts for structural and functional aspects of wayfinding, and states a
generic algorithm for regionalization. Finally, regionalized path planning
is demonstrated in a sample scenario.

Keywords: Path planning, regionalization, wayfinding complexity, cog-
nitive ergonomics.

1 Introduction

Wayfinding is defined to be a purposive, directed, motivated activity to follow
a route from origin to destination that reflects the cognitive processes going on
during navigation [1]. It is based on a wayfinder’s mental representation of an
environment or, in case of not well known environments, on external represen-
tations delivered as a means of wayfinding assistance. In urban environments,
planning one’s route through the environment is largely determined by the net-
work of streets [2]. This network is the predominant structure movement occurs
in, i.e., the structure of the environment drives planning and execution of the
wayfinding task—at least on the large-scale, environmental level [3,4].

Automatically planning a path through such networks classically only ac-
counts for geometric properties of the network, predominantly path length and
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the distance between two nodes. In recent years, several approaches have been
presented that instead account for human principles of path planning and the
cognitive complexity of traveling through a network. Their calculated paths may
result in large detours. This is because they focus only on one aspect of path
planning, namely the reduction of cognitive complexity. The approaches ignore
geometric aspects and the overall structure of an environment. They only account
for the neighborhood of the current location for deciding on how to proceed. This
paper presents an approach to regionalized path planning in network environ-
ments where the strategy employed for path search can be adapted to properties
of the part of the environment planning currently occurs in.

In the following section, some background on human wayfinding in urban
environments, wayfinding complexity and cognitively motivated path search is
presented. Section 3 argues for a regionalized approach to path planning that
acknowledges possible heterogeneity of an environment. Section 4, then, develops
a measure for wayfinding complexity and a generic algorithm for performing
regionalization of an environment, followed by an illustration of regionalized path
planning in Section 5. Section 6, finally, concludes the paper with a summary
and an outline of some future work.

2 Wayfinding in Urban Environments

In the following, human path planning and execution (Section 2.1) and its rela-
tion to environmental complexity (Section 2.2) is discussed. Different approaches
allow for measuring environmental complexity (Section 2.3). Finally, different
path search algorithms accounting for these findings are presented in Section 2.4.

2.1 Path Planning in Urban Environments

In their planning, humans often do not take the shortest or fastest path, which
today’s automatic assistance systems (e.g., internet route planners or car navi-
gation systems) usually calculate. Instead, their conceptualization or perception
of the environment determines path choices. Golledge [5] lists a number of fac-
tors that influence human path choice. Next to distance and time these include
number of turns, shortest or longest leg first, many curves or turns, first noticed
and most scenic route. Others (e.g., [6]) have explored how the angle with which
the direction of the current or initial segment deviates from the direction to the
destination influences path choice. Since these factors are based on cognitive and
perceptual aspects and do not rely on distance (or at least just on perceived, not
actual distance), routes may differ between traveling to a place and back from
that place again [5].

In [7], Wiener et al. found that there is a difference between the chosen path
depending on whether it is communicated to others, planned for being traveled
by oneself, or actually traveled along. There have been significant differences be-
tween the routes that participants (who knew the environment well) had chosen
to communicate to others and those they actually traveled themselves. While
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this may be due to communication considerations, i.e., selecting a route that is
easier to describe and remember, there are also differences between the route
planned to travel and the actually traveled one. This seems to indicate that
routes are not fully planned ahead in every detail, but some options can only
be verified and, thus, chosen in situ. This supports the concept of hierarchical
planning and execution in wayfinding as argued for by Timpf [2,3], for instance.

2.2 Environmental Complexity

The structure of an environment has a strong influence on people’s wayfinding
behavior. The complexity of this structure to a large part determines the com-
plexity of wayfinding. In complex environments, people have more difficulties
building up a mental representation, i.e., learning the environment (e.g., [8]).
Wayfinding itself is also more difficult. People take longer and make more mis-
takes [9,10]. Different factors influence the complexity of an environment’s struc-
ture. Heye and Timpf [11] elicited some of these factors for traveling in public
transport. Here, complexity mostly depends on the structure of the stations and
the paths between places to be traveled there. Generally, structural complexity
of built environments depends on architectural differentiation, the degree of vi-
sual access, and the complexity of the layout [12,13]. In urban environments, a
layout’s complexity is determined by the types and orientation of streets [14] or
competing spatial reference systems [15], among others.

2.3 Measuring Environmental Complexity

There are different approaches to calculating measures of the structural com-
plexity of an environment. One prominent example is the approach of space
syntax [16], which uses largely topological measures to capture the influence of
a space’s structure on human (social) behavior. A key concept is intelligibility
that describes how predictable (understandable) the global structure of space
is from observations of local properties. The structure of an environment may
further be described using methods of integration or choice, among others.

Others have focused on the structure of the underlying network. O’Neill [17]
introduced interconnection density (ICD) as a measure. The ICD value is the
average number of nodes connected to every node. In that it captures the con-
nectedness of an environment. It relates to measures of integration (as in space
syntax). With increasing ICD, wayfinding performance decreases [17]. This indi-
cates that many possible ways through an environment aggravate constructing
mental representations of that environment (there is more to be stored) and
increase the chance of making errors (there are more options to choose a wrong
turn). In a similar line of thinking, Mark [18] characterized intersections of an
environment according to the number of possible choices at them. For each type
of intersection, different costs are assigned that reflect the difficulty of navigating
it. The simplest action to perform is to go along a straight segment, followed by
turning around a corner, which requires a mental update of one’s heading. Inter-
sections, i.e., points in a network where there are several options to continue the



456 K.-F. Richter

path, are weighted according to their number of branches. Coming to the dead
end of a T-intersection, which forces a decision on how to continue, is treated as
a special case with lower costs than other intersections.

In his theory of wayfinding choremes, Klippel [4] elicited human conceptu-
alizations of turning actions in networks. One of the main results shows that
humans have prototypical mental representations of the actions performed in
the network, rather than prototypical representations of an intersection’s struc-
ture. Taking this into account, an intersection’s complexity increases if it offers
several turns into the same conceptual direction (cf. also [19]).

2.4 Cognitively Motivated Path Search Algorithms

To capture wayfinding complexity as discussed above in automatically planning
a path through an environment, in recent years different path search algorithms
have been proposed that account for principles of cognitive ergonomics. These
principles are human-centered, in that the optimization criterion used to de-
termine a path is based on aspects that emerge from the conceptualization of
wayfinding situations, for example, the likelihood of going wrong or the ease
of describing the path. The criteria are not directly dependent on geometric
properties of the path network, such as distances between nodes. All the dif-
ferent approaches can be implemented as a variant of Dijkstra’s shortest path
algorithm [20]. In the following, these approaches will be presented.

Duckham and Kulik [21] extend standard shortest path search by a heuris-
tic that reflects the complexity of negotiating the decision point represented by
the two adjacent edges (e.g., turning from one edge onto another). The specific
weighting used is based on an adaptation of Mark’s measure [18]. Duckham and
Kulik term their algorithm simplest path algorithm. In a simulation experiment,
they show that their algorithm generally results in paths that are only slightly
longer than the shortest path. While the costs employed account for structural
differences of intersections, they do not account for functional aspects, for ex-
ample, (possible) ambiguity in the direction to take at an intersection, nor land-
marks or other environmental characteristics that might be exploited in instruc-
tions. Like shortest paths, the simplest path finds the cheapest path according
to a cost function. Unlike shortest paths, the cost function used applies to the
complexity of navigation decisions rather than travel distance or time.

The landmark spider [22] is an approach that acknowledges landmarks as
crucial elements in wayfinding and performs routing along (point-like) landmarks
located in the environment. For these landmarks, a salience value is assumed
to be known (e.g., [23]). The landmark spider accounts for three parameters
in determining edge weights: the salience of a landmark, its orientation with
respect to the wayfinder and its distance to the edge. To compute orientation,
a simple homogeneous four sector model is used, dividing the plane in “front,”
“left,” “right” and “back” direction. The landmark spider approach calculates
the ‘clearest’ path, i.e., the path that leads a wayfinder along the most suitable
landmarks. The algorithm does not account for any distance information.
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The approach to most reliable paths presented by [24] aims at minimizing the
possibility of choosing a wrong turn at an intersection. As in simplest paths,
the structure of an intersection influences path choice. Here, the assumption
is that while instructions, such as “turn left,” are easy to understand, they
may still result in wrong decisions given that there are several options to turn
left at an intersection. Accordingly, paths in this approach are optimized with
respect to the ambiguity of instructions describing the decision to be taken at
intersections. For each turn, i.e., for passing from an edge e to an edge e′ that are
both connected by a middle vertex, the unreliability measure is calculated. This
measure is defined as the number of turns that are instruction equivalent. Two
turns are instruction equivalent if they are described using the same linguistic
variable. Geometrically, both turns head approximately in the same direction. To
compute the linguistic variable, a qualitative direction model is used (cf. [25,26]
for a discussion of the adequacy of different direction models).

In its original implementation, geometric length of edges is used as a secondary
criterion to distinguish equally unreliable paths—the shorter one is selected.
Consequently, Haque and coworkers extended this original algorithm to allow
for a weighting between unreliability (r) and path length (w):

op(e, e′) = λdw(e′) + λur(e, e′)

This way, the trade-off between reliability and length can be shifted in one
direction or the other. In simulation experiments, Haque and coworkers have
been able to show that an agent using most reliable paths to navigate through
a street network performs better than an agent relying on shortest paths. This
also holds for the optimized most reliable paths.

Richter and Duckham [27] combine the reasoning behind simplest paths and
context-specific route directions [19]. Just as simplest paths, the algorithm for
simplest instructions paths finds the best route, i.e., the route associated with
the lowest costs in terms of instruction complexity. However, the algorithm uti-
lizes instruction principles and optimization criteria that are related to functional
aspects of human direction giving and avoid ambiguity in instructions. The algo-
rithm makes use of the systematics of route direction elements developed in [28].
Consequently, it allows for multiple alternative instructions (labels) to navigate
a pair of edges. Furthermore, it realizes spatial chunking [29]. When selecting
the node with the currently lowest cost, the algorithm tries to spread all instruc-
tions that node has been reached with forward through the graph. To this end, it
checks whether neighboring nodes are chunkable using these instructions as well.
Using superordinate chunking rules that check for cognitive and structural plau-
sibility, this spreading of instructions allows for traversing several nodes with a
single instruction, thus reducing the travel costs, or, in terms of route directions,
the number of instructions that need to be communicated.

3 Path Planning in Regionalized Environments

An analysis of the different cognitively motivated path search algorithms shows
that compared to the shortest path each approach results in detours in the path
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from origin to destination [30]. The length of the detour largely depends on the
structure of the environment. Since the algorithms are designed to account for
complexity in wayfinding and aim at minimizing this complexity one way or
other, all avoid complex parts of the environment by navigating around them.
Depending on the environment, the resulting detours may turn the calculated
paths nearly useless as the increased effort (time and distance) is much greater
than the decreased complexity and, thus, users would not accept this path as
the solution to their wayfinding problem.

As a consequence, cognitively motivated path search algorithms need to coun-
teract these detours somehow in order to render them useful in any given situ-
ation. One way to achieve this is to take the geometric aspects that have been
excluded previously into account again. In most reliable paths [24], for example,
a weighting is possible between unreliability (a cognitive aspect) and path length
(a geometric aspect). Setting the weights is an optimization problem. Favoring
the cognitive aspects too much bears the danger of getting large detours, while
a strong favor of the geometric aspects may counter the original intention of the
algorithms, namely accounting for the complexity of wayfinding.

Introducing this second parameter into the path planning algorithm tries to
mediate between the ease of following a route and the length of paths by weight-
ing the parameters. This has two fundamental drawbacks, which are related.
First, using a weighting between two factors is a bottom-up approach that tries
to fix the detour problem on a uniform level. Everywhere across the environ-
ment the same weighting is used. This ignores that the problem domain at hand
(the environment) may be heterogenous and may require different strategies in
different areas. Second, because of this ignorance of the global structure of an
environment the adaptation of the weights has to be done for each new environ-
ment individually and mostly from scratch in order to find a sensible balance. It
is largely a trial-and-error process that runs until the results “look good.”

Instead, since the structure of an environment plays such a crucial role in
wayfinding complexity and the performance of the path search algorithms, an
obvious approach is to directly exploit environmental structure in countering
the detour behavior of cognitively motivated path search algorithms. This is a
top-down approach, acknowledging that the environment at hand may be het-
erogenous with respect to its structure and, as a consequence, its wayfinding
complexity. To enable this approach, the environment needs to be analyzed to
identify crucial differences within its structure. If no such differences exist, the
path search algorithms behave uniformly across the environment. In this case
emerging detours will either be small or the environment is so complex that it
would be hard to find a sensible weighting that counters the detours anyway.

There are different aspects and different methods to identify the structural dif-
ferences within an environment (see Section 4). Independent of the chosen method,
the analysis results in the identification of different regions, i.e., a regionalization
of the environment. Those parts of a network that are in the same region share the
same properties according to the chosen regionalization method. They belong to
the same class. The number of different classes may vary depending on both the
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environment and the chosen method. For example, there may be just two classes
of regions—simple and complex, or the differentiation may be more elaborate, for
example, “highway system,” “major streets,” “suburb,” “downtown,” and so on.
Having a representation of an environment’s network that contains information
about the regionalization, it is possible to use different path search strategies for
each region class. This adapts searching for an optimal path to the environment’s
structure at hand. The general algorithm and its properties are discussed next, Sec-
tions 4 and 5 then illustrate this approach with some examples.

The Regionalized Path Planning Algorithm

The regionalized path planning algorithm takes as its input a graph G represent-
ing the environment’s network of streets and a node o that represents the origin
of the route to be taken. The algorithm works on both the original graph and
the complete linegraph [21]. The original graph reflects the geometry of the envi-
ronment, i.e., each node has a position coordinate. Also, each node is annotated
with the region class it belongs to. The algorithm also takes a list of region-tuples
(class,function); class is a value for the region class at hand, function represents
the cost function to be used for path search for this region class. The algorithm’s
result is a path from origin to destination, represented as a sequence of nodes
that need to be traversed. Since these nodes have a position, this sequence can
be directly mapped back to the geographic data the graph is derived from.

Path planning is performed as it is done in Dijkstra’s shortest path algo-
rithm [20]. To account for the heterogeneous structure of the environment that
is identified by regionalization, the algorithm is adapted to allow for using dif-
ferent cost functions depending on the region a node is in. To this end, when
expanding a new node it is checked to which region class it belongs. According
to this, the costs to reach the neighboring nodes is calculated using the corre-
sponding cost function. Algorithm 1 summarizes the regionalized path planning
algorithm. In this notation, the algorithm works on the linegraph [21], which is
used by most cognitively motivated path search algorithms. Searching on the
original graph can be realized accordingly.

Algorithm 1 is very similar to the well known Dijkstra algorithm. The only
addition is the dependence of the cost function on the region class. This reflects
that regionalized path planning is a top-down approach. Once the representation
of the environment—the graph—is set up with region information, path planning
itself is a matter of correctly adapting to the region of the environment search
currently occurs in. In that, Algorithm 1 can be seen as a kind of meta-level path
search algorithm. It selects the right strategy depending on the current situation.
Note that it is not possible to stop search the first time the destination is reached.
This is because cost functions, such as the one used in simplest instruction
paths [27], might not only depend on local information (the current edge), but
on global information (e.g., previously traversed edges or the current region) as
well. This may result in situations where a path that reaches the destination
later on in the search process may be better than the one that has reached the
destination first.
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Algorithm 1. The path planning algorithm for regionalized environments.
Data: G = (V, E) is a connected, simple, directed graph; G′ = (E′, E) is the

complete linegraph; o ∈ E is the origin (starting) edge; w : R × E → R+

is the edge weighting function, which depends on the region class R.
Result: Function p : E → E that stores for each edge the preceding edge in the

least cost path.
// Initialize values;1

forall e ∈ E do2

Initialize c : E → R+ such that c(e) ← ∞;3

Set S ← {}, a set of visited edges;4

Set p(o) ← o;5

Set c(o) = 0;6

// Process lowest cost edge until all edges are visited
while |E\S| > 0 do7

Find e ∈ E\S such that c(e) is minimized;8

Add e to S;9

forall e′ ∈ E\S such that (e, e′) ∈ E do10

// Update costs to e′ based on region’s cost functon
Set r ← region(e), the region class of e;11

if c(e′) > c(e) + w(r, e′) then12

Set c(e′) ← c(e) + w(r, e′);13

Set p(e′) ← e;14

4 Regionalization of Environments

As pointed out in Section 3, there are different aspects and methods that may
cause a regionalization of an environment. It may be possible to use existing
regions, for example, districts of a city to structure the environment. However,
this does not tell anything about differences in environmental complexity since
these districts are just administrative boundaries that are drawn for historical
or census reasons. Another approach could be to divide the streets represented
in the network in different classes according to their road status hierarchy. It can
be assumed that traveling along highways is less complex than traveling through
small streets in a downtown area. However, this default assumption does not
always hold. Further, using this simple approach there is no distinction possible
within hierarchy levels, i.e., the actual complexity of the configurations of streets
on the same hierarchy level cannot be judged.

Thus, for the purpose of path planning that accounts for environmental com-
plexity, regionalization must be performed on the network based on (some of)
its properties. For example, it is possible to use the measures explained in Sec-
tion 2.3 or those underlying the cognitively motivated path search algorithms
(Section 2.4). Both ICD [17] and Mark’s complexity measure [18] can be used to
determine the complexity of the nodes in the network. These two measures, as
well as the derived measure used in simplest paths [21], rely on topological and
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ordering information only. And they account for local information only. They are
restricted to information concerning the number of branches at a given node.

In the following, regionalization is performed by, first, calculating a complexity
value for every node of the network and, second, clustering these nodes based on
their values to form region classes. Based on the discussion in Section 2, three
parameters that are derived from the network are used in the process:

1. Number of branches:according to ICD and Mark’s measure, the more branches
there are at a node, the more difficult it is to correctly navigate the correspond-
ing intersection. While this parameter ignores function in wayfinding (cf. [4]),
it reflects the fact that a high number of branches provides more opportunity
to take the wrong turn, i.e., increases the chances for wayfinding errors. Fur-
ther, intersections with many streets meeting there become more complex as
there is more information to parse before taking a decision.

2. Average deviation from prototypical angles: people have prototypical concep-
tualizations of turning actions in wayfinding [4]. Street configurations that
do not adhere to the prototypical angles are hard to conceptualize and to
correctly integrate in the environment’s mental representation [14]. Thus,
covering a functional aspect of wayfinding, intersections with oblique turns
are deemed more complex than those following the prototypical angles of 90
and/or 45 degree turns. As wayfinding complexity is calculated for individual
nodes (not the edges), the average deviation for all combinations between
two of the node’s branches needs to be calculated.

3. Average segment length: decision points are the crucial parts of route fol-
lowing [31]. In street networks, decision points correspond to intersections.
These are the spots along a route a wayfinder needs to decide on the further
way to take. They are the spots where wayfinding errors occur. Therefore,
along long segments there are fewer possibilities to make errors since there
are fewer decision points. Areas with short segments, on the other hand, have
a higher density of decision points. Thus, longer segments indicate an area
that is less complex for wayfinding, simply because there are fewer options
to decide from. Again, since complexity is calculated for nodes, the average
segment length over all branches of a node is used.

These parameters capture both structural and functional aspects of wayfinding.
They aim for reflecting human assessment of wayfinding complexity.

4.1 The Combined Wayfinding Complexity Measure

Using the three parameters number of branches, average deviation, and aver-
age segment length we can define a combined wayfinding complexity measure
CWC. The complexity cwc of an individual node nk is the sum of the values
for the three parameters. The individual parameters can be weighted to account
for differences in the relevance of each parameter. The order of magnitude of
the different parameters depends on the environment’s structure and the geo-
graphic data at hand. The number of nodes can be expected to be in the range
of lower positive integers—there will hardly be intersections with more than 8
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branches. The length of street segments, however, may range from a few meters
to several kilometers. Further, when calculating distances, the values depend on
the coordinate system’s representation. For Gauss-Krüger, for example, coordi-
nates are represented as 7 digit numbers. Therefore, values of the parameters
are normalized to be in the range [0, 1] first before adding them up. To this
end, the maximum value for each parameter needs to be known, i.e., the max-
imum number of branches nbmax, the maximum average deviation admax, and
the maximum average segment length almax. As discussed above, for number of
branches and deviation, small values denote low complexity, for segment length,
however, high values correspond to low complexity. Therefore, the length value
is subtracted from 1 to account for this difference in the value’s semantics.

Equation 1 states how to calculate the wayfinding complexity value of an
individual node. Here, nbk is the number of branches of the node nk (its degree),
the different λ’s are the weighting factors, d(γ) is the deviation of an angle γ
from 90 (45) degrees, γ(b1, b2) is the angle between two branches b1 and b2, and
l(b) gives the length of a branch b.

cwc(nk) = λnb
nbk

nbmax
+ λd

∑nbk
j=0

∑nbk
i=0,i�=j d(γ(bi,bj))

nbk

admax
+ λl(1 −

∑nbk
i=0 l(bi)

nbk

almax
) (1)

A low CWC value for a node corresponds to an intersection that can be expected
to be easy to navigate, a high value to a complex intersection.

4.2 Regionalization by Clustering

Applying Equation 1 to all nodes, i.e., calculating the CWC value for each node,
results in a distribution of complexity values across the environment. This can
now be used to form region classes and, based on the classes, to perform region-
alization of an environment.

It can be assumed that the distribution of complexity values is not random,
i.e., that there are clusters of nodes which have similar complexity values. How-
ever, the values will not necessarily change gradually between neighboring nodes.
While this will often be the case, there will also be leaps in values, for example,
at those points where local, dense parts of the network connect to main streets
that define the global structure of an environment. These considerations can be
exploited in the regionalization process.

As a first step, region classes need to be defined based on the CWC values. In
principle, there can be an arbitrary number of classes. Usually, a small number
of classes will suffice to reflect the environment’s structure, though. Each class
corresponds to a mutual exclusive interval in the range of [0, 1], i.e. the interval
[0, 1] is divided into sub-intervals to form the region classes. According to these
intervals, each node belongs to a region class. In order to form regions from
the individual nodes, nodes of the same class that are spatially near need to be
subsumed into clusters.

In general, neighboring nodes that are in the same region class are subsumed.
This way, all nodes that are connected by at least one path that contains only
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nodes of the same region class form a cluster of that region class. Two further
aspects need to be considered: 1) the size of clusters; 2) nodes surrounded by
nodes of a different region class. The first aspect relates to the willingness of
calling a collection of nodes a “region.” Clusters should have a minimum size in
order to count as a region. Having two neighbored nodes belonging to the same
class hardly can be considered a region. Nodes correspond to intersections in
the real world (or to streets when looking at the linegraph). Even if two neigh-
bored intersections are much more complex than their neighbors, they may be
remarkable for humans, but most probably are not considered to be a region in
their own right. Rather, they will be considered to be special in their neighbor-
hood. Further, the path search algorithms presented in Section 2.4 will avoid
such small clusters without much of a detour.

Regarding nodes surrounded by nodes of another class the reverse argument
holds. Even though they belong to a different region class, these nodes should be
subsumed within the same cluster. They can be considered to be outliers within
a cluster. Often, these outliers will belong to a neighboring region class. They
will have a range value one below or above the cluster’s class and, thus, can be
considered to be similar to the other nodes. Using the same reasoning as above,
such a node would correspond to a single intersection that differs in complexity
to its surrounding intersections within a part of the street network. While being
remarkable, conceptually the node will still belong to this part of the network.

The regionalizationprocess consists of two steps. In a first step, connected nodes
belonging to the same region class are subsumed (this may also be done using a
minimum spanning tree of the street network with similarity of CWC values as
edge weight [32]). This results in a set of potential clusters. Each of these clusters
is checked against the size threshold for forming a region. If they are smaller the
cluster is disbanded again. In a second step, for each node that does not belong to
a cluster (anymore), it is checked whether it can be subsumed with a neighboring
cluster of a different region class (see Figure 1). To this end, for all neighbors of
the node it is checked which cluster they belong to. If two or more of these neigh-
bors belong to the same cluster, the node is added to that cluster. This threshold
of two neighbors is used to avoid meandering clusters that consist of a single line
of nodes. At the same time clusters are less likely to occur that show large differ-
ences in CWC values across the cluster. Using only a single neighbor that needs
to belong to a cluster, it becomes more likely that a chain of nodes with slowly in-
creasing (or decreasing) CWC values will be added to that cluster. If a node has
more than three neighbors and there are two or more potential clusters a node can
be subsumed in, the cluster with the most connections to the node is chosen. The
second step is repeated until no more nodes can be subsumed to neighboring clus-
ters. Algorithm 2 summarizes the regionalization by clustering process.

In principle, using this algorithm nodes may end up belonging to two or
more regions at the same time. This reflects the fuzziness of many real world’s
regions [33]. For the application of the regionalized path planning algorithm
(Algorithm 1) this would result in ambiguous situations. Therefore, only one
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Algorithm 2. The regionalization by clustering algorithm
Data: G(V, E) is the graph representing the street network; for each node v ∈ V

the CWC value cwc(v) has been calculated using Equation 1; a list of
tuples (regioninterval,regionclass) that defines which sub-interval of [0, 1]
corresponds to which region class; cts is the threshold size of clusters.

Result: regions, a set of regions
Set regions ← ∅;1

Set tempclusters ← ∅;2

Set unclustered ← ∅;3

// Set the region class for each node.
forall v ∈ V do4

forall ( regioninterval,regionclass) do5

if cwc(v) ∈ regioninterval then6

Set rc(v) ← regionclass;7

// Construct potential clusters.
forall v ∈ V do8

forall n ∈ neighbors(v) do9

if rc(v) = rc(n) then10

if ∃c : c ∈ tempclusters ∧ n ∈ c then11

Add v to n’s cluster;12

else13

// Add {v,n} as new cluster.
Set tempclusters ← tempclusters ∪ {v, n};14

// Check for size threshold.
forall cluster ∈ tempclusters do15

if size(cluster) < cts then16

Set unclustered ← unclustered ∪ cluster;17

Set tempclusters ← tempclusters\cluster;18

// Add unclustered nodes.
repeat19

forall v ∈ unclustered do20

if ∃n0, .., nk−1 : n0.., nk−1 ∈ neighbors(v) ∧ n0, ., nk−1 ∈ cluster,21

k ≥ 2, cluster ∈ tempclusters then
Add v to cluster;22

Set unclustered ← unclustered\{v};23

until no node has been added to any cluster ;24

// Setting regions to the set of clusters joined with the set of remaining
unclustered nodes as default region.

Set regions ← tempclusters ∪ unclustered;25
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Fig. 1. The clustering process: a) each node is assigned to a region class; b) nodes of
the same class are clustered if they are all on the same path; c) clusters smaller than
the region threshold (here 3) are removed; d) nodes not belonging to a cluster may
be assigned to a neighboring cluster if two or more of their neighbors are within this
cluster

of the clusters is kept. Different strategies can be used to decide this: the first
cluster the node has been added to may be kept, or the largest or smallest
it belongs to. Likewise, some nodes may end up not belonging to any region.
Therefore, there always needs to be a default “region” that subsumes all these
nodes.

4.3 Discussion

The wayfinding complexity measure CWC has three factors λnb, λd, and λl,
which are used for weighting the three measure’s components. At a first glance,
this seems to result in the same effect discussed above for most reliable paths [24].
Setting different weights changes the outcome of the regionalization algorithm.
In most reliable paths, setting different weights changes the ratio between ac-
counting for geometric and for cognitive aspects. As argued above, this has
drawbacks related to the need to adapt the weights to each environment indi-
vidually. However, in Equation 1 the weights are used to determine the influence
each parameter has on wayfinding complexity. It reflects the influence each pa-
rameter has in general; it is not bound to a specific environmental setting. The
weights used do not influence the path search strategies employed, but rather
determine the regionalized structure path search is performed on.
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a) b)

Fig. 2. a) Part of Bremen, the test environment; b) the complex (dark colored) and
simple (light) regions identified for this environment

5 Example

The approach to regionalized path planning as discussed above has been tested
using different scenarios. Here, one scenario is used for illustration: path planning
in the inner-city area of Bremen. A map of that area can be seen in Figure 2a.
The area comprises of some big streets connecting different districts of the city,
some parts with regular street patterns, and some dense, old parts of the city,
which are especially located along the river.

Figure 2b shows a regionalization of the environment. In this example, only
two kinds of regions are distinguished: those regions with complex intersections
and regions that are easy to navigate. The region threshold in Algorithm 2 is
set to 5. This threshold is chosen for illustration purposes to ensure that regions
emerge which will result in a clear detour if circumvented by a path search
algorithm. Any node that is not part of a region after clustering is assigned to
the “easy” region, which is used as default region. A complex region is a region
with nodes having a CWC value greater than 0.6 (this value is chosen ad hoc for
illustration purposes only—the CWC value which actually delineates easy and
complex intersections would need to be determined empirically; cf. Section 6).
As can be seen, the ‘complex’ regions are mostly located along the river in the
dense old-town parts where streets meet at odd angles.

To illustrate regionalized path planning in this environment, for the ‘simple’
regions the chosen path search strategy is ‘shortest path,’ for the ‘complex’ re-
gions the ‘simplest paths’ [21] is chosen as strategy. The reasoning behind this
combination is that in those parts with low wayfinding complexity people will
have few problems in understanding the shortest path. Often, shortest and sim-
plest path do not differ much here anyway. It is in the complex parts of the
environment that people need instructions that take away the complexity of the
environment. Forcing the simplest path algorithm to find a path through com-
plex parts of the environment achieves just that. The resulting paths get wayfind-
ers out of these parts in the simplest way available without resulting in large
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Fig. 3. Planning a path between a sample origin / destination pair. Illustrated are the
differences between the shortest path (light colored line), the simplest path (medium
colored line taking the bow to the right), and the regionalized path (dark line).

deviations from the course to the destination. In an actual assistance scenario,
where verbal or graphical instructions are provided to wayfinders, understanding
these paths can be made easier by employing strategies for generating cognitively
ergonomic route instructions (cf. [34,29,28]).

Figure 3 shows an example of the shortest, simplest and regionalized path
between the same origin / destination pair. As can be seen, the shortest path
runs through complex and simple parts of the environment as it only relies on
distances between nodes as a geometric property of the network. The simplest
path avoids the complex parts, thus, taking a large detour to reach the desti-
nation in this example. The regionalized path, finally, lowers complexity in the
complex parts of the environment according to the simplest path approach and
gets through simple parts of the environment as fast as possible, as predicted.

6 Conclusions

Human path planning relies on several more aspects than only geometric prop-
erties of an environment, i.e., the shortest distance between two locations. For
wayfinding and path planning in network environments, such as urban street sys-
tems, in recent years several cognitively motivated path search algorithms have
been presented. These approaches cover different aspects of principles of human
path planning. Essentially, all the approaches are extensions of Dijkstra’s clas-
sical shortest path algorithm. By taking into account cognitive aspects of path
planning, the approaches largely ignore geometric aspects. They try to minimize
wayfinding complexity, not the length of the traveled path. Accordingly, they
avoid complex parts of an environment and, thus, may result in large detours.
This renders the calculated paths unacceptable.
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In this paper, an approach to regionalized path planning has been presented
that acknowledges that environments may be heterogeneous, i.e., that environ-
mental complexity usually is not uniformly distributed across an environment,
which is an assumption other cognitively motivated approaches implicitly make.
This approach employs adaptable strategies depending on the region path search
currently occurs in. This way, the strategy that allows for optimal assistance in a
given region of the environment may be chosen. The paper presented the overall
approach to regionalized path planning arguing for its advantages, developed a
measure for an intersection’s wayfinding complexity and a generic algorithm that
allows for regionalizing an environment based on this measure, and presented an
example applying regionalized path planning to adequately cope with changing
complexity in an environment’s structure.

Regionalized path planning takes a global approach when it comes to account-
ing for complexity of an environment. This is different to other approaches to
cognitively ergonomic path planning that in each step only account for the im-
mediate surrounding of a single node. These approaches never leave their local
perspective and, thus, can only take local decisions in their planning. However,
path planning is known to be hierarchic [3] and to be based on regions as well [35].
Accordingly, future work on regionalized path planning comprises path search on
different levels—the level of regions and the level of individual nodes—and the
implementation of more global path search strategies, for example, region-based
ones. The global view will also be more strongly reflected in the complexity anal-
ysis where aspects of monotony of an environment and similarity of neighboring
intersections will be integrated, in line with [36]. Further, both for the weighting
of the different factors in calculating the CWC values and for setting a threshold
value for complex intersections future (empirical) work is required to elicit values
that reflect human conceptualization and behavior.
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Abstract. This paper reports on a study analyzing verbal descriptions of route 
choices collected in the context of two in situ experiments in the cities of Salz-
burg and Vienna. In the study 7151 propositions from 20 participants describing 
route choices along four routes directly at decision points (100 decision points 
in total) are classified and compared to existing studies. Direction and motion 
concepts are extracted, semantically grouped and ranked by their overall occur-
rence frequency. A cross-classification of direction and motion concepts ex-
poses frequently used combinations. The paper contributes to a more detailed 
understanding of situational spatial discourse (primarily in German) by partici-
pants being unfamiliar with a way-finding environment. Results contribute to 
cognitively-motivated spatial decision support systems, especially in the context 
of pedestrian navigation. 

1   Introduction 

Navigation is one of the most common spatial activities of human beings involving a 
number of spatial abilities and cognitive processes [25]. Navigation requires continu-
ous sense-making of the proximal surrounds ([12], [25]) which is considered to be a 
challenging task in unfamiliar spatial environments. With the advent of electronic 
navigation systems [1] better human decision making in such environments seems to 
be in reach. One of the major research questions is how the process of human spatial 
decision making can be supported effectively by such systems. Today's electronic 
navigation systems provide three types of user interfaces: (1) maps, (2) visual turn 
instructions and (3) textual or voice-based turn instructions. In the domain of car 
driving voice-based instructions have gained considerable attention in the last years 
whereas in other navigation domains (e.g. pedestrian navigation) map-based guiding 
systems are predominant [1]. Guiding pedestrians by textual or voice-based turn in-
structions is still in its infancies [26]. 

Among the open questions are the following: Are textual or voice-based turn in-
structions useful for pedestrian navigation and if so, how should these instructions be 
structured? Manufacturers of navigation systems currently tend to disable voice in-
structions upon switching to pedestrian mode and reduce decision support to  
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map-based interfaces1. Map-based interfaces on small screens lead to problems with 
map reading performance [7] which gives motivation to explore voice-based inter-
faces. However, empirical studies testing the performance of voice-based guidance 
are rare [26]. Several authors explore textual descriptions and come to the conclusion 
that turn instructions for pedestrians are useful ([4],[24]). In addition elements for 
good descriptions are suggested [21]. In this context also the importance of landmarks 
for improved decision support is stressed [5] and the positive impact of landmarks on 
navigation performance is confirmed [30]. In recent work models for generating turn 
instructions from combinations of spatial direction concepts and landmarks have been 
proposed [2]. Also the role of direction concepts in way-finding assistance has been 
explored [15], resulting in cognitively motivated models for cardinal directions [16]. 
Striving towards voice-based instructions the role of language in spatial decision 
support is subject to an ongoing debate (e.g. [16],[35]). One of the established meth-
ods to explore spatial discourse are empirical studies ([3],[5],[34]). In experiments 
participants are asked to verbally describe well-known routes. A review of these stud-
ies has identified two major gaps: (1) the lack of in situ studies exploring verbal de-
scriptions of route choices in the context of real world decision situations and (2) the 
lack of in situ studies involving participants being unfamiliar with the way-finding 
environment. Due to these gaps we consider the ad-hoc interpretation of spatial deci-
sion situations by people being unfamiliar with the way-finding environment as not 
studied adequately. Studying language use in such situations is crucial for empirically 
founded turn instructions which do not only reflect expert views (as provided by citi-
zens) but consider perception of space by people being unfamiliar with an environ-
ment and thus being spatially challenged. We think that a better understanding of this 
non-expert view [11] will contribute to user-centered turn instructions and is therefore 
the main motivation for our study on which we report in this paper. 

The structure of the paper is as follows. Section 2 describes the set-up of experi-
ments. Section 3 classifies propositions (following Denis' classification) and discusses 
results. Section 4 proposes a method for further analysis of spatial direction and mo-
tion concepts. In Section 5 and 6 direction and motion concepts are structured in 
ranked taxonomies. Section 7 discusses cross-classification results and sketches a 
model for composing turn instructions. Section 8 summarizes and concludes the pa-
per. Since the study was organized in two Austrian cities with German-speaking par-
ticipants, the primary results are in German language. In order to ensure the validity 
of the results we primarily refer to German language concepts and try to provide the 
most suitable English translation (which may differ from the original meaning and 
should primarily improve readability). 

2   Collecting Situational Verbal Descriptions of Route Choices 

The analysis of verbal descriptions in spatial context has a long tradition. In one of the 
first empirical studies [22] Kevin Lynch explored the mental structuring of city-scale 
spaces [10] in language. The study is one of the first examples of using the method 

                                                           
1 This was a finding in tests with Smartphone-based navigation systems Route 66, Wayfinder 8 

and Nokia Maps 2.0 and 3.0. 
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later referred to as “think aloud” [20] for gaining insight into human conceptions of 
space [10]. The main contribution concerning the analysis of verbal route descriptions 
comes from Denis ([4],[5],[6]). In [5], Denis grounds a general framework for analyz-
ing route descriptions through spatial discourse and uses the framework for several 
experiments with participants familiar with the environment ([5],[6]). Although the 
work of Denis lacks the aspect of the situational use of language, the general frame-
work is well suited to be adopted in similar studies. Other empirical studies explore 
the use of spatial language in various settings ([27],[34]). Raubal's case study of way-
finding in airports contributes to a better understanding of spatial discourse in indoor 
settings, but lacks the situational context. A recent study by Brosset [2] explores the 
spatial discourse of orienteering runners in rural environments. This study also does 
not answer the question about the situational spatial discourse in decision situations. 
Another recent study by Ishikawa [14] compares the effect of navigation instructions 
using different frames of reference (absolute and relative). Since the study uses pre-
defined turn instructions questions about situational spatial discourse are not an-
swered. Some other contributions deal with landmarks in route directions (e.g. in the 
context of route descriptions as navigational aids [4] or as enrichment for way-finding 
instructions [28]) but do not address direction and motion concepts or situational use. 
Concluding from related work our motivation for the study was twofold: 

1. Obviously, there is a lack of in situ studies analyzing situational spatial discourse. 
However, since human spatial decision making is highly situational, the only way 
to study human cognitive processes in this context is the situation itself. One of the 
main motivations for our study is to narrow this gap. 

2. Most of the existing studies explore route descriptions by asking participants to 
recall memorized route knowledge. Until now we do not have empirical evidence 
how people walking a route for the first time and thus unfamiliar with the spatial 
surrounds describe spatial decision situations. By studying spatial discourse in such 
situations we will get verbal descriptions of route choices coming closest to situa-
tions where turn instructions by way-finding assistance systems are typically given. 
Since our experimental set-up fosters such situations we think we can learn from 
these for composing empirically-founded turn instructions. 

2.1   Experimental Set-Up 

Selection of routes: The experiments were organized in the two Austrian cities Salz-
burg and Vienna. In each city we pre-defined two routes, one in the inner city and one 
in a peripheral district. Routes were composed of 22 and 27 decision points. Different 
cities and environments were chosen in order to address the question to which extend 
situational spatial discourse is depending on the physical environment. In order to 
avoid learning effects the sequence of routes was changed between participants. 
 

Participants: We selected two test groups consisting of 10 participants in each city. 
Participants in each city were half female and half male. Participants were first term 
students and stayed in the city for no longer than 3 weeks before the experiment. All 
participants confirmed to have no or very limited spatial knowledge of the cities and 
to be unfamiliar with the test routes. Each participant had to complete both routes in 
one city. In order to avoid problems with the think aloud method [20] we did a  
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pre-test consisting of 3 decision points. The route for the pre-test was separated from 
the test routes in order to avoid prior acquisition of route and environmental knowl-
edge of participants. Participants were paid (Salzburg) or got credits for a course at 
the University (Vienna). 
 

Implementation: A test instructor accompanied participants to the starting point of 
each test route and supervised the tasks defined by the experiment along the pre-
defined route to the end point. At decision points test candidates were asked to (1) 
describe the surrounding environment and (2) to describe all their possible choices at 
this decision point as they would explain to another person. Since participants were 
unfamiliar with the route they described all possible choices at each decision point. 
We asked participants to refer to the visible spatial environment (the so-called vista 
space [25]) in their descriptions and to provide unambiguous descriptions of route 
choices. If the description of a route choice was not considered unambiguous for any 
other person (e.g. the use of spatial-dimensional terms such as "left", "right" or 
"straight" without any reference to a fixed spatial entity was not accepted as unambi-
guous), the participants were asked to continue the description process. Afterwards 
the test instructor told participants which choice to take. The test instructor used the 
same wording as participants for giving route instructions in order to avoid any influ-
ences on perception as well as language. Decision points were identified by partici-
pants themselves (by stopping their walk). If a participant did not identify a decision 
point, this point was skipped and the test person was directed in the right direction (by 
gestures). At the end of the experiment each test person was asked to reproduce a 
summarizing route description. A final survey about demographic data and self-
assessment of spatial abilities completed the experiment. Verbal protocols were re-
corded and transcribed afterwards. 

3   Classification of Propositions 

Firstly, we classified propositions using Denis' classification [5] (Table 1). 

Table 1. Examples from the protocols showing the classification method 

Class German English 

1 Actions rechts abbiegen turn right 

2 Actions with references to landmarksin die Straße abbiegen turn into the street 

3 Landmarks without actions ich bin an einer Kreuzung I’m at a crossing 

4 Landmark descriptions gelbes Haus yellow house 

5 Others Überqueren ist hier verboten crossing is not allowed here 

 
Due to the situational set-up of our experiments participants were able to refer to 

any kind of spatial entities from the visible environment. Thus, for the classification 
we treated all kinds of entities as landmarks (since entities were perceived by partici-
pants as visually salient, which satisfies the commonly used definition of the term 
landmark [31]). Nevertheless we are aware that this use of the term landmark may be 
in contrast to other definitions (e.g. [22]). 
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Fig. 1. Comparison of proposition types used throughout the four test routes 

We considered 7151 propositions (expressed by 10 participants on 2 routes with 23 
and 27 decision points in each city) describing spatial scenery and route choices at 
decision points for classification (we have not considered 798 additional propositions 
from route summaries since the focus of this analysis is on the situational use). Fig. 1 
compares results from the Denis classification between the four test routes. 

The comparison shows that about half of all propositions were used by participants 
to describe actions (actions without references to landmarks or actions with references 
to landmarks); the other half of propositions was used by participants to describe 
landmarks and their characteristics. In the landmark description group (classes 3 and 
4, 47.97% mean value) 23.63% propositions are used to introduce landmarks (land-
marks which were not referenced before) and 24.34% are used to describe landmarks; 
most of the propositions in the action group (44.31% out of 48.43%) relate actions to 
landmarks. Fig. 1 confirms that the overall distribution of propositions in the 5 classes 
is widely stable between test groups and test routes. Minor deviations occur between 
test groups in the use of class 1 and class 2 propositions and between the Vienna – 
Inner City route and the other routes. The increased use of class 1 propositions by the 
test group in Vienna is considered a characteristic of participants (environmental 
planning students vs. students of social studies in Salzburg). The increased use of 
class 2 propositions throughout the Vienna – Inner City route has its origin in differ-
ences of the physical environment (more salient landmarks, which do not need further 
description). All in all the general distribution confirms the extensive use of land-
marks in the situational description of route choices (in approximately 90% of all 
propositions landmarks are referenced), which has been additionally fostered by our 
experimental set-up. 

The comparison with previous studies by Denis [5] and Brosset [2] shows that our 
results fit in the overall picture. The distribution of action- and landmark-related 
propositions is half-and-half in all three studies. As expected, our experimental set-up 
resulted in a higher number of action-landmark relations (44.31% compared to 35 % 
in the Brosset study and 33.5% in the Denis study). Another noticeable variance is the  
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fact that similar to the Brosset study our study leads to an increased number of land-
mark descriptions (26.5% in the Brosset study, 24.34% in our study compared to 
11.3% in the Denis study). Although Brosset argues that this aspect is influenced by 
the difference between natural and urban environments our results clearly show that 
the increased use of landmark descriptions is not only appearing in natural environ-
ments, but also in urban environments. Thus we assume that the increased use of 
landmark descriptions mainly depends on the in situ aspect of the studies, which is 
common in Brosset's and our experiments, but is missing in the Denis experiment. 

To summarize, Denis' classification leads to four findings: (1) the overall distribu-
tion of proposition types in verbal descriptions shows a low variance between differ-
ent routes and test groups which allows for the assumption, that personal or physical 
variances have only minor influence on used proposition types, (2) the half-and-half 
distribution between action related propositions and landmark description related 
propositions is stable for verbal descriptions of routes or route choices in different 
studies, (3) complementing previous studies our study shows a high-relevancy of 
route descriptions relating actions to landmarks and (4) also shows a clear tendency 
towards an increased use of detailed landmark descriptions in situ, which has accord-
ing to [3] not been sufficiently answered by existing studies. 

In the further analysis we focus on propositions classified in the action group (class 
1 and 2) and leave the analysis of the landmark description group (class 3 and 4) to 
future work. 

4   Extraction of Direction and Motion Concepts from Propositions 

Most of the propositions in class 1 and 2 are so-called directionals expressing a 
change in the localization of an object ([8],[37]). Directional expressions consist of 
three main particles which are of further interest to us [2]: spatial relations, motion 
verbs and landmarks. While we leave landmarks to future analyses, the reported 
analysis is motivated by the following questions: (1) Which set of spatial direction 
concepts is used in the propositions, (2) which set of motion concepts is used in the 
propositions and (3) how frequently are these concepts used by the test groups. 

To answer these questions the overall question how to deal with semantics of spa-
tial relations in language has to be considered. According to several authors 
([489],[32],[37]) spatial prepositions (and adverbs in the German language) are the 
main language concepts to express spatial relations. Direction concepts given from 
the view point of the speaker and thus of interest in the context of our study are de-
noted as projective relations [13]. According to Herskovits spatial relations can be 
either spatial-dimensional (e.g. "in front of", "behind"), topological (e.g. "in", "on") 
path-related (e.g. "across", "through"), distance-related (e.g. "near", "far") or belong 
to some other category (e.g. "between" or "opposite"). One of the newer accounts 
contributing to the understanding of semantics of prepositions comes from Tyler and 
Evans [36]. In their work they integrate previous accounts and propose a theory called 
principled polysemy as a foundation for analyzing the semantics of English preposi-
tions. According to their account semantics of prepositions is not only determined by 
the preposition itself but distinct senses rely on the context. They call the semantic 
nucleus of prepositions a “proto-scene”, building on our daily experiences with our 
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physical surrounds and describing concrete spatial scenes as highly abstract and 
schematic relationships. Thus "proto-scenes" allow mapping of different spatial 
scenes on one schematic concept which can be considered as good foundation for a 
semantic reference system [18]. 

Our analysis is based on the proposed breakup of spatial propositions into several 
particles of a "proto-scene". Tyler and Evans denote the "schematic trajectory" (TR), 
a "schematic background element" (the landmark or short LM), the "spatial relation" 
between the TR and the LM and "functional elements" of the landmarks determining 
a spatial relation. Whereas the nature of the TR and LM particles follows closely the 
primary breakup of a spatial scene proposed by Talmy [32] (the trajectory acts as the 
primary object and the landmark acts as the secondary object), the distinct sense of 
the spatial relation is determined by the spatial preposition and the functional ele-
ments of the landmark (functional elements specify the functional role a landmark 
takes in a spatial relation). Following this approach our method for extracting the 
particles is structured as follows (repeated for each proposition): 

1. Extract the TR (primary and often moving object, in most cases a person) 
2. Extract the LM (secondary object(s), static reference in the spatial relation) 
3. Extract the spatial relation (spatial preposition or adverb in the German language) 
4. Extract the motion verb 

The resulting particles are tagged with a unique identifier of the participant (PID), the 
number of the decision point (DP) and a unique identification of route choices at 
decision points (C). If one of the particles could not be unambiguously identified from 
the context the corresponding entry in the result table was left empty (Table 2). 

If one proposition contained more than one spatial relation, the proposition was 
split up and each spatial relation ran separately through the extraction process. Verbs 
were translated to their infinitive. Helper verbs (such as "can") were not considered. 
In order to adapt the method to German language spatial adverbs were treated like 
spatial prepositions. 

Table 2. Example propositions and the related break-up 

Propositions 

and I can walk towards the church (und ich kann in die Richtung der Kirche gehen) 
there's the possibility to move along the street (es gibt die Möglichkeit sich die Straße entlang zu 
bewegen) 
first cross the zebra crossing (zuerst den Zebrastreifen überqueren) 
through a small archway (durch einen kleinen Bogen) 

 
TR LM Motion Verb Spatial Relation PID DP C 

I (ich) church (Kirche) walk (gehen) towards (Richtung) S6 1 A 

 street (Straße) move (bewegen) along (entlang) S3 2 B 

 
zebra crossing 
(Zebrastreifen) 

cross (queren) across (über) S4 2 B 

 archway (Bogen)  through (durch) S3 3 C 
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5   Results from the Analysis of Direction Concepts 

The main goal of the analysis was to identify the set of re-occurring direction con-
cepts used by participants. In total 3940 propositions (3652 of them containing spatial 
particles) of class 1 and 2 have been analyzed. Extracting the spatial particles resulted 
in a set of 103 different spatial prepositions and adverbs. Since some of the 103 parti-
cles belong to a subcategory of a more general direction concept or are synonyms 
these concepts could be semantically grouped. The rules for semantic grouping rely 
on related work ([8],[13],[36]) and on a German semantic dictionary2. 

85 particles could be grouped to one of 26 main direction concepts. The remaining 
18 particles were not considered for further analysis since the particles were only used 
in singular propositions. Fig. 2 shows the taxonomy of spatial relations. The classifi-
cation is adopted from related work ([13],[36]). Main classes are structured by orien-
tation, goal, path, topology and distance. The mean occurrence frequency of concepts 
is shown in brackets. 

 

Fig. 2. Taxonomy of spatial relations generated from 3652 propositions 
 

                                                           
2 Online German Semantic Dictionary based on data provided by the University of Thübingen 

(Germany). Accessible as http://canoo.net. 
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Fig. 3. Occurrence frequency of 15 direction concepts used in more than 1% of all propositions 

In the further analysis we compare the 15 most frequently used spatial relations 
(each class is used in more than 1% of all propositions). We assume that the remain-
ing set of 11 spatial prepositions only plays a minor role in the situational use of ver-
bal descriptions. Fig. 3 compares the usage between the four test routes. 

The predominantly used spatial relation in both test groups is "towards" (31.83% 
mean value). In combination with a landmark or spatial entity "towards" is one of the 
simplest possibilities to describe route choices in spatial decision situations. The fre-
quent use of this direction concept is in accordance with the frequent use of landmark 
descriptions (Denis class 4) since landmarks or spatial entities used with "towards" 
have to be identified unambiguously. Noticeable is a variance in the use of "towards" 
between the two test groups in Salzburg and Vienna. Considering the whole distribu-
tion one will recognize that the test group in Vienna makes more use of "to" as well as 
the spatial-dimensional concepts "ahead", "left", "right" and "between". It seems that 
instead of the predominant concept "towards" the group in Vienna used a slightly 
broader range of concepts although variances are not very significant. One interesting 
question is whether differences in the physical environment influence the use of spa-
tial direction concepts or not. One noticeable variance is the increased use of the 
preposition "to" along the Vienna – Periphery route (with 20.85% three times higher 
compared to the mean value of the other routes 8.2%). Since salient landmarks are 
missing along this route participants frequently referred to structural spatial entities 
like "streets" or "pathways" and transitively described where these entities "lead them 
to". Another noticeable variance is the increased use of "through" in the Salzburg – 
City route. Due to the medieval environment in the old town of Salzburg the number 
of archways and passages is higher compared to the other test routes. We assume that 
this aspect of the physical environment is directly reflected in the results, since the 
occurrence of the concept is more than three times higher (8.56%) compared to the 
mean of the other routes (2.4%). A similar argumentation is valid for the concept 
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"down", which is more frequently used in the Vienna – City route. This could be 
explained with differences in the scenery where some streets are leading "down". 
From the whole distribution we conclude that the use of direction concepts by partici-
pants follows a distribution with low variances between the four test routes. We fur-
ther conclude that the situational use of direction concepts by participants reflects the 
scenery only in very special cases. We also discovered slight differences in the use of 
direction concepts between the two test groups. We explain the variances with slightly 
different skills in the expression of spatial relations (the test group in Vienna used a 
slightly broader range of direction concepts). Since our study is one of the first studies 
exploring spatial discourse in real world scenarios we have not found valid data to 
compare the reported results. 

6   Results from the Analysis of Motion Concepts 

For the analysis of motion concepts the same 3940 propositions in class 1 and 2 were 
used (2309 of them containing motion verbs). Extracting the motion particles resulted 
in 133 different motion verbs (including verbs with different adverbs). We classified 
motion verb stems into motion verb classes (following Levin classification [19]).  
Fig. 4 shows relative occurrences of motion verbs in 10 matching Levin classes. 

The classification was highly effective since a large number of verbs in German 
language differ from their stem only because of the attached adverb. 113 verbs could 
be mapped to one of 10 verb classes. The remaining 20 verbs only occurred in singu-
lar propositions or did not express motion and thus were not further considered. The 
resulting taxonomy (Fig. 5) shows the complete list of used German verbs classified 
in 10 matching Levin classes. 

 

Fig. 4. Relative occurrences of motion verbs in 10 matching Levin classes 
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Fig. 5. Taxonomy of motion verbs following Levin classification [19] 

The most frequently used verb class is the manner of motion class run (Levin class 
51.3.2, 44.81% relative occurrences). Since the German language is considered to be 
a manner-typed language [33] (manner of motion is predominantly expressed in the 
verb) in most of the propositions the run verb "gehen" (walk) in combination with a 
spatial adverb is used. Other frequently used manner of motion verbs are "laufen" – 
"run" and "schreiten" – "step". The second largest class is the class of inherently di-
rected motion verbs (e.g. the verbs "queren" - "cross", "kommen" – "come" or "pas-
sieren" – "pass" are according to Levin considered to be inherently directed). We also 
classified "turn" in this class since it does not express a manner of motion but is used 
to express directions. Including "turn" 18.05% of used motion verbs are inherently 
directed. This percentage could be significantly higher with other languages (e.g. 
English) since paths are more often directly expressed in verbs and not in adverbs 
[33]. Worth to mention are also verbs in the accompany class (e.g. "führen" – "lead") 
with 8.2% occurrences. In most of these occurrences the verb is used transitively 
where the subject is not the participant but a spatial entity (e.g. "the path leads us 
towards the building"). Also the verbs "bring" and "take" are used transitively (e.g. 
"the path takes me to the building"). The German verb "bewegen" – "move" is classi-
fied as roll verb. Although the overall use of motion verbs between test groups is very 
similar, "move" was mainly used by the test group in Salzburg (6.6%). In general, the 
overall usage of motion verbs shows the predominance of manner type motion verbs 
in German language. Although experiments with 20 participants are not representative 
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for general conclusions this language characteristic is also confirmed by other authors 
[33] and thus should be considered in the composition of turn instructions. 

7   Cross-Classification Analysis of Direction and Motion Concepts 

Results from the distinct analyses of direction and motion concepts lead to the ques-
tion of combined usage. To explore combined usage we use a cross-classified table 
revealing occurrence frequencies of 26 direction concepts and 10 motion verb classes 
(Fig. 6). 

In the cross-classification we focus on orientation-, goal-, path- and topology-
related combinations occurring more than 50 times in all propositions. Combinations 
with frequencies less than 50 (except the borderline "on" with 49 occurrences) are not 
considered as frequently used. 

The most frequently (in combinations with spatial relations) used verb class is the 
class of run verbs with 948 occurrences. Verbs in this class are predominantly used in 
combination with the orientation relations towards (213, e.g. "in Richtung gehen" – 
"walk towards"), along (145, e.g. "entlang gehen" – "walk along") and ahead (60, e.g. 
"geradeaus gehen" – "walk ahead"). Furthermore verbs are used in the goal relation to 
(94, e.g. "gehen zu" – "walk to") and in the path relations into (94, e.g. "hineingehen" 
– "walk into"), past (68, e.g. "vorbeigehen" – "walk past") and through (51, e.g. 
"durchgehen" – "walk through). There is only one topological relation which is fre-
quently used with a run verb: on (49, e.g. "gehen auf" –"walk on"). As obvious from 
the examples above some of the combinations of "walk" with a spatial preposition can 
also be expressed by path-related verbs in English, e.g. pass, cross or enter. However, 
in German some of these directed motion verbs do not have counterparts and thus 
have to be expressed with manner type verbs (e.g. walk) and spatial relations as ad-
verbs (e.g. into, out of, through). 

The second largest class of motion verbs is the directed motion class (e.g. come, 
cross, turn) with 558 occurrences. Predominant combinations are the orientation rela-
tion towards (94, e.g. "abbiegen in Richtung" – "turn towards"), the goal relation to 
(85, e.g. "kommen zu" – "come to") and the path relations into (108, e.g. "abbiegen 
in" – "turn into") and across (68, e.g. "überqueren" – "cross"). In this class we only  
 

 

Fig. 6. Cross-tabulation of used direction and motion concepts 
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classified inherently directed German verbs. Thus the occurrence frequency would 
likely be varying with other languages. 

The third largest verb class is the accompany class with 201 occurrences. There is 
only one combination above the threshold of 58 occurrences, namely the transitively 
used verb lead with the preposition to (58, e.g. "führen zu" - "lead to"). 

All other combinations are less frequently used. Since the cross-classification is 
based on empirical data the extracted combinations do not result in a complete set of 
prototypical combinations of motion verbs and spatial relations. However, the cross-
classification clearly indicates combinations which are frequently used by participants 
throughout all four experiments (despite different environments, different test routes 
and two different test groups). Based on the empirical data we classify 13 combina-
tions as the relevant ones, noting that the complete set will certainly include further 
combinations being necessary for the description of different route tasks (good addi-
tional candidates may be combinations from the cross-classification with 20 to 30 
occurrences). The following table (Table 3) summarizes the 13 relevant combinations 
ranked by their occurrence frequency. Furthermore we add the usage context (orienta-
tion, goal, path or topology) and whether the combination is used in context with a 
spatial entity or landmark. 

Table 3. Frequently (>50) used combinations of motion and spatial relation concepts 

NO VERB RELATION USEAGE LANDMARK FREQ 

1 WALK TOWARDS ORIENTATION Yes 213 

2 WALK ALONG ORIENTATION Yes 145 

3 TURN INTO PATH Yes 108 

4 TURN TOWARDS ORIENTATION Yes 94 

5 WALK TO GOAL Yes 94 

6 WALK INTO PATH Yes 94 

7 COME TO GOAL Yes 85 

8 WALK PAST PATH Yes 68 

9 CROSS ACROSS PATH Yes 68 

10 WALK AHEAD ORIENTATION No 60 

11 LEAD TO GOAL Yes 58 

12 WALK THROUGH PATH Yes 51 

13 WALK ON TOPOLOGY Yes 49 

The 13 predominantly used combinations shape a set of re-occurring and proto-
typical action schemes [29] relating prototypical actions to prototypical spatial scenes 
(following the definition of Tyler and Evans [36]). Whereas actions either specify 
manner or path [33] of a moving trajector proto-scenes express the spatial orientation 
or the spatial relation. Action schemes combine both particles and are thus considered 
well suited for the specification of ontologies for route tasks ([17], [34]). 

7.1   Modeling Route Tasks with Action Schemes 

As proposed in related work ([9],[29]) a route can be topologically described as view-
graph (basically a topological network of interconnected local views). View graphs are  
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Fig. 7. Example of modeling route choices with action schemes 

composed from local views and actions linking these views. By executing an action 
schema a trajector can move from one decision point to the next. In our approach we 
propose a similar model specifying actions and spatial relations in prototypical action 
schemes. A route is modeled by an ordered sequence of decision points where each 
decision point offers different route choices to trajectors. Decision points are logically 
linked by a sequence of action schemes, allowing trajectors to transit from one decision 
point to another. Action schemes specify the path by relating actions to spatial entities 
via spatial relations. We differentiate between orientation, goal and path schemes, 
depending on involved action and relation types. Fig. 7 shows an example of modeling 
route choices (C) and transitions between decision points (DP). Action schemes are 
attached as ordered sequences to route choices and directed transitions. 

In order to complete the route task between two decision points a trajector has to 
interpret the action schemes in their specified order. The task is composed of identify-
ing spatial entities (views), relating actions to entities and performing the actions. 
Thus action schemes have to unambiguously describe the path from one decision 
point to the next. Instances of action schemes may be translated to natural language 
instructions. Therefore the empirical data from the experiments, the extracted con-
cepts and the action schemes model provide the foundation. 

8   Summary and Conclusion 

In this paper we pursue a user-centered approach analyzing language use in spatial 
decision situations. We analyzed direction and motion concepts in verbal descriptions 
of route choices gathered from two in situ experiments in the Austrian cities Salzburg 
and Vienna. The experiments differ from previous experiments ([2],[5],[27],[34]) in 
the aspect that the in situ use of spatial language by people being unfamiliar with a 
spatial environment is explored. In the analysis of verbal descriptions we focus on 
three questions: (1) How do the results differ from previous studies, (2) which direc-
tion and motion concepts are predominantly used by participants and (3) what can we 
learn for composing turn instruction by analyzing combined usage? 
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How do the results differ from previous studies? 
From the comparison of classified propositions (Denis' classification) with previ-

ous studies by Brosset [3] and Denis [5] we conclude that similarities overbalance 
differences. One interesting finding is that the increased use of landmark descriptions 
(Denis Class 4) is not a matter of natural environments (as Brosset argues), but likely 
results from the in situ aspect of the experiments. In this aspect the Brosset study and 
our study reveal similar results whereas the study by Denis, which does not cover the 
in situ aspect, shows a clear difference. Additionally, results from both studies  
provide some evidence that the increased use of propositions relating actions to land-
marks is another characteristic of in situ descriptions. Our experimental set-up fos-
tered the use of propositions relating actions to landmarks and increased the overall 
usage by 10% (compared to the studies by Brosset and Denis). Since the cross-
classification in Section 7 clearly benefits from a higher number of class 2 proposi-
tions (an increased quantity of actions relating a trajector to spatial entities results in a 
richer set of qualitative spatial relations) we consider the experiment set-up as suc-
cessful. Further comparisons of direction and motion concepts have to be postponed 
to future work due to the lack of comparable studies. 

Which direction and motion concepts are predominantly used by participants? 
The analysis revealed a set of 15 direction concepts (use in more than 1% of all 

propositions) and 6 verb classes (use in more than 1% of all propositions) which were 
predominantly used by participants throughout two experiments and four test routes. 
Due to a careful experimental set-up (two different test groups, two different cities 
and two different test routes in both cities) we assume that the overall distribution is 
only marginally depending on environmental or personal differences. Although test 
groups with 20 participants are not considered representative for general conclusions, 
we consider the number of participants as suited for getting first insights into lan-
guage use in situational descriptions of route choices. Additional experiments explor-
ing cultural as well as environmental influences are needed. However, as a first step 
towards empirically founded ontologies [17] our results contribute to the task-
perspective as to situational aspects. From the experiments we get a bunch of verbal 
descriptions of concrete route tasks in decision situations. The reported analysis re-
veals the most frequently used direction and motion concepts. The composition of 
prototypical action schemes has been sketched in Section 7. In contrast to expert on-
tologies our approach results in empirically founded concepts. We think that the strive 
towards natural language instructions in electronic pedestrian guidance can benefit 
from these results. Scholars are encouraged to set up similar experiments for widening 
the empirical foundation. 

What can we learn for composing turn instruction by analyzing combined usage? 
The final cross-classification further narrows the set of direction and motion con-

cepts to 13 predominantly used combinations (more than 50 occurrences in all propo-
sitions). From the cross classification only 5 motion concepts (come, cross, lead, turn, 
walk) and 9 direction concepts (across, ahead, along, into, on, past, through, to, to-
wards) remain. We consider the 13 combinations as a good, empirically founded 
starter set for the composition of semantically enhanced turn instructions. Since the 
set is based on empirical data it is not likely that it is complete (first attempts to un-
ambiguously describe test routes with the 13 concepts have revealed some missing 
ones), however the cross classification also reveals further combinations which are 
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used less by participants but may be essential for describing certain route choices 
(some combinations with frequencies between 20 and 30 have turned out to be among 
the missing ones). Extending the set is ongoing work. Revealed action schemes are 
tested by describing route tasks along the four test routes. At each decision point we 
select the most frequently used concepts for the composition of action schemes. If the 
concepts are not among the 13 we further extend the set. Completing all route tasks 
will lead to a revised set which is considered as a good candidate set for a more gen-
eralized model well-suited to describe most of the route tasks in built environments. 
To complete the model an empirically founded taxonomy of spatial entities and land-
marks and their usage in the proposed action schemes has to be added. Such taxon-
omy can be deduced by further analyzing propositions in Denis' class 2. 

In future work a second iteration of experiments guiding a new set of participants 
unfamiliar with the environment along the test routes will show whether the user-
centered approach (closing the loop from user descriptions to concepts and back to 
natural language instructions) is worth to be pursued in the future. If so, the approach 
complements existing work on route descriptions ([2],[4],[21]) as well as empirical 
studies on the performance of verbal turn instructions ([14],[30]) and contributes to a 
foundation for semantically enhanced decision support in future electronic pedestrian 
navigation systems. 
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Abstract. The paths of 2425 individual motorcycle trips made in Lon-
don were analyzed in order to uncover the route choice decisions made
by drivers. The paths were derived from global positioning system (GPS)
data collected by a courier company for each of their drivers, using algo-
rithms developed for the purpose of this paper. Motorcycle couriers were
chosen due to the fact that they both know streets very well and that
they do not rely on the GPS to guide their navigation. Each trace was
mapped to the underlying road network, and two competing hypothe-
ses for route choice decisions were compared: (a) that riders attempt to
minimize the Manhattan distance between locations and (b) that they
attempt to minimize the angular distance. In each case, the distance ac-
tually traveled was compared to the minimum possible either block or
angular distance through the road network. It is usually believed that
drivers who know streets well will navigate trips that reduce Manhattan
distance; however, here it is shown that angularity appears to play an
important role in route choice. 63% of trips made took the minimum
possible angular distance between origin and destination, while 51% of
trips followed the minimum possible block distance. This implies that
impact of turns on cognitive distance plays an important role in decision
making, even when a driver has good knowledge of the spatial network.

Keywords: Navigation and wayfinding, spatial cognition, distance esti-
mation, route choice, spatial network analysis.

1 Introduction

It is known that route angularity has an effect on the perception of distance.
Sadalla and Magel show that, within laboratory conditions, a path with more
turns is perceived as being longer than a path with fewer turns [1]. However,
where navigation of a learned environment is concerned, we tend to assume that
people will optimize the cost of their journey in terms of energy expended when
walking, and in terms of time-efficiency when driving. That is, we would expect
the physical cost constraint to overcome the cognitive cost of moving from ori-
gin to destination, and therefore observe experienced drivers taking the shortest
block or Manhattan distance between origin and destination. In Bachelder and
Waxman’s proposed functional hierarchy of navigation strategies, it is unsur-
prising that the highest learned behavior is route optimization through distance
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minimization [2]. ‘Distance’ being the physically shortest distance. Below this
comes navigation using the topological network, navigation by landmark, and
only at the lowest level is angle considered an important factor, through path
integration, or minimizing the angle to the destination.

That angle is a low level navigational strategy is reinforced by how we men-
tally process angles. Sadalla and Montello show that memory of turns tends to
be categorized into distinct units of orthogonal directions rather than a con-
tinuous understanding of angle between locations [3]. This grouping of angles
together would appear to affect our ability to navigate by using a least-angle
heuristic, making it efficient in unknown environments but too susceptible to
error to be usable in learned environments [4]. Although Montello shows that
the physically shortest path is not always preferred within an urban environment
[5], this effect again appears to be due to path integration rather than a higher
level navigational strategy. Montello also shows that the direction of travel is
important to the route choice. This finding indicates path integration, as a true
minimal path would be the same in both directions. Furthermore, even the ex-
tent of the angular effect on perception of distance seems to be susceptible to
experimental conditions. Heft shows that, if a non-laboratory set up is used and
there are distractions in the environment, then the route angularity effect is not
necessarily replicable [6].

Given this body of evidence, the proposal that minimization of route angu-
larity is employed as a high-level navigation strategy might seem an unusual
direction to take. However, the angularity of a route can work as a useful proxy
for the number turns, and therefore as a mechanism to underpin any strategy
that minimizes cognitive load for memory. Although turns may be discretized
in our heads following Sadalla and Montello [3], the angle gives useful indicator
of whether or not we might perceive the turn, without having to work out a
schema for quantization. It also allows us to circumvent problems to do with
decisions about when a turn becomes a turn. For example, when several small
turns over a short distance turn into a perceived change of direction. As an
overriding factor, though, the route angularity effect itself is important, as it
shows that our conception of distance is mutable. That is, if we are to minimize
distance, then we must form a plan of action in response to our cognitive map.
In this situation, we may well plan to reduce the complexity of the route in favor
of a reduction in the physical distance that it presents us, especially where the
means of transport is mechanical rather than corporeal. Indeed, distance mem-
ory is notoriously difficult to pin down, but it appears to be more dependent on
information or events encountered during a journey rather than the time taken
or effort expended through it [7]. In this respect, a path that minimizes turning
also minimizes the number of views along it, and so it can be stored in a compact
manner, and once again the minimization angle may be thought of as a proxy
for the minimization of cognitive distance.

In transportation analysis, however, the mechanism for route choice is almost
universally assumed to be the shortest time between locations, and it is often
assumed that the participant has access to a perfect map. Nevertheless, there is
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limited acknowledgment of different route choice within traffic analysis through
the field of space syntax. Space syntax originated as a theory of the interac-
tion of space and society, in which twin processes of movement and socialization
occurred [8]. Movement was posited to be along continuous lines and socializa-
tion within convex areas. This theory led to the construction of an ‘axial map’
representing the linear movement paths, which was then analyzed to construct
minimum turn paths between spaces. One problem with early models was that
a turn constituted any move from one line to another, regardless of intersection
angle, even a slight bend in the road. In response, various researchers turned
either to joining sets of lines into continuous paths [9,10] or analyzing the angle
between them [11,12]. In particular, a form of angular analysis which calculates
the betweenness [13] has been shown to correlate very well with both pedestrian
and vehicular aggregate movement levels [14]. In betweenness, the shortest (an-
gular) path is calculated between all pairs of street segments in the system. For
each segment that lies on one of the shortest paths, a count is incremented, so
that a segment that lies on many shortest paths has a high betweenness rating.
Further refinements to the method have moved away from axial lines altogether,
and instead use road-center lines complete with topological constraints (such as
no-left turn restrictions or one-way streets), again with a demonstration of high
correlation with observed movement using a range of measures either angularly
or turn-based [15,16].

Despite much correlative evidence, no direct causal link between movement
strategy and observed movement levels has established within the field of space
syntax1. It is suggested that the construction of paths from all segments to all
other segments represents an approximation to all possible origins and desti-
nations, and that paths taken by people tend to be the shortest angular paths
rather than the shortest block distance paths. However, the observations can
only be linked to aggregate numbers. While space syntax maps of angular be-
tweenness identify main roads [16,18], those showing metric betweenness show
‘taxi-driver’ paths ferreting through back streets [15]. This result in itself leaves
the methodology open to criticism. It is suggested that once people learn an envi-
ronment, they will take these back street rat-runs. That is, rather than the good
correlations indicating some underlying cognitive feature of the environment, it
is argued that they merely indicate that most people are still learning the en-
vironment using path integration, and once they have attained full knowledge,
they will move to the taxi-driver routes.

This paper – inspired by the debate around angular versus block distance
within space syntax – examines the routes taken by a set of people knowledgeable
about the available paths, who would be most expected to minimize physical
distance covered. Motorcycle couriers make many deliveries every day within
a confined area. This paper examines routes taken by couriers belonging to

1 There is indirect evidence, such as experiments by Conroy Dalton into the route
decisions people make within complex building environments [17], but this does
not tie directly back to the angular paths used at the urban level to construct
betweenness measures.
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a single company during the month of October 2008, from global positioning
system (GPS) tracking data for each courier. Approximately 50 couriers are
observed, for a total of 2425 delivery trips. The courier company is based in
London, and almost all the journeys take place within the central West End
and City areas, with a typical journey length of 1.2km (more details follow in
the coming sections). Motorcycle couriers are used for two reasons. Firstly, due
to the number of deliveries they make in a constrained area, they have good
knowledge of the road network. Secondly, they do not rely on the GPS data to
navigate, so the observed trace represents the rider’s own navigation rather than
a route suggested by the GPS system. Instead, the GPS system is used by the
company to allocate drivers to nearby pickups for delivery. As delivery is often
urgent, the riders should be taking time-critical decisions to inform their chosen
path, and we would expect them to take the minimum physical distance between
origin and destination. However, in this paper, it is shown that the path chosen
by the couriers is more often the minimum angular path than the minimum
block distance path.

2 Background

There is potential to use global positioning system (GPS) in a range of cogni-
tive contexts, and Dara-Abrams sets out a framework for spatial surveying and
analysis using GPS within spatial cognition studies [19]. Furthermore, traditional
travel diaries may be replaced with GPS trackers giving more accurate recordings
of participants’ movements [20]. Yet GPS data has been rarely used for explicit
determination of route choice, despite at first seeming the ideal option for data
gathering about wayfinding decisions. There may be a number of reasons for
this: GPS can only reliably be used in outdoor environments; purchasing units
for individual studies can be relatively expensive; and, unless dedicated units are
used, typically the GPS will have been used to guide the participant, making
navigation data redundant. Thus, on the whole, information mining does not
seem to take place at the level of the road unit. GPS information can be used
to give population statistics, such as the diurnal movement of commuters, or
to derive location-based data from clusters. For example, Jiang et al. have used
GPS traces to characterize patterns of movement by taxi in terms of power law
distribution and relate this to a Lévy flight pattern [21]. At a more detailed
level, Ashbrook and Starner use GPS both to suggest areas of interest, and to
predict movement between them using a Markov transition-probability model
[22]. Individual studies also exist in an attempt to link angle with behavior. For
example, Mackett et al. give GPS units to children to follow their movement.
However, the angular analysis they make is simply in terms of the number of
turns made, not compared to potential route choices [23].

There have been studies from the transportation research field that do explic-
itly consider the geometry of routes that are taken. For example, Jan et al. have
made an analysis of the routes taken by 216 drivers within the Lexington, Ken-
tucky area over the period of a week [24]. Their main observations concern the
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difference between the shortest block distance path and the participants’ actual
routes. As the study is from the field of transportation analysis, Jan et al. are
principally concerned with route allocation, and therefore alternative hypotheses
concerning other cognitive models of route choice are not explicitly considered.
Li et al. make a similar study for 182 drivers in Atlanta, Georgia, but once again
route allocation is the paramount consideration [25]. Therefore, the regularity
of commuters using one or more routes is examined, and a logit model prepared
in order to predict which routes will be taken according to the probabilistic ob-
servation, rather than an investigation into cognitive hypotheses about how the
drivers are making decisions.

Despite the difference in motivation for their study, Jan et al. do make the
observation from individual instances within the data that it appears that some
road users stick to the freeway as long as possible, but do not present a quanti-
tative analysis of the routes in these terms. As Jan et al. point out, this seems
a reasonable heuristic for movement between locations. From a cognitive per-
spective, we might add that the freeway path involves relatively fewer decision
points, and is relatively free-flowing, although it is frequently not the shortest
angular path. The driver must double back or make another diversion to get to
their final destination, and so the case of commuters may well differ from those
of motorcycle couriers. In particular, it would seem that sticking to freeways is
the province of a less knowledgeable user of the road system, and when we look
at traces in the following sections, we find tentative support for this hypothesis.
More particularly, though, the paper is concerned with angularity as a possible
navigation strategy, and this will form the major part of the analysis presented
here.

3 Methodology

The methodology for this research follows three stages. Firstly, a subset of cred-
ible GPS data is extracted from raw data about courier locations at specific
times, and split into individual trips from origins to destinations. Secondly, the
trips are attached to a base map, and topological constraints on the possible
routes are enforced in order to generate a set of sample trips, for which actual
road distance followed and angle turned can be calculated. Thirdly, two forms
of analysis are performed. In one, the block distance and the angular distance
traveled are compared against a minimal trip using the same starting and desti-
nation road segment. In the other, the aggregate number of trips is compared to
a space syntax analysis of the road network using betweenness. All the import
and analysis algorithms reported were coded as a plug-in to UCL’s Depthmap
program [26].

3.1 Trip Segmentation

The GPS data used for the study are in the form of xml files downloaded from
a courier company who track their deliveries2. Each xml file contains a series of
2 The data are free and may be obtained from http://api.ecourier.co.uk

http://api.ecourier.co.uk
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rows containing a courier identifier (a short alphanumeric code), a courier type
(pushbike, motorbike, van and so on), the location in WGS84 format (longitude
and latitude), a notional speed on an arbitrary scale, a heading and a timestamp.
For the purposes of this paper, we took the courier types ‘motorbike’ and ‘large
motorbike’. While pushbike traces would have been interesting to examine, there
were too few in the sampled data set. The data were collected for every day
through October 2008 between 10am and 4pm. The choice of month was to take
a working month where weather is typically not extreme. The time period is
chosen to exclude rush hours, which might bias the drivers away from congested
streets.

Once the lines for motorbikes were extracted, the data were then subdivided
into trips for each courier. The data contain a timestamped location approxi-
mately every 10 seconds for each courier, although this may vary considerably
according to ability to pick up a signal within a high rise area or in a tunnel.
For most of the time, the timestamp in combination with the speed attribute,
can be used to pick up when the courier has stopped or is moving, although
GPS typically drifts around, and erroneous speed, heading and location data is
frequently encountered. However, in relation to stops it can be difficult to tell
the difference between a delivery or pickup and a stop at a traffic light. The
couriers are incredibly efficient, and can often pick up and drop within a cou-
ple of minutes. For the purposes of this paper, we took 90 seconds stationary
(speed below ‘2.5’ – roughly equivalent to 2.5mph though not exactly), to be
indicative of a stop. Due to GPS drift, starting up again is only registered when
two consecutive rows show movement away from the stop point. The short stop
requirement may accidentally pick up inter-traffic light journeys, but this is per-
haps not too far removed from the journeys undertaken: what is not immediately
obvious is that motorcycle courier trips are typically very short, both physically
and temporally. This is due to the nature of the job. A motorcycle courier picks
up an urgently needed document and takes it to another company, typically still
within the center of London. In any case, to prevent overly short or overly long
journeys, only trips between 500m and 5000m in length were recorded. Further-
more, the journeys take place in a very restricted area. Almost all the trips (well
over 95%) were within the central area of the West End and City of London (see
figure 1). However, a few journeys do go outside the central zone, well into the
surrounding counties. In order to capture the majority of the sort of trips being
undertaken, only trips within a 20km × 20km region containing the center of
London were retained3 Other trips were removed due to clearly erroneous GPS
data: locations can and often do completely misread. As there was a significant
amount of data available, trips were simply excluded altogether if a reading sug-
gested a speed over 20ms−1 (approximately 45mph – the urban limit in the UK
is 30mph). After paring down the trips, 2425 individual origin-destination trips
were identified, comprising location points joined through a continuous time
period.

3 Ordnance Survey grid coordinates 520 000, 170 000 to 540 000, 190 000.
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Fig. 1. All GPS traces within the central London area (colored by trip duration), with
the base map shown in the background. The area shown is approximately 8km×6km ≈
50km2. (Map data: OpenStreetMap)

3.2 Trace Attachment

The GPS traces obtained in the previous section are very approximate records of
journeys taken. In order to ensure an accurate path is taken, the traces were next
attached to an ‘Integrated Transport Network (ITN) layer’ base map supplied
by Ordnance Survey. The map includes the topological information such as one
way streets and no-right turns. Thus it is possible to derive the path that must
actually have been driven from the data. Path reconstruction such as this is
relatively unusual to attempt with GPS traces. Typically, algorithms need to
find out where a vehicle is at the current time and where it is heading, and
if a mistake is made it can be corrected quickly. In our case however, we only
have points approximately every 10 seconds, and we must be careful to construct
the most plausible path between locations. Figure 2 shows an actual GPS trace
and its mapping to the base map. The driver starts on the Western side, drives
North around a roundabout before heading South and then East. The traces
were attached by what might at first seem a very lax method. All road segments
within a 50m buffer of each location point are considered as possible routing
segments provided they are within 30 degrees of the heading. However, if a
tighter radius is used, then, due to inaccuracies in the location data, dead ends
can easily be included, or the actual path missed.
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Fig. 2. Sample GPS trace (black) and the path as attached to the topological base
map data (thick gray). This example uses OpenStreetMap data rather than the OS
ITN layer used for the actual experiments.

Once the candidate segments have been identified, the path finding algorithm
works by connecting up the shortest path between one candidate segment and
the next, including at least one candidate segment for each location node along
the path. The ‘shortest path’ is of course problematic for the purposes of this
paper. Although usually we might just say the shortest block distance path, in
order to be fair to both hypotheses we construct two variations: one using the
shortest angular path between consecutive candidate segments and the other
using the shortest block distance path. All measures concerned are then applied
to the path identified with the appropriate distance rule.

There are a couple of caveats to using this method. Firstly, that the trip is
truncated somewhat by the 50m buffer distance selecting shorter paths at the
beginning an end (see figure 2 for an example). Secondly, and more importantly,
in order to impose a route that follows the general behavior of riders, no imme-
diate doubling back along roads is allowed. This is the equivalent of a no U-turn
rule. Of course, in certain instances, drivers may well have made a U-turn. In
addition, it is to be expected that riders may bend the rules occasionally or per-
form unexpected behaviors. A few paths generated seemed to take very tortuous
paths to reach their destinations, and these would seem to occur when such
anomalies have occurred. As these are very rare, they do not make a significant
impact on the results.

3.3 Trip Analysis

Once plausible origin to destination routes were constructed, the routes taken
were analyzed fairly simply. Firstly, the ‘actual’ path taken was compared to
the shortest possible path between the origin segment for the trip and the des-
tination segment for the trip. For each of these cases, the shortest path was
compared to the path constructed using the same metric between candidate
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nodes to eliminate bias in the construction of the ‘actual’ path. That is, an
‘actual’ path constructed using angular shortest path between location nodes
along its length was compared to the shortest angular path possible between
the origin location and destination location, and similarly for the block distance
path.

In addition, space syntax analysis using the betweenness measure was per-
formed, which counts the number of times a segment is on the shortest path
(either angular or block distance) between all pairs of origins and destina-
tions in the systems. We can constrain this measure to look at just trips of
length up to 1500m, based on finding that the length of trace attachment
trips in the previous section averages about 1500m (more details about the
statistics of the trip lengths are given in the next section). This test cuts in
the opposite direction through the data to the per courier analysis. It is in-
tended to discover if couriers on average make use of streets which are well
connected to others, either angularly or based on block distance, following find-
ings that angular betweenness appears to correspond to road designation, with
main roads having high betweenness [16,18]. This is somewhat different to what
the courier does in response to a particular origin and destination, and is com-
pared to the overall numbers of couriers using each segment of road, shown in
figure 3.

Fig. 3. Counts of the number of couriers that used each road segment for the central
area of London. The inner London ring road (part of which is visible in the top left
corner) is largely avoided. (Map data: OpenStreetMap).
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4 Results

4.1 Individual Trip Measures

2425 trips were analyzed. The average block path length was 1380m with a stan-
dard deviation of 700m. Angle was measured using the space syntax convention
of 90 degrees being ‘1.0’ [14]. So a 180 degree turn is ‘2.0’, and continuing straight
on is ‘0.0’. This makes it easier to count ‘numbers of 90 degree turns’, or effec-
tively give a number of ‘turns’, if turns approximate 90 degrees, as they would
on a grid system. Using this convention, the average angular path length was
5.34 with a standard deviation of 3.64.

We then compared the actual path length against the shortest possible path
length for both angular and block distance paths. The results are shown in
table 1. In order to further elucidate these results, they are displayed in figure 4
using a logarithmic scale for the fractional ratio of actual path length to possible
path length. The optimal fraction is 1.00, where the path taken is the shortest
possible route. The couriers take this optimal path a surprising number of times,
either taking the shortest block distance path or the shortest angular path in
71% of cases. It should be noted that in 43% of cases, they take a path which is
both the shortest angular and shortest block distance path, so in these cases we
are unable to distinguish which strategy they are using to guide their path. Of
the remainder though, 70% of the time, when the courier takes a shortest path,
it is the angular shortest path rather than the block distance shortest path. It
has to be noted that in all cases the differences are very small. A lot of the
time, the courier takes a trip within a small percentage difference of the actual
minimum possible path, be it angular or metric.

The results are for the most part unsurprising: these are short trips and we
would expect them to show good optimization of the route taken. However, it
is interesting that, when they take a shortest path, it tends to be the angular
shortest path rather than the metric shortest path. This suggests that even
for short trips where the route is well known, the angular shortest path is the
preferred option. This may be less unexpected than at first thought. Making
a turn is a time consuming business. One must slow down, perhaps wait for

Table 1. Cumulative number of paths within a factor of the minimum possible path
distance for angular and block measurements of the path (n = 2425)

Fraction of minimum Angular Metric

1.00 1531 (63%) 1232 (51%)
1.01 1574 (65%) 1332 (60%)
1.05 1637 (68%) 1643 (68%)
1.10 1738 (72%) 1863 (77%)
1.20 2010 (83%) 2143 (88%)
1.50 2237 (93%) 2258 (93%)
2.00 2419 (100%) 2424 (100%)
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Fig. 4. Cumulative numbers of paths within a factor of the minimum possible distance
paths for angular and block measurements of the path

oncoming vehicles to clear, and, on a motorbike lean from side to side. A straight
path involves significantly less effort.

From a space syntax perspective, it is immaterial whether the effect is due
to a cognitive distance difference or due to a physical effort different. However,
it is useful to consider the evidence available to find the difference between the
two hypotheses. If the effort hypothesis were true, then we would expect to
see an appreciable decrease in journey speed as the angular turn increases4 In
order to attempt to detect this effect, the average speed was calculated for each
journey. This was then compared to the total path angle of the the journey. If
the effort hypothesis were true, we would expect to see a correlation between
the speed and turn, as turning would slow down the journey speed. In fact, no
correlation between speed and total angular turning for the path is observed
(R2 < 0.01). This is further backed up by a large difference between correlation
of trip duration and angle (R2 = 0.31) as opposed to the correlation of trip
duration and path block-distance length (R2 = 0.66). That is, traveling further

4 Ideally, we might extract from the data a time-cost table for turns from each segment
to each other segment, to determine the exact cost of any turn. However, a number
of assumptions have been made already with regards to route, and time and speed
are sampled coarsely. Therefore, the argument in the text uses the average journey
speed instead.
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Fig. 5. Space syntax measures of the central London area (angular betweenness radius
1.5km). At this radius, which reflects local journeys, the inner London ring road (part of
which is visible in the top left corner) is not highlighted. (Map data: OpenStreetmap).

physical distance is correlated with increased trip duration, but making more
turns is much more weakly correlated with increased trip duration, and hence
the trip duration is less dependent on angle turned. Therefore, given the cost of
turning seems to have little effect, it is more likely that angle is reduced due to
an increase in cognitive difficulty in order to process more turns. As discussed
in the introduction, we might suggest that the views along a street segment are
relative stable, and thus each turn will lead to a significant increase in memory
required to learn the route, and so higher turn journeys will increase cognitive
distance.

4.2 Aggregate Trip Measures

By contrast to the individual trip measures, the aggregate trip measures were
not found to be informative. If we refer to figure 3, it can be seen that the
couriers are confined to, for the most part, a very small subset of streets within
London. In particular, it is clear that couriers do not tend to use main ring roads,
and their journeys would therefore be unrelated angular betweenness as we have
described it: a measure which relates to main roads [18]. However, at such small
distances, an average of 1.5km, the main roads are not actually picked out by
angular betweenness, as shown in figure 5.

This observed difference to the literature on angular betweenness is due to the
fact that in the literature examples, angular betweenness is run of radii up to
80km rather than just 1.5km. In the high-radius case, many trips from outside
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the city center take place and are transferred through the ring road structure
[18]. Hence, in the low radius case much more local possibilities of movement
are picked up, spread more evenly across the center. However, if figure 3 and
figure 5 are compared, it is clear that angular betweenness is still not correlated
to the movements of the couriers. While the angular betweenness does not favor
any particular origins and destinations, the paths that the couriers take are very
much biased by the contingencies of the specific pick-up and drop locations. Most
of the courier routes cut directly through the middle of the map, presumably
reflecting jobs transferring documents between companies located at the heart of
the City and the West End of London. This is further backed up by our previous
findings: the couriers are taking, for the most part, the shortest angular and
block distance paths between origins and destinations, so this result must be
biased by the actual origin and destinations. Otherwise, as the betweenness
measure is simply a sum of shortest paths, the sum of courier paths would
have to be correlated to betweenness. To confirm the results, linear regression
tests were performed, and a weak positive correlation with betweenness was
observed. For angular betweenness the figure was R2 = 0.09, and for block-
distance betweenness the value was R2 = 0.07. This result is again indicative
of a preference to angular rather than block-distance once again, but in the
aggregate case it is too weak to form definitive evidence.

5 Conclusion

Results from the field of space syntax suggests that, on aggregate, vehicular
numbers correlate with measures of the road network based on minimum an-
gle rather than minimum block distance as might initially be expected [14,15].
This tends to imply that navigation may well be based on minimizing angular
rather than block distance. However, there has been no established link between
cognition and this strategy. It could equally be a physical phenomenon of the
properties of road networks that results in the observed movement within them,
as it could be a cognitive one. As a response, this paper attempts to uncover if
there is a cognitive aspect by looking at the route choice decisions of motorcy-
cle couriers. Motorcycle couriers know the street network very well, and hence
they will be expected to optimize the block distance between origin and desti-
nation. We find, however, that despite often taking the shortest block distance
path, couriers prefer the shortest angular path. Where it is possible to make a
preference, they choose the shortest angular path 70% of the time.

It is of course easy to conflate angular choice with other strategies such as path
integration. However, given the courier data, the proportion of exact angular
routes is so high that it leaves little room for consideration of other factors. For
example, it might be expected that turns will be taken toward the beginning of
a journey [17], but as the couriers are, for much of the time, choosing an exactly
minimum path, any turns that are made are in fact necessary for the minimal
path to be followed, rather than because they are early or late in the journey.
Alternatively, the opposite may be the case: that the minimal angular path is a
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result of a path integration decision at the beginning of the journey, that then
impacts on automatically following the minimum angular path later.

However, as evidence for space syntax, and that angular routes play a strong
part in route choice, the evidence that links individual route choice to a preference
for the shortest angular route in secion 4.1 is compelling. That said, there remains
much to be done. Such a restricted data set tells us little about other factors in
general route choice decisions. Factors such as landmarks and other informational
structures need to be added to the analysis, as do many other components that
can help bring the cognitive map into the routine study of urban travel, including
investigating the decisions made by drivers with different levels of experience of
the system [27].
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