


Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 13

Editorial Board

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong

Falko Dressler
University of Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Italy

Mario Gerla
UCLA, USA

Hisashi Kobayashi
Princeton University, USA

Sergio Palazzo
University of Catania, Italy

Sartaj Sahni
University of Florida, USA

Xuemin (Sherman) Shen
University of Waterloo, Canada

Mircea Stan
University of Virginia, USA

Jia Xiaohua
City University of Hong Kong, Hong Kong

Albert Zomaya
University of Sydney, Australia

Geoffrey Coulson
Lancaster University, UK



Fabrizio Granelli Charalabos Skianis
Periklis Chatzimisios Yang Xiao
Simone Redana (Eds.)

Mobile Lightweight
Wireless Systems

First International ICST Conference, MOBILIGHT 2009
Athens, Greece, May 18-20, 2009
Revised Selected Papers

13



Volume Editors

Fabrizio Granelli
University of Trento
I-38050 Trento, Italy
E-mail: granelli@disi.unitn.it

Charalabos Skianis
University of the Aegean
83200 Karlovasse, Samos, Greece
E-mail: cskianis@aegean.gr

Periklis Chatzimisios
University of Macedonia
59200 Naousa, Greece
E-mail: pchatzimisios@ieee.org

Yang Xiao
University of Alabama
Tuscaloosa, AL 35487-0290 USA
E-mail: yangxiao@ieee.org

Simone Redana
Nokia Siemens Networks
81541 Munich, Germany
E-mail: simone.redana@nsn.com

Library of Congress Control Number: 2009934005

CR Subject Classification (1998): C.2, C.2.1, C.1.3, C.3, I.5.4, C.2.5

ISSN 1867-8211
ISBN-10 3-642-03818-2 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-03818-1 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© ICST Institute for Computer Science, Social Informatics and Telecommunications Engineering 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12733057 06/3180 5 4 3 2 1 0



 

 

Preface 

The First International Conference on Mobile Lightweight Systems (MOBILIGHT) 
was held in Athens during May 18–20, 2009. 

The decision to organize a scientific event on wireless communications, where 
competition is really enormous, was motivated by discussions with some colleagues 
about the current unprecedented request for lightweight, wireless communication 
devices with high usability and performance able to support added-value services in a 
highly mobile environment. Such devices follow the user everywhere he/she goes (at 
work, at home, while travelling, in a classroom, etc.), but also result in exciting re-
search, development and business opportunities.    

Such a scenario clearly demands significant upgrades to the existing communica-
tion paradigm in terms of infrastructure, devices and services to support the anytime, 
anywhere, any device philosophy, introducing novel and fast-evolving requirements 
and expectations on research and development in the field of information and commu-
nication technologies. The core issue is to support the desire of wireless users to have 
24/7 network availability and transparent access to "their own" services. 

In this context, we envisioned an international forum where practitioners and re-
searchers coming from the many areas involved in lightweight wireless systems design 
and deployment would be able to interact and exchange experiences. For this reason, 
MOBILIGHT was targeted to information exchange and cross-fertilization among the 
different worlds of academia, research centers and industry through the organization 
of specific and interacting tracks related to: (a) technology, including wireless 
(WPAN, WLAN, WMAN/cellular) as well as architectures and design methodologies 
to support seamless access to the communication facility; (b) services, in the vision of 
“always on” requirement; (c) business models, opportunities and solutions. 

The final technical program was organized in such a way as to provide keynote 
speeches, tutorials and panels in the morning, and technical sessions and workshops in 
the afternoon. 

At MOBILIGHT 2009, keynote speakers covered up-to-date research and devel-
opment topics, including future Internet services architecture and research funding 
opportunities within the European Space Agency. Tutorials focused on power-saving 
mechanisms in IEEE 802.16e/m and middleware for RFID network deployment and 
operation. 

Panels were aimed at allowing discussion between the audience and top-level ex-
perts from research and industry. Selected topics this year included: “Anytime, Any-
where, Any Device: The (Wireless) Way Forward" and “Mobile Lightweight Wireless 
Systems - Rising to the Challenge!”. 

The technical program of the afternoon focused on 40 high-quality selected papers 
(both from an open call and by invitation), providing current advancements in the 
fields related to mobile lightweight services, networks and devices. Some special 
sessions included the latest results from research projects funded by the European 
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Commission in the framework of mobility and networking, including NEWCOM++, 
PASSENGER, LOOP. 

The effort for organizing such an event was huge, and organizing it for the first 
time made it even more difficult, requiring hard teamwork and true dedication. For 
this reason, and for their outstanding contributions, we like to express our gratitude to 
all the members of the Organizing Committee, who really did a wonderful job. In 
particular, our gratitude goes to the Technical Co-chairs, Periklis, Simone and Yang, 
for their constant support and fruitful suggestions, to ICST and CREATE-NET for 
providing technical and financial sponsorship of the event and, last but not least, to 
Imrich Chlamtac, for his precious suggestions and his vision. But most of all, we 
would like to thank the authors and contributors for trusting the Organizing Commit-
tee and giving us the chance to set up a high-level technical program. Lastly, we 
would also like to thank all Technical Committee members and additional reviewers 
for the thorough review reports and constructive remarks that ensured a high technical 
quality level. 
 
 
 Fabrizio Granelli 

Harry Skianis 
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Martin André and Fumio Teraoka

Uptake of Mobile ICT Health Services: Has the Time Come to become
Commodity? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Pantelis A. Angelidis

Impact of the Transmission Scheme on the Performance in Wireless
LANs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 303
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Thorough Analysis of Downlink Capacity  
in a WCDMA Cell 

Ioannis B. Daskalopoulos, Vassilios G. Vassilakis, and Michael D. Logothetis  

WCL, Dept. of Electrical & Computer Engineering, University of Patras, Patras, Greece 
{idaskalopou,vasilak,m-logo}@wcl.ee.upatras.gr 

Abstract. In WCDMA networks, the Call Blocking Probability (CBP) assess-
ment is necessary for proper cell capacity determination, in respect of traffic 
load in erlangs, and network dimensioning. This paper focuses on the downlink 
capacity estimation, through CBP calculation in a WCDMA cell. To this end, 
we study an analytical model for the WCDMA cell by taking into consideration 
the effects of the following: the multi-service environment, the soft blocking, 
the imperfect power control and multipath propagation. In this model, the 
maximum transmission power of a base station in the downlink is considered as 
the shared system resource. To analyze the system, we follow the methodology 
proposed by Mäder & Staehle, and describe the WCDMA cell by a Markov 
chain, where each system state represents a certain number of resources occu-
pied by mobile users. We solve the Markov chain and provide an efficient re-
current formula for the system occupancy distribution, as well as the so-called 
local blocking probabilities. Based on them, we calculate the CBP of different 
service-classes accommodated in the cell, versus the total offered traffic load. 
We evaluate the analytical model through simulation. The results show that the 
accuracy of the model is very satisfactory. The main contribution of this paper 
is the improved determination of several parameters involved in the downlink 
capacity estimation, in comparison to the calculations that appear in the work of 
Mäder & Staehle. In addition, we show the effect of the intra-cell interference 
(due to orthogonality factor) on the erlang capacity of the cell. 

Keywords: WCDMA, downlink capacity, soft blocking, Markov chain, call 
blocking probability. 

1   Introduction 

Each cell covering a geographical area of a mobile cellular network is controlled by a 
Base Station (BS) which is named NodeB in Wideband Code Division Multiple Ac-
cess (WCDMA) networks. Most of Third Generation (3G) networks operate with 
WCDMA over the air interface. The system bandwidth in WCDMA is 5MHz with 
3.84 Mcps system chiprate [1]. WCDMA networks support applications with different 
QoS requirements and rates, while offering wide range of voice and data services.   

Second Generation (2G) systems were designed for symmetric traffic such as voice 
and SMS. The 3G systems have introduced services, such as multimedia, internet and 
video stream, which have asymmetric traffic. Given that the offered-traffic load is 
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heavier in the downlink than in the uplink, the downlink plays more important role, 
rather than uplink, in the cell capacity determination [1]. Especially in WCDMA 
networks, the downlink capacity determination is complicated because of soft block-
ing, multipath propagation, and intra-/inter-cell interferences. 

In WCDMA systems, two blocking considerations are possible. The first is the 
hard blocking while the second is the soft blocking. Hard blocking means that block-
ing of a call occurs with probability one in some system states (hard capacity), while 
no blocking occurs (the blocking probability is zero) in all other states. On the other 
hand, soft blocking means that blocking of a call may occur in every system state with 
some probability. Soft blocking is a result of inter-cell interference, pseudo-
orthogonality, multipath propagation and thermal noise. Due to the soft blocking, in 
WCDMA systems the resultant capacity is not deterministic, but it is a stochastic 
value. Thus, we talk about soft capacity. We consider both hard and soft capacity. 

For the analysis of traditional connection-oriented networks with Poisson arriving 
calls, the well-known Erlang Multirate Loss Model (EMLM) is used (also known as 
Kauffman and Roberts (KR) recursion) [2], [3]. This is a recurrent formula that 
achieves efficient and accurate calculation of Call Blocking Probabilities (CBP). This 
recursion has been extended for the CBP calculation in the uplink of WCDMA sys-
tems [4]-[7]. In [4] CBP are calculated for Poisson arriving calls, imperfect power 
control, user activity and inter-cell interference. In [5], the authors calculate CBP in 
the WCDMA uplink, using the cell load estimation method based on the wideband 
received power. This work was further extended in [6] by providing an explicit dis-
tinction between the new and the handoff calls. In [7], the authors calculate CBP in 
the WCDMA uplink, using a throughput-based cell load estimation method. 

As far as CBP calculation in the downlink of a WCDMA system is concerned, lit-
tle progress has been done in comparison to the uplink. In [8], an analytical method is 
proposed which results in a closed formula for CBP calculation, in the absence of 
multipath signal propagation. In the same paper, in the case of multipath signal 
propagation, a Chernoff bound is determined for CBP. In [9] the CBP calculation is 
based on an analytical model which takes into account multiple service-classes, user 
activity, imperfect power control and multipath propagation. In this model, the maxi-
mum transmission power of the base station in the downlink is considered as the 
shared system resource. Based on this model, Mäder & Staehle (the authors of [9]) 
have developed an algorithm for the CBP determination per service-class. 

In this paper, to analyze a WCDMA system in the downlink, we follow the meth-
odology proposed by Mäder & Staehle, and describe the WCDMA cell by a Markov 
chain, where each system state represents a certain number of resources occupied by 
Mobile users (MUs). We solve the Markov chain and provide an efficient recurrent 
formula for the system occupancy distribution, as well as the so-called local blocking 
probabilities. Based on them, we calculate the CBP of different service-classes ac-
commodated in the cell, versus the total offered traffic load in the cell. Both hard and 
soft blocking is considered. Then, we set a CBP boundary for each service-class and 
according to these boundaries the WCDMA cell capacity in erlangs is determined for 
the downlink, as the maximum traffic load which satisfies all CBP boundaries.  That 
is, the erlang cell-capacity is defined by the maximum traffic load for which the CBP 
of each service class is below than the corresponding CBP boundary. We evaluate the 
presented analytical model through simulation. The results show that the accuracy of 
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the model is very satisfactory. The main contribution of this paper is the improved 
determination of several parameters involved in the downlink capacity estimation, in 
comparison to the calculations that appear in the work of Mäder & Staehle. In addi-
tion, we evaluate the effect of the intra-cell interference due to the orthogonality fac-
tor on the erlang capacity. 

The paper is organized as follows. In section 2 we describe the system model. In 
section 3 we present an algorithm for the CBP calculation of each service-class. Sec-
tion 4 shows the validation of the algorithm through comparison with simulation 
results, the effect of the intra-cell interference (orthogonality factor) on the erlang 
capacity and the accuracy of the model. We conclude in section 5. 

2   System Model 

We consider a WCDMA reference cell surrounded by a number of neighbor cells. We 
use the index x to denote the BS that controls the reference cell. MUs generate calls 
within the reference cell. A call may belong to one out of S independent service-
classes. By Mx we denote the number of all MUs within the reference cell (i.e. MUs 
that are power-controlled by the BS x). At any time instant some of these MUs are 
active, i.e. have a call in progress, whereas the rest of them are passive. The number 
of active users is denoted by Ax (Ax ≤ Mx). The position of MUs within the reference 
cell is assumed an i.i.d. (independent and identically distributed) random variable.  

By Sx,max we denote the maximum transmission power of BS x. By Sx,c we denote 
the power that BS x transmits for common channels; this power is assumed to be 
constant. A part of the transmission power of BS x is devoted to satisfy the QoS re-
quirements of all active MUs. More precisely, the signal power, Sk,x, transmitted by 
BS x to an active MU k (k=1, …, Ak) depends on the position and on the service-class 
of the MU k. The total signal transmission power from BS x (to all active MUs and 
for common channels) at a time instant is denoted by Sx: 

, ,
1

kA

x x c k x
k

S S S
=

= +∑  (1) 

The maximum transmission power of BS x, Sx,max, can be considered as shared system 
resource, whereas the power requirements, Sk,x, of MUs, as resource requirements. A 
neighbor BS y transmits with Sy. This power, similarly to [9], is modeled as a log-
normal random variable with mean E[Sy] and variance VAR[Sy].  Due to path loss, the 
signal power received at the MU k is less than the power Sx,k, transmitted by BS x 

towards the MU k. This attenuation is described by the attenuation factor ,
ˆ

k xd  in dB 

[9]: 

, 10
ˆ 128.1 37.6 log (dist( , ))k xd x k= − −  (2) 

In the above equation, the distance, dist(x,k), from BS x to the MU k is in Km. In the 

following, the linear value of the attenuation factor is denoted by ,k xd . 
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For the purposes of our analysis, the coverage area of the whole network is divided 
into small square subareas. Every subarea may fully or partially belong to the cover-
age area, Fx, of BS x, as shown in Fig. 1. The total traffic-load offered by MUs of a 
subarea f is denoted by af. We assume that the size of each subarea is small enough in 
order for the distances of all MUs within the same subarea from BS x to be equal. The 
probability that a subarea f is within the coverage area of the BS x is given by [9]:  

 

 

Fig. 1. Cellular concept and division of a cell into small subareas 

, ,( ) ( min{ }),x k x k yp f F P d d y Y∈ = < ∈  (3) 

where Y is the set of BSs that are neighbors for the BS x. 
We consider that a service-class s (s=1, …,S ) is characterized by:  

• Rs: Transmission bit rate. 
• (Eb/N0)s: QoS parameter - Signal energy per bit divided by noise spectral 

density, required to meet a predefined Block Error Rate. 
• vs: The user activity factor at physical layer. 

Furthermore, we take under consideration three kinds of interference, namely, the 
thermal noise, N0, the inter-cell interference, Iinter, and the intra-cell interference, Iintra.  

One of the advantages of the WCDMA technology is that it separates different sig-
nals in the cell by using orthogonal spreading codes [1], aiming at illuminating the intra-
cell interference. In practice, however, due to multipath propagation, the complete illu-
mination is not possible. For this reason, the orthogonality factor, a, is introduced in 
order to describe the fraction of power which is seen by a MU as interference from other 
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MUs that are power controlled by the same BS. On the other hand, inter-cell interfer-
ence results from signals coming from neighbor cells (without enough attenuation). 

In order for a MU to be serviced by a BS, the latter must satisfy the MU’s Eb/N0 
requirements, which depend on the MU service-class and on the distance of the MU 
from the BS. The required (target) Eb/N0 of the MU k that is power-controlled by the 
BS x is denoted by εk,x and is given by the outer loop power control [9]: 

, ,
,

0 , , ,( )
k x k x

k x
k y k y k x x k x

y x

S dW

R WN S d ad S S
ε

≠

=
+ + −∑

 
(4) 

where W is the WCDMA system chip rate. 
We make a reasonable consideration that the power control is not perfect. In that 

case, the ratio Eb/N0 fluctuates around the target Eb/N0 which results from eq. (4).  The 
ratio Eb/N0 can be modeled by a lognormal random variable [9]. 

Each time a MU starts a new call, the Call Admission Control (CAC) estimates the 
increase caused to the transmitting power of the BS. If the total required power of the 
BS after a new call acceptance is going to exceed Sx,max, then the new call will be 
blocked; otherwise it will be accepted. The increase of BS power caused by a new call 
acceptance depends on the QoS parameter of the MU and its distance from the BS. 
Hence, in the downlink, the CAC is performed according to the following condition: 

maxxS S<  (5) 

Repeating, the CAC needs to know the current BS transmission power and the in-
crease in the transmission power that a new call will cause. From (4) we can calculate 
the required transmission power of BS x towards the MU k [9]: 

, 0 , ,( )k x k k x y y k x
y Y

S WN S aSω δ
∈

= + Δ +∑  (6) 

where ,
,

1
k x

k xd
δ = , 

,
,

,

k y
k y

k x

d

d
Δ =  and ωk is the service load factor of the MU k [1]: 

,

,

k x k
k

k x k

R

W a R

ε
ω

ε
=

+
    (7) 

The sum of the service load factors of all active MUs in the cell defines the cell load 
nx of the BS x: 

1

xA

x k
k

n ω
=

=∑     (8) 

The cell load nx can be considered as the shared system resource and the service load 
factor ωk as the resource requirement of the MU k. 

It is also useful to define the position and service load factor ωk,y: 
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,

,

,

if 0

if

if and 0

k k x

k y k

k k y

y

a y x

y x y

ω δ
ω ω

ω

=⎧
⎪= =⎨
⎪ Δ ≠ ≠⎩

 (9) 

n (9), ωk,y is the cell load introduced either due to the thermal noise (y=0), either 
due to BS x (y=x), or due to a neighbor BS (y ≠x and y≠ 0).  

The sum of the above position and service load factors of all active MUs in the cell 
defines the combined cell load nx,y : 

, ,
1

xA

x y k y
k

n ω
=

=∑  (10) 

In order to calculate the transmission power, Sx, of BS x we must sum all Sk,x of the 
active users in the cell and the power Sx,c. Hence, from (1) and (4) we derive [9]: 

,0 0 , ,
,

1

1x x x y y x c
y Yx x

S n WN n S S
n ∈

⎛ ⎞
= + +⎜ ⎟− ⎝ ⎠

∑  (11) 

From (8) - (11) we have [9]: 

0 , , ,max ,max ,
1

xA

k k x k y y x x x c
k y Y

WN S aS S Sω δ
= ∈

⎛ ⎞
+ Δ + < −⎜ ⎟

⎝ ⎠
∑ ∑  (12) 

In the above equation, we denote by Qk the quantity in the brackets. It is called posi-
tional load factor since it depends only on the position of the user k in the cell (i.e. Qk 

is independent on ωk and depends only on ,k xδ and ,k xΔ ) [9]: 

0 , , ,maxk k x k y y x
y Y

Q WN S aSδ
∈

= + Δ +∑  (13) 

Based on (12), (13) and taking into account the activity factor, vk, we obtain [9]:                       

,max ,
1

xM

k k k x x c
k

v Q S Sω
=

< −∑  (14) 

3   Algorithm for Capacity Calculation 

When the system supports S service-classes its state space is S-dimensional. An ex-
ample of the state space for S=2 is shown in Fig. 2. In this figure, different system 
states are denoted by circles, while the transitions between the states are denoted by 
arrows. A state is defined as an S-dimensional vector whose elements are the numbers 
of in-service calls of different service-classes. Upon each arrow the transition rate  
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Fig. 2. Micro-state transition diagram for a system with S=2 service-classes 

 

Fig. 3. Macro-state transition diagram (1-dimensional Markov chain) 
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from one state to another is shown. Even for S=2, solving the resultant Markov chain 
(in order to determine the state probabilities) is not an easy task. This problem is even 
more complicated for S>2. To simplify the problem, the S-dimensional state space is 
transformed into 1-dimensional. The idea is to combine all states (called micro-states) 
which have the same number of occupied resources into one state (macro-state).  

The goal of the analysis presented below is to calculate the probability q(j) of each 
(macro-)state j. Then, the CBP of each service-class can be determined as it is shown 
at the end of this section (see eq. (33)). 

The first step is the discretization of ωs with the aid of the basic unit, g [9]: 

1

2
s s

s

v

g

ωψ
⎛ ⎞⎢ ⎥

= +⎜ ⎟⎢ ⎥
⎣ ⎦⎝ ⎠

 (15) 

From now, the discrete value ψs will be considered as the service-class s call resource 
requirement. 

A segment of the 1-dimensional Markov chain for a system with three service-
classes is shown in Fig. 3. In this figure, by λs and μs we denote the mean arrival rate 
and mean service rate of service-class s call, respectively. By βs(j) we denote the local 
blocking probability, defined as the probability that a new call of service-class s is 
blocked when the system is in state j. By Ys(j) we denote the mean number of service-
class s calls in state j. Note that the transition rates from lower states (j -ψs) to higher 
(j) are reduced by the factors 1- βs(j-ψs), which denote the probability of non-blocking 
in state j-ψs.     

For the calculation of the un-normalized state probabilities, ( )q j% , we use a modi-

fication of the KR Recursion while capturing the effect of soft blocking [9]: 

( )( ) ( ) max
1

1, for 0

( ) 1
1 , for 1,...,

S

s s s s s
s

j

q j
j a q j j j

j
β ψ ψ ψ

=

=⎧
⎪= ⎨ − − − =⎪⎩
∑

%
%

 (16) 

where as = λs/μs is the offered traffic-load of service-class s and jmax is the maximum 
reachable system state. 

Then, the normalized state probabilities are computed by: 

max

( )
( )

( )
j j

q j
q j

q j
≤

=
∑
%

%
 

(17) 

Let us denote by Ps(j), the conditional probability that the current state j has been 
reached from the state j-ψs, through the arrival of a service-class s call: 

1

(1 ( )) ( )
( )

(1 ( )) ( )

s s s s
s S

s s s s
s

j a q j
P j

j a q j

β ψ ψ

β ψ ψ
=

− − −=
− − −∑

 
(18) 
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Since a MU position in the cell is i.i.d., the quantities E[δk,x],  E[Δk y] and E[Qk] are 
independent of k; therefore, hereinafter we use the notations E[δx], E[Δy] and E[Q]. 

The first moment of Sx(j) can be computed as follows [9]: 

[ ] [ ] [ ] [ ]( ) max
1

0 for 0

( )
( ) ( ) for 0

S
x

s x s s s
s

j

E S j
P j E S j v E E Q j jψ ω

=

=⎧
⎪= ⎨ − + < ≤⎪⎩
∑

 (19) 

While, for the second moment we have [9]: 

From (20) with the introduction of mean cell load na, we obtain: 

[ ] [ ] [ ]

2 2 2 2

1

max

0 for 0

( ) ( )( ( )

2 ' ( ) ) for 0

S

x s x s s s
s

s s a s

j

E S j P j E S j v E E Q

v E E QQ E n j j j

ψ ω

ω ψ
=

⎧ =
⎪
⎪⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − +⎨⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎪
⎪+ − < ≤⎩

∑  (21) 

where 

[ ] ( ) [ ]( ) max
1

0 for 0

( )
( ) for 0

S
a

s a s s s
s

j

E n j
P j E n j v E j jψ ω

=

=⎧
⎪= ⎨ − + < ≤⎡ ⎤⎣ ⎦⎪⎩
∑

 (22) 

Here, we must define the first, second and combined moment of the positional load 
factor. The first moment is obtained by the following equation [9]: 

[ ] [ ]0 maxx y y
y Y

E Q WN E E E S aSδ
∈

⎡ ⎤ ⎡ ⎤= + Δ +⎣ ⎦ ⎣ ⎦∑  (23) 

We calculate the second moment as follows: 

( ) [ ]

( )

22 2
0 0 ,max 0

2 2 2
,max 1 2 1 2

,max

2 2

2

x y y x x x
y Y

x y y y y y yx y
y Y

x y y
y Y

E Q WN E WN E S E aS WN E

aS E S E S E E S E

aS E S E

δ δ δ
∈

≠
∈

∈

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= + Δ +⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ + Δ Δ + Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤+ Δ⎣ ⎦ ⎣ ⎦

∑

∑ ∑ ∑

∑
 

(24) 

[ ] [ ] [ ]

2 2 2 2

1

max

0 for 0

( ) ( )( ( )

2 ( ) for 0

S

x s x s s s
s

s s x s

j

E S j P j E S j v E E Q

v E E Q E S j j j

ψ ω

ω ψ
=

⎧ =
⎪
⎪⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤= − + +⎨⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦
⎪
⎪ − < ≤⎩

∑

 

(20) 
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We calculate the combined moment by the following equation: 

[ ] ( ) [ ] ( ) [ ]
[ ]

222

0 ,max ,max 0

22
0

1 2 1 2 ,max

' 2

2

2

x x x x

y y x y y
y Y y Y

y y y y x y yx y
y Y

E QQ WN E aS aS WN E

WN E S E E E S E

E S E S E E aS E S E

δ δ

δ
∈ ∈

≠
∈

= + +

⎡ ⎤⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ Δ + Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ Δ Δ + Δ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

∑ ∑

∑ ∑ ∑

 
(25) 

The mean of ,k xδ and ,k xΔ are given by [9]: 

[ ] ( )
,

,
1

1

x

f x
x xS

f F f x
x s

s

a p f F
E E f F

da
δ

∈

=

⎡ ⎤∈
= ∈⎢ ⎥

⎢ ⎥⎣ ⎦
∑

∑
 

(26) 

( ) ,

,
,

1

x

f x f y
y xS

f F f x
x s

s

a p f F d
E E f F

da∈

=

⎡ ⎤∈
⎡ ⎤Δ = ∈⎢ ⎥⎣ ⎦ ⎢ ⎥⎣ ⎦

∑
∑

 
(27) 

As we have already shown, one can compute the first and the second moment of the 
transmitting power Sx(j) based on (19), (21) and (22). After a new call of service-class 
s is accepted in the system, the new transmitting power becomes Sx(j)+Ss, where Ss = 
ωsQ is the additional power required for the new call. The first and the second mo-
ments of this new transmitting power are calculated according to [9]: 

[ ] [ ] [ ] [ ]( ) ( )x s x SE S j S E S j E E Qω+ = +  (28) 

( ) [ ] [ ] [ ]2 2 2 2( ) ( ) 2 ' ( )x s x s a sE S j S E S j E E QQ E n j E E Qω ω⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤+ = + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦
 (29) 

Due to the fact that the new user is assumed to be active at the beginning of his call, 
the activity factor is neglected in (28), (29).  

If now we assume that the random variable Sx(j)+Ss is lognormally distributed, the 
local blocking probability βs(j) can be calculated by (based on (5), (28) and (29)) [9]:  

( ), ,max ,( ) 1s x x cj CDF S Sμ σβ = − −  (30) 

Where CDF() is the Cumulative Distribution Function of the random variable 
Sx(j)+Ss.  

We calculate the parameters μ and σ by: 

[ ]( ) 21
ln ( )

2x sE S j Sμ σ= + −  (31) 
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( )2ln 1CVσ = +  (32) 

where CV is the coefficient of variation of the random variable Sx(j)+Ss. 
Finally, the CBP of a service-class s can be calculated by [9]: 

max max max

( ) ( ) ( ) ( )
s s

block s
j j j j j

P s j q j q j
ψ ψ

β
< − − < ≤

= +∑ ∑  (33) 

4   Application Example – Numerical Results 

We evaluate the accuracy of the analytical model of Section 3, through comparison 
with simulation. The simulation model is based on the system model described in 
Section 2; it is developed by using the SIMSCRIPT II.5 simulation tool [10].  

We consider the WCDMA network of Fig. 1 where three service-classes are ac-
commodated. We calculate CBP by the analytical model and simulation. Then, we set 
a CBP boundary for each service-class and according to these boundaries the 
WCDMA cell capacity in erlangs is determined for the downlink, as the maximum 
traffic load which satisfies all CBP boundaries. Also, through the analytical model, 
we determine the erlang cell capacity for different orthogonality factors. The system 
parameters are given in Table 1, whereas the service-class parameters in Table 2. 
Regarding the user activity factors, we consider two scenarios. In the first scenario, 
the activity factors are v1=0.3, v2=0.7 and v3=1.0. In the second scenario, the activity 
factors are v1=0.4, v2=0.6 and v3=0.8.  

Table 1. System Parameters 

Distance between BSs 2 Km 
Maximum transmission power of the BS 8 W 
Transmission power required for common channels 2 W 
Mean transmission power of neighbor BSs 3 W 
St. dev. of transmission power of neighbor BSs 200 mW 
Thermal noise power spectral density -174 dBm/Hz 
Bandwidth 5 MHz 
Orthogonality factor 0.1 

Table 2. Service-class Parameters 

Service class 1 2 3 
Transmission bit rate 12.2 Kbps 64 Kbps 144 Kbps 
Target Eb/N0 5.5 4 3.5 
Eb/N0 st.dev. 1.2 1.2 1.2 
Traffic mix 96 % 3 % 1 % 
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Fig. 4. CBP vs. Offered traffic-load for the 1st scenario 

 

Fig. 5. CBP vs. Offered traffic-load for the 2nd scenario 
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Fig. 6. Erlang capacity vs. Orthogonality factor 

In Fig. 4 we present both analytical and simulation CBP results versus the offered 
traffic-load for the three service-classes, for the first scenario. The CBP results versus 
the offered traffic-load for the second scenario are presented in Fig. 5. In both Figs. 4 
and 5 we observe that the accuracy of the calculations is satisfactory, especially for 
low, reasonable offered traffic-load. 

In order to reveal the importance of the orthogonality factor for WCDMA systems, 
we determine the erlang capacity of the system for different orthogonality factors. To 
this end, first we calculate the CBP of each service-class (for each orthogonality  
factor) and then, based on the selected CBP boundaries per service-class, we deter-
mine the erlang capacity of the system. The CBP boundaries used in our example are 
1%, 3% and 5% for the 1st, 2nd and 3rd service-class, respectively. In Fig. 6 we present 
the erlang capacity versus the orthogonality factor. We observe that even small im-
provements in the orthogonality factors have huge impact in the erlang capacity of a 
WCDMA system. 

5   Conclusion 

In this paper, we described the WCDMA cell by a 1-dimensional Markov chain and 
provided an efficient recurrent formula for the system occupancy distribution, as well 
as the so-called local blocking probabilities. Based on them, we calculated the CBP of 
different service-classes accommodated in the cell, versus the total offered traffic 
load. We also calculated the erlang capacity of the cell for different orthogonality 
factors. The analytical model was evaluated through simulation. The results showed 
that the accuracy of the model is very satisfactory.  
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Abstract. In this paper a fast randomized parallel link swap based packing 
(RSP) algorithm for timeslot allocation in a spatial time division multiple access 
(STDMA) wireless mesh network is presented. The proposed randomized algo-
rithm extends several greedy scheduling algorithms that utilize the physical  
interference model by applying a local search that leads to a substantial im-
provement in the spatial timeslot reuse. Numerical simulations reveal that com-
pared to previously scheduling schemes the proposed randomized algorithm can 
achieve a performance gain of up to 11%. A significant benefit of the proposed 
scheme is that the computations can be parallelized and therefore can efficiently 
utilize commoditized and emerging multi-core and/or multi-CPU processors. 

Keywords: Spatial-TDMA, Wireless Mesh Networks, Scheduling, Routing, 
Wireless Multi-Hop. 

1   Introduction 

Wireless Mesh Networks (WMNs) have recently emerged as a key technology to 
fulfil a diverse set of applications. The envisioned applications for WMNs range from 
being a viable alternative to wire line last mile broadband Internet service delivery at 
home or offices to backhaul support for wireless local area networks to different cel-
lular networks such as for example LTE [1], [2]. One of the most important building 
blocks of wireless mesh networks is how to perform efficient scheduling so that high 
levels of throughput can be attained. For collision-free WMNs that support Spatial 
Time Division Multiple Access (STDMA) the critical aims is to increase the spectral 
efficiency by minimizing the frame length (i.e., number of timeslots) that a predefined 
number of transmitting and receiving pairs of nodes can successfully transmit [3]. 
Finding the optimal reuse of timeslots, i.e., the shortest frame length, has been shown 
to be an NP-complete optimization problem [4]. To provide a feasible STDMA time-
slot allocation a number of sub-optimal algorithms with polynomial time complexity 
have been previously proposed [5], [6], [7]. 
                                                           
∗  Corresponding author. 
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In this paper, a very fast randomized link scheduling algorithm for STDMA wire-
less mesh networks that is build upon previously proposed greedy scheduling schemes 
is proposed. As will become evident in the sequel, in the numerical investigations 
(section 4), the proposed scheme can significantly decrease the frame length by up to 
11%, providing in that respect better spatial reuse of timeslots in the mesh network 
compared to previous well known greedy scheduling algorithms. Another key benefit 
of the proposed scheduling scheme is that the computations can be parallelized.  
Clearly, among the applications that can significantly gain from multi-core and multi-
CPU enabled network elements are the scheduling algorithms. To this end, the  
proposed fast scheduling algorithm falls within the family of the so-called “embar-
rassingly” parallel problems [17] since different iterations of the algorithm can be 
executed without requiring any communication between them.  

The rest of the paper is organized as follows. In section 2, closely related previous 
research works are discussed and the main contributions of the paper are lined up. 
Section 3 specifies the system model that has been adopted in the analysis, describes 
the STDMA link scheduling problem and details the proposed randomized scheduling 
algorithm. Numerical investigations are reported in section 4 and finally the paper 
concludes in section 5.  

2   Previous Work 

The concept of Spatial-TDMA has first been presented in the seminal work of Klein-
rock [10]. A significant part of previous research in the area of STDMA scheduling 
has been concentrating on graph based representation of the STDMA scheduling 
problem and associated graph theoretic tools; conceiving in that respect the STDMA 
scheduling as a graph colouring problem [11], [12], [13]. Despite their attractiveness, 
graph colouring based algorithms can resolve only the problems of primary and 
secondary conflicts between the links that need to be scheduled [6]. Hence, their 
drawback is that they do not consider the effect of aggregate interference, as re-
flected at the Signal to Interference Noise Ratio  constraint for successful 
packet transmission and, therefore they may lead to schedules which are infeasible 
[6], [14]. To resolve this issue a number of previous works have explicitly taken into 
consideration the  constraints (the so-called physical interference model) to-
gether with power control for constructing minimum frame length schedules [7], [8], 
[15]. In [16] a randomized distributed STDMA scheduling algorithm (DRAND) is 
presented. The difference with our proposed scheme is that DRAND does not take 
the  constraints into account. Also the randomization has a different rational 
compared to the proposed RSP algorithm. In DRAND the randomization is on how 
neighbour nodes are selecting timeslots, whereas in RSP the randomization is on 
how to deviate from an already feasible allocation and search alternative feasible 
(hopefully better) solutions.  

Recently, the problem of scheduling has also been considered jointly with the rout-
ing decisions. The rational being that due to the broadcast nature of the wireless 
transmission medium, it is possible that better spatial reuse of timeslots can be 
achieved by considering the problem of routing and scheduling jointly [9]. 
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3   Problem Description and STDMA Link Scheduling 

3.1   Preliminaries 

We consider a WMN, which can be modelled by a network graph , , where  is 
the set of nodes (mesh routers and clients) and  expresses the set of wireless links. 
Each node is equipped with one wireless interface card, and hereafter the terms radios 
and nodes are used interchangeably since they coincide. We further assume that all 
nodes in the mesh network operate at the same frequency band (frequency reuse fac-
tor is one) and we do not consider spurious or other inter channel interference. The 
packet length is normalized and occupies a single timeslot. For a single transmission 
bit-rate, each link ,   needs to satisfy a signal to interference noise-ratio thresh-
old   ( ) for successful packet decoding; this constraint can be written as follows, 
 

                                    ∑ , ,                                             (1) 

 

where denotes the transmission power for link , ,  is the link gain for link ,  and  expresses the lump sum power of background and thermal noise.   

3.2   Greedy STDMA Link Scheduling 

The strategy followed by several scheduling algorithms that utilize the physical inter-
ference model consists in firstly sorting the links based on a pre-defined criterion and 
then greedily packing the links into timeslots to generate feasible schedules. We detail 
in the sequel two well known heuristic scheduling algorithms, namely the Greedy 
Physical [8] and the Packing Heuristic [9] algorithms. These algorithms will be the 
basis upon where the proposed RSP algorithm is developed.  

Note that these algorithms do not perform power control. As will be explained, 
each link transmits above the minimum power needed to transmit on its own, i.e., 
when there is no interference to allow concurrent transmissions to take place. Fur-
thermore, both algorithms assume that is implicit that a node neither transmit and 
receive at the same timeslot nor transmit/receive to/from more than one node at the 
same timeslot. This can be accomplished binding the following two constraints: the 
indegree constraint ensures that only one node can send traffic to the same receiving 
node in each timeslot; the outdegree constraint ensures that a transmitting node can 
only send traffic to one receiving node per timeslot [18].  

3.2.1   Greedy Physical (GP) 
Greedy physical starts sorting the links to be scheduled according to the interference 
number, which is detailed next. The interference number of a link   is the number 
of links   \  that cannot establish a communication at the same time such the 
set  and  does not share an endpoint and is infeasible. A set of two links is consid-
ered infeasible when the receiver nodes do not satisfy the SINR restriction described 
in (1). Thereafter,  a list is created sorting the links with higher interference number 
first and then links are packed according to the scheduling algorithm stated in Table 1.  
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Table 1. Pseudo-code of the GP algorithm 
 

Input        A list containing all links sorted by its  
         interference number 

Output                                A feasible schedule  
                                      Frame length found for S 
1:   0 
2: for  each Link in  do   
3:    Schedule link  in the first available slot such that the         resulting set of scheduled transmission is feasible with the 
        physical interference model.   
4:    If currently available slots are not sufficient to schedule , 
        add a new slot at the end of the schedule S and schedule link  
         in this slot. 
5:              Let      1 
6:    endif 
7: end      

 

3.2.2   Packing Heuristic (PH) 
The Packing Heuristic presented in this paper is the same algorithm used in [9] and it 
is also a variation of the heuristic used in [19] and [20], where different weights are 
utilized to sort the links. This algorithm tries to pack as many links as possible in each 
timeslot, having as a starting point a list where the links are sorted with the links that 
require higher transmitted power first. The pseudo-code of the algorithm is shown in 
Table 2 below. 

Table 2. Pseudo-code of the PH algorithm 

Input         A list containing all links sorted by its 
           power levels (highest power first) 

Output                         B        A feasible schedule  
                                        Frame length found for S 
1:   1 
2:   Empty List 
3: At timeslot   schedule the first link in list  for transmission      and shift it from list  to list . 
4: repeat   
5:    Proceed down the current list  scheduling links for          transmission in timeslot t, if feasible, and shifting them to list           if they transmit. 
6:    Let    1 
7: until is empty 
8: Let   1     

 

 
It has to be noticed that there is only one difference between the Packing Heuristic 

and the Greedy Physical that results in different schedules. The difference is the way 
the links are sorted in the initial list. In the Packing Heuristic the first links to be 
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scheduled are the ones that have the highest transmitted power, whereas in the Greedy 
Physical the priority is given to the links that cause more interference. There is an-
other difference between the GP and the PH though, in this case, does not lead to any 
different schedule. This difference lies in the way the algorithm proceeds to pack the 
links. In the Packing Heuristic we fix a timeslot and we try to pack in it all the links 
that have not yet transmitted, whereas in the Greedy Physical we fix a link and we try 
to pack it in the first timeslot available.  

3.3   Randomized Link Swap Packing (RSP) Algorithm 

The RSP algorithm is based on altering the interference number list by swapping  
(number of swaps) times the order of two elements selected randomly from the list. 
The number of swaps applied to the list characterizes the degree to which the original 
list is distorted. After the swapped list is generated, the links are scheduled according 
to the GP or PH algorithms as described in the previous sections. Hence, a new feasi-
ble schedule is obtained. Different criteria can be applied in order to determine the 
best schedule when schedules with the same frame length as the best one found so far 
are generated. For instance, to improve the interference robustness of the network, 
possible criteria are (i) to choose the schedule with the best averaged SINR or (ii) the 
schedule with the maximum average min-SINR across all timeslots. This process is 
repeated for a pre-defined number of iterations ( ). The pseudo-code of the pro-
posed RSP algorithm is shown in Table 3 below. 

Table 3. Pseudo-code of the RSP algorithm 

Input 
 
 
 

          A list containing all links sorted by its 
             interference number, or power 
             levels 

         Number of swaps 
   Maximum number of iterations 

           Number of Processors 
 

Output                        ,   A feasible schedule with the minimum 
                                               frame length found so far at processor  
                                 ,   The minimum frame length found so far  
                                               at processor  
1: ,   Schedule(L) 
2: for  each processor do in parallel   
3:       for i=1: /  do 
4:                
5:                 for j=1:  do 
6:                         Swap two elements from    
7:                 end    
8:            ,   Schedule(   ) 
9:           If      <  then 
10:                ,      
11:                ,    BestSchedule , ,  
 

 



20 S. Gomez, O. Gras, and V. Friderikos 

             12:        endif 
             13:    end  
             14:     min ,  
             15:     BestSchedule ,  
             16: end 
 

As can be observed from the Table 2 above, the proposed RSP algorithm can be 
easily parallelized and run in P processors. In fact, the RSP algorithm can run without 
requiring any communication between the different processors, therefore there is no 
communication cost or delay for exchanging information between the different proc-
essors. Hence, the RSP algorithm enables embarrassingly parallel computations since 
different schedules can be calculated independently, offering a convenient way to use 
multiple processors concurrently to solve the problem. We note that a brute force 
enumeration of all possible ways to pack the N 1 links in a predefined number of 
timeslots would be N 1 !. But since both the GP and the PH heuristics provide 
good initial feasible solutions, few iterations of the above proposed approach can 
provide significant benefits. As shown in the next section, the gains with the number 
of iterations follow a concave like function, which means that the net benefit of per-
forming higher number of iterations diminishes with the number of iterations. 

4   Numerical Investigations 

4.1   Setting of the Simulation 

The wireless mesh network is deployed in a square area  Km2 containing N wire-
less nodes that are random uniformly distributed. Two nodes in the mesh network can 
establish a link if the receiving node satisfies the Signal to Interference Noise Ratio 
( ) threshold criterion. A special node in the topology acts as the gateway node 
for providing Internetworking; throughout the numerical investigations and without 
loss of generality a single gateway node is considered.  Based on all feasible links that 
can be constructed when no co-channel interference is considered, a shortest path 
spanning tree is constructed rooted at the gateway node to all other nodes in the net-
work.  The spanning tree is based on the minimum power routing (MPR) scheme, as 
described and analyzed in [9]. The MPR scheme is based on Dijkstra’s algorithm and 
uses the required transmitted power to combat the path loss as the cost of the link. To 
calculate the required transmission power level for link ,  the following simple 
path loss has been considered hereafter, 
 

  ,  10 ,                                          (2) 
 

where ,  express the Euclidean distance of link , ,  is the close-in ref-
erence distance loss, which is assumed to be equal to 78 dB for distance  equal to 
50 meters, and  denotes the path loss exponent, which can in general take values  
between 2 to 5 depending on the environment. Finally, it should be noted that only 
unidirectional links in the downlink scenario (from the gateway to the nodes) are 
considered. Similar results are expected to hold also for the uplink scenario but are 
not considered in this paper. Since a shortest path spanning tree is created that rooted 
 



 Fast Randomized STDMA Link Scheduling 21 

at the designated gateway node, the links that need to be scheduled are always 1. 
The complete set of the simulation parameters used in the numerical investigations 
are summarized in Table 4 below.  

Table 4. Simulation Parameters Used 

Notation Explanation Values 
A 
N 

Length of the Square Area  
Number of Nodes 

850 meters 
20 - 120 

L Number of Links 19 - 119 
d0 Close-in reference distance 50 meters 
γ  SINR threshold 8dB 

 Pmax 

fC 
W 

Path loss exponent 
Maximum transmitted power 
Carrier frequency 
Thermal & background Noise 

 3.5 
20 Watt 
3.8GHz 
-132dBW 

 

4.2   Results 

We evaluate the performance of our proposed scheduling algorithm by comparing it 
with two well known and tested greedy STDMA scheduling schemes that utilize the 
physical interference model, namely the Packing Heuristic [9] and the Greedy Physi-
cal [8] algorithms as have been explained in detail in section 3.2. Notice that all re-
sults have been averaged over 200 WMNs topologies with randomly distributed 
nodes. 

The quality of the solution provided by the RSP algorithm scheme ( ) is com-
pared to the corresponding solutions from the GP ( ) and the improvement (  is 
measured as follows, % / . The same measure is used to com-
pare the solution of the RSP with the PH ( ) algorithm. 

Fig. 1 shows the performance gains on the minimum frame length using the pro-
posed randomized scheduling scheme compared to the Greedy Physical algorithm 
with respect to the number of iterations. Observe that substantial improvements can 
be achieved with a reduced number of iterations, for instance, with just 15 iterations 
the schedule allocation is ameliorated above 5 % for topologies with 40 and 60 nodes. 
This improvement is even better as the number of iterations increases. However, it is 
becoming less significant as the number of iterations augments. Note that the same 
behaviour holds when the RSP is applied to the Packing Heuristic, as Fig. 2 shows. In 
this case, the gain obtained is slightly higher and, in consequence, with less than 10 
iterations we achieve an improvement above 5%. 

Figure 3 describes the performance improvement on the minimum frame length 
using RSP (with different number of link swaps) compared to the GP and PH for 
different number of nodes in the network. As has been mentioned above, the number 
of swaps applied to the list influences the degree to which the original list is dis-
torted. Observe from figure 3 that after a small number of swaps the performance 
stops increasing. 
 



22 S. Gomez, O. Gras, and V. Friderikos 

 

Fig. 1. Performance gains on the minimum frame length using the RSP algorithm compared to 
the GP algorithm with respect to the number of iterations for topologies with 40 and 60 nodes. 
These results have been calculated using 3 swaps. 

 

 

Fig. 2. Performance gains on the minimum frame length using the RSP algorithm compared to 
the PH algorithm for topologies with 40 and 60 nodes. These results have been calculated using 
3 swaps. 

 

Fig. 3. Performance gains on the minimum frame length using the RSP algorithm (with differ-
ent number of link swaps) compared to the GP and PH 
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5   Conclusions 

In this paper, a fast randomized link scheduling algorithm for Spatial-TDMA enabled 
wireless mesh networks is detailed.  The randomization is based on swapping links on 
a list that is created by well known greedy scheduling algorithms such as the Greedy 
Physical and the Packing Heuristic. In that way, the order of the scheduling is affected 
and by varying the number of swaps that are performed a larger set of feasible  
solutions space can be explored. Extensive numerical investigations reveal that the 
proposed fast scheduling scheme can improve by more than 10% the timeslot reuse 
compared to the previous mentioned link scheduling algorithms. Another important 
characteristic of the proposed scheme is that its structure is amenable for parallel 
processing and therefore, emerging multi-core and multi-CPU enabled network ele-
ments can be fully utilized. The simplicity of the algorithm, the achieved gains and 
the potential of parallel computation clearly demonstrate the potential benefits of the 
proposed scheme. 
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Abstract. In this paper the problem of proficient joint radio resource manage-
ment in an integrated WLAN/CDMA-cellular heterogeneous environment is 
considered. Nodes’/Networks’ autonomicity is envisioned as the enabler for de-
vising a proficient QoS-aware service orientated wireless interworking architec-
ture founded on a common utility based framework that provides enhanced 
flexibility in reflecting different access networks’ type of resources and diverse 
QoS prerequisites under common optimization problems. A decentralized node-
networks assignment mechanism is introduced, aiming at QoS provisioning and 
efficient resource utilization. Numerical results are presented that validate the 
efficacy of the proposed architecture.  

Keywords: Integrated WLAN/CDMA-cellular networks, autonomic network-
ing, QoS provisioning, load balancing, self-optimization. 

1   Introduction 

The complementary characteristics of broadband Wireless Local Area Networks 
(WLANs) and Code Division Multiple Access (CDMA) cellular networks have re-
cently attained much interest towards realizing an integrated system that efficiently 
enables seamless broadband Internet access for mobile users with multimode access 
capabilities [1]. However, when aiming at satisfying various Quality of Service (QoS) 
constraints within the integrated system, separate and independent studies on optimal 
resource allocation and QoS provisioning in either network, may prove inadequate. 
Heading towards optimal utilization of resources over an integrated CDMA/WLAN 
network, current research efforts are targeting on QoS traffic class mapping among 
different access networks [2] and on proficient call admission control mechanisms 
aiming at services’ seamless continuity [3], [4], or load balancing [5]. 

Due to the heterogeneity of the wireless environment, in most cases only the mobile 
node has the complete view of its own environment, in terms of available access  
networks in its locality, the corresponding available resources and QoS support mecha-
nisms. This becomes even more critical when the available networks belong to differ-
ent operators. Therefore, contrary to traditional architectures where network/nodes’ 
performance is controlled in a centralized way, future wireless networking [10]  
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envisions as its foundation element an autonomic self-optimized wireless node with 
enhanced capabilities in terms of acting/re-acting to mobility, connectivity or even 
QoS- performance related events. 

Such a vision and evolution, makes the design of a flexible autonomic QoS-aware 
joint network selection mechanism, a promising alternative service oriented paradigm 
that allows to fully exploit the proliferation of wireless networks, as opposed to the 
more conventional existing access oriented designs. In this paper, we describe an 
autonomic QoS-aware joint resource allocation architecture for integrated 
WLAN/CDMA-cellular systems that aims at maximizing the overall integrated net-
work’s revenue, while enabling users to efficiently self-adapt at QoS-triggered occur-
rences towards self-optimizing their services’ performance.  

The rest of the paper is organized as follows. In Section 2, we present the key fea-
tures of the introduced autonomic joint WLAN/CDMA architecture. In Section 3, 
intra-cell autonomic resource allocation and QoS provisioning mechanisms are pre-
sented, followed by the introduction of an autonomic QoS and service oriented joint 
network selection mechanism. In Section 4, some quantitative comparative results are 
presented that demonstrate the efficacy of the proposed approach, while Section 5 
concludes the paper. 

2   Towards Autonomic Integrated WLAN/CDMA Networks – 
Motivation and Goals 

Our approach in this paper is motivated by the fact that future autonomic networking 
aims at implementing self-* functions for self-optimization and self-adaptation to 
context or situation driven behavior changes in systems, services or applications [6]. 
In order to provide the needed flexibility and functional scalability in the joint re-
source management process in an integrated WLAN/CDMA network, we introduce 
autonomicity as the vehicle allowing the design of a novel autonomic framework that 
maximizes overall integrated network’s revenue, enabling self-adaptation and self-
optimization functionalities in both mobile nodes and base stations or access points.  

The fundamental concept of an autonomic system is a control loop(s). Inputs to the 
control loop consist of various status signals, information and views continuously 
exposed from the system, component(s) or resource(s) being controlled (e.g. proto-
cols, nodes, functionalities, etc.), along with (usually policy-driven) management 
rules that orchestrate the behavior of the system or component. Outputs are com-
mands to the system or component(s) to adjust its operation, along with status to other 
autonomic systems or components.  

Henceforth, future autonomics envisions the aggregation of node-scoped control 
loops, i.e. within a single node, in terms of interacting intra/inter-node control loops 
or triggered/managed low level control loops by higher level control loops within the 
node or the network as a system. Intuitively, the above view leads to a hierarchal 
control loops paradigm that enables the efficient design of autonomic nodes, systems 
and architectures. In this paper, node/network’s atomicity is employed as an enabler 
en route for devising a flexible and proficient QoS-aware service orientated wireless 
interworking architecture. 

The distinct features of the proposed architecture are summarized as follows: 
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• Optimal utility-based resource allocation and QoS provisioning within each sys-
tem’s cell (WLAN or CDMA). Thus, an Autonomic Radio Recourse Management 
(ARRM) mechanism is introduced to achieve the above goal.     

• Efficient joint resource management via a flexible network selection mechanism, 
which determines whether or not to admit and to which network cell (WLAN or 
CDMA network) a new or vertical/horizontal handoff service arrival. Towards 
enabling that, an Autonomic JOint Network Selection (AJONS) decentralized 
mechanism is introduced. 

3   Autonomic QoS-Aware Joint Resource Control 

In the proposed integrated CDMA/WLAN architecture a proper Autonomic Radio 
Resource Management mechanism (ARRM) residing at the base station of each cell 
in the network is responsible for optimally and independently allocating cell’s avail-
able radio resources among all active users already attached to the specific network. 
Moreover, a new user entering the network or an already attached user willing to 
perform vertical or horizontal handoff due to connectivity, mobility or QoS-triggered 
events, is accountable for selecting the most appropriate access network type to be 
attached to, as well as the corresponding base station (cell) from the ones available in 
his locality using only locally available information. Such a Self-optimization behav-
ior is enabled via a new novel scheme Autonomic JOint Network Selection (AJONS). 

3.1   Towards Optimal Resource Allocation 

Due to the different wireless access technologies type of resources, as well as the 
users’ services diverse expectations the concept of utilities from the field of econom-
ics has been adopted for developing QoS-aware resource allocation mechanisms. A 
utility function reflects a user’s degree of satisfaction with respect to his service per-
formance, and therefore services with assorted QoS prerequisites can be represented 
in a normalized way. The presented architecture is founded on a common utility-
based framework in order to reflect users’ QoS requirements in both network types in 
a unified way, towards achieving seamless and efficient integration.  

We consider a set SCDMA (SWLAN) of NCDMA (NWLAN) continuously backlogged users 
attached to a cell of the CDMA (WLAN) network. Each mobile user is associated 
with a proper utility function Ui which represents his degree of satisfaction in accor-
dance to his expected actual downlink transmission rate Ri. We assume that Ui has the 
following properties.  

1.  Ui is an increasing, twice continuous differentiable function of Ri. 
2.  Ui(0) = 0 and also upper bounded. 
3. Ui is a sigmoidal-like or strictly concave or convex function of its rate allocation. 

Typically, most utility functions that have been used in wired or wireless networks 
can be represented by the latter three types of functions illustrated in Fig. 1 [7]. 

In current CDMA cellular systems QoS-aware resource allocation is commonly 
performed via power control. Periodically (Ts), resource allocation utility-based  
optimization problems are set and solved by each cell’s ARRM to acquire optimal 
user’s resource assignment. To obtain users’ power vector P  that maximizes total 
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Fig. 1. Basic utilities types as a function of a user’s achieved goodput 

system utility, the  solution of the following non-convex  maximization problem must  
must be derived [7]:  

max max1
1

max ( ( ))     . .  , 0   
CDMA

CDMA

N
N

i i i iiP
i

U R P s t P P P P
=

=

≤ ≤ ≤∑ ∑  (1) 

where Pmax denotes the maximum transmission power of a CDMA base station.     
To support QoS in WLANs, IEEE 802.11e [8] has been introduced which allows 

specific parameters that affect a user’s j performance (e.g. its maximum (minimum) 
contention window) to be altered by the access point. The corresponding non-convex 
utility based optimization problem can be formally defined as:   

max max1
1

max ( )      . .  , 0   
WLAN

WLAN

N
N

j j j jjR
j

U R s t R C R C
=

=
≤ ≤ ≤∑ ∑  (2) 

where Cmax is system’s maximum effective capacity. Problem (2) is set and solved 
within short-term time periods denoted as WLAN’s time-frame (Tf). Mapping the 
derived optimal rate vector *R  to appropriate users’ contention windows can be easily 
achieved as described in [8].  

Towards solving (1) and (2), each user already attached to a cell 
b {   }CDMA or WLAN∈  solely computes (the Lagrange) 

{ }{ }
max

max
, ,

0
min 0 | max ( ) 0i b i b i i

R R
U R Rλ λ λ

≤ ≤
= ≥ − =  towards maximizing its net utility (i.e. the 

utility minus a corresponding cost), which represents user’s i maximum willingness to 
pay per unit resource [7]. It is shown that each mobile has a unique max

iλ which can be 

calculated as follows: 
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where *
iR  is the unique positive solution of: 

,
, max

( )
( ) 0     0i b i

i b i i i
i

U R
U R R for R R

R

∂
− = ≤ ≤

∂
. 

(4) 

Then, the base station obtains a unique equilibrium price per unit of resource *
bλ  

that optimizes cell’s resource allocation and broadcasts it. Finally, for those users 
that max *

,i bλ λ≥ , their allocated resources can be easily derived, following the ap-

proaches provided in [7] and [8]. It is noted that the value of a user’s willingness 
to pay max

,i bλ  defines his superiority against others (i.e. higher values of max
,i bλ  de-

clare higher possibility in QoS requirement fulfillment when attached to cell b), 
while at the same time cell’s equilibrium price per unit of resource *

bλ  indicates 

its congestion level (i.e. lower values of *
bλ  dictate higher availability in re-

sources). 

3.2   Autonomic Intra-cell QoS-Aware Radio Resource Allocation in WLAN and 
CDMA Cellular Networks 

In order to enable intra-cell mobile nodes’/network autonomicity we introduce 
two control loops residing at mobile nodes and base stations. The first manages a 
node’s QoS performance and the second one manages a cell’s resource control 
mechanism, while their collaboration realizes autonomic QoS radio resource 
management within the cells of an integrated WLAN/CDMA system (ARRM), as 
depicted in Fig.2.  

*
,    avg b b Cλ ∀ ∈

,
ˆ

k bλ
, ,

ˆarg max ( )b k k b
b C

B J λ
∈

=

max
,i bλ

max *
,     {  }

                   { -  }
i b bif resource allocation

else QoS triggered AJONS

λ λ>

 

Fig. 2. Autonomic intra-cell QoS-aware radio resource management & Autonomic Joint Net-
work Selection Mechanism (AJONS) 
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Autonomic Base Station Control Loop for Enabling ARRM  

Periodically (i.e. on a time-slot basis regarding a CDMA cell 
(T

s
) and every time-frame concerning a WLAN (T

f
)), a control 

loop residing at a base station performs the following steps: 

Step_1. Monitors its environment and gathers QoS related in-
formation concerning: a) active mobile users’ services’ QoS 
requirements (i.e. users’ utilities) b) active mobile nodes’ 
channel conditions and overall interference (CDMA cell) or 
current cell’s maximum effective capacity (WLAN). 
Step_2. Sets the corresponding constrained non-convex util-
ity-based optimization problem, as defined in (1) or (2) and 
obtains its solution. 
Step_3. Disseminates the acquired optimal resource allocation 
vectors to the cell’s active autonomic nodes. 
 

Autonomic Mobile Node’s Control Loop for Enabling ARRM 

Mobile node i is already attached to cell { , }b CDMA WLAN∈  

Step_1 Information Monitoring: Constantly monitors a user’s 
service performance and networking environment conditions 
(i.e. user’s channel quality and overall attached cell inter-
ference or effective capacity). 
Step_2 Information Analysis: Analyzes its current status with 
respect to QoS requirements and computes its current willing-
ness to pay max

,i bλ . 

Step_3 Decision Making towards Self-Optimization: Interacts 
with the cell’s b base station towards determining cell’s 

equilibrium price per unit of resource *
bλ .Thus:   

If max *
,i b bλ λ< , and the user is currently not selected to access 

system’s resources and thus triggers user’s network selection 
algorithm towards performing a QoS-triggered handoff (as de-
tailed in the following section). Otherwise, determines its 
allocated resources.   
 

Establishing control loops that steer node’s and base stations’ QoS resource allocation 
mechanisms allows us to further enhance them with self-optimization attributes and 
manageability attributes. The necessity of the latter emerges by the heterogeneity of 
the wireless environment where multiple access networks’ mechanisms regarding a 
node’s service QoS functionalities must simultaneously coexist and/or collaborate. To 
effectively accomplish that, an orchestrator is required. Such an orchestrator should 
also be a control loop, superior in a hierarchy of control loops, with advanced ac-
countabilities that manages inferior in the hierarchy control loops within a mobile 
node. The operation, the liabilities, the goals and the algorithms that enable such a 
superior control loop, and thus an autonomic mobile node, to make QoS-aware self-
optimization decisions are studied in the following. 

3.3   Autonomic Joint Network Selection Mechanism (AJONS) 

The goal of Autonomic JOint Network Selection mechanism (AJONS) is to enable 
autonomic mobile nodes to exploit locally available information from the correspond-
ing base stations of the existing cells in their locality in order to dynamically  
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determine whether or not, and to which network to be attached to, either when enter-
ing the system or at the event of a QoS-triggered handoff. Such a procedure mainly 
aims at guarantying the services’ QoS constraints in both WLANs and CDMA net-
works as well as maximizing the average network revenue via endorsing cell’s load 
balancing. The short-time intervals that both CDMA (Ts) and WLAN’s (Tf) ARRM 
mechanisms set and solve the corresponding resource allocation problems, towards 
exploiting multi-users’ diversity, makes the use of the instantaneous short-term pric-
ing values λ* as a cell’s congestion indicator insufficient, since it would be undesira-
bly sensitive to short-term cell’s status variation. Moreover, this would lead users to 
constantly alter access network or cell preference; thus triggering QoS-driven ping-
pong effects. 

To overcome such a drawback, AJONS mechanism requires the setup and solution, 
of both CDMA and WLAN QoS and resource allocation problems, as defined in (1) 
and (2) in such time intervals that allows to the derived equilibrium price per unit of 
resource λ*, denoted as *

avgλ , to efficiently reflect long-term cells’ load and environ-

mental variations, in parallel to cell’s ARRM mechanism. We refer to the above long-
term time period as AJONS time frame ( AJONST ) and is defined as max( , )AJONS s fT M T T= ⋅  

M∈ℵ. The smaller the value of M, the more sensitive AJONS mechanism is in short-
term variations of the interworking environment. 

As the system evolves, periodically, every TAJONS, each base station solves problem 
(1) in the case of a CDMA cell or problem (2) in the case of a WLAN cell, regarding 
its already attached users and considering exponentially averaged values for nodes’ 
and cells’ characteristics respectively. Subsequently, each cell’s b averaged equilib-
rium price per unit of resource, *

,avg bλ  is disseminated via broadcasting to the mobile 

nodes. Each autonomous node k, either entering the integrated system or reacting to 
QoS-triggered events computes its maximum willingness to pay per resource unit 

max
,k bλ  that he would acquire if he selected cell b to attach to, for each of the corre-

sponding existing cells in his locality. In the following we assume a set C of NC net-
work cells, belonging to either of the considered access technologies, to be available 
for the user to receive service from. In this way the user possesses all the necessary 

required information to compute for each cell b C∈  the normalized indicator ,k̂ bλ , 

defined as follows: 
max * max *
, , , ,

*
, ,

 
ˆ     

0

k b avg b k b avg b

k b avg b

if

otherwise

λ λ λ λ
λ λ

⎧ − ≥
⎪= ⎨
⎪
⎩

 . 
(5) 

Since max
,k bλ  can be interpreted as the maximum value of resource unit of user k at cell 

b and *
,avg bλ  as the long-term price of resource unit at cell b, then ,k̂ bλ  can be inter-

preted as the normalized profit per resource unit that user k can acquire once selecting 
cell b to attach to. Afterwards, the node selects the cell  B C∈  at which he will be 
finally attached to, in accordance to the following policy: 

, ,
ˆarg max ( )b k k b

b C

B J λ
∈

=   (6) 
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where 
,b kJ , is an non-negative, increasing, concave function of ,k̂ bλ  and is employed 

to either reflect network type related parameters or to allow network’s operator to 
impose specific policies regarding billing, access priorities, and congestion avoidance.  

The intuition behind the proposed network selection strategy is twofold. From net-
work’s perspective, the higher the congestion of a cell, the higher its equilibrium price 
per unit *

,avg bλ  will be in the event that a user selects to attach to the cell, thus discour-

aging or preventing the user from being attached to that cell. Such an approach will 
eventually lead towards a load balanced integrated network. From user’s perspective, 
the higher his utility-based satisfaction from being attached to a cell is (i.e. his service 
QoS-aware performance), the higher his maximum willingness to pay will be for the 
specific offered service quality, steering him to select the most profitable cell and 
network type. In the rest of this section we outline two control loops (illustrated in 
Fig.2) for accomplishing the above described distributed asynchronous QoS-triggered 
joint network selection. 

AJONS Control Loop at a Base Station 

Step_1.Periodically, every T
AJONS

, sets and obtains the solution 
of cell’s b constrained non-convex utility-based resource al-
location optimization problem defined in (1) and (2) using 
exponentially averaging, within a T

AJONS
 time interval, for the 

parameters: users’ channel quality regarding all users al-
ready attached to cell b when b is a CDMA cell, or effective 
capacity when b is a WLAN, respectively. 
Step_2.Disseminates the acquired equilibrium price per unit of 

resource *
,avg bλ  to the autonomous mobile nodes/users in the cell. 

AJONS Control Loop at a Mobile Node 

Step_1.Constantly monitors user’s services performance and 
reacts to QoS-triggered events (i.e. Step_3 of Autonomic Mo-
bile Node’s Control Loop for Enabling ARRM) or mobility trig-
gered events.  
Step_2.Obtains locally available networks’ average equilib-

rium price per unit of resource *
,avg bλ , disseminated from all 

network’s cells in his locality (i.e. b C∈ ). 

Step_3.Computes the normalized profit per resource unit ,k̂ bλ  

for each b C∈ and selects the most profitable network to hand-
over/attach (i.e. cell B in accordance to (4)). 
Step_4.Disseminates this decision to lower level control 
loops that execute the attachment/handoff. 

4   Numerical Results and Discussions 

In this section we present some indicative numerical results considering an integrated 
CDMA/WLAN (IEEE 802.11e) system with one CDMA cell, and one WLAN net-
work overlapping with the CDMA cell. We assume that the CDMA network’s base 
station is located at the cell’s center and that its maximum transmission power is 
Pmax=10. Moreover, we assume that CDMA system’s spreading bandwidth is 

810W =  and all users’ maximum downlink rate is max 32 10iR = ⋅ kbps. Regarding the 
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WLAN, the system’s access point is also located at the center of its coverage area and 
operates in 5GHz band with maximum network data rate of 54Mbit/s. WLAN effec-
tive capacity, Cmax is dynamically calculated using a simulator that incorporates the 
IEEE 802.11e scheme. We model the path gain from the CDMA base station to user i 
as n

i i iG K s= where si is the distance of user i from the base station and n is the path 
loss exponent (n=4) and Ki  is a log-normal distributed random variable with mean 0 
and variance σ2 = 8(dB). New users periodically enter the system (i.e. every TAJONS) 
requesting Real Time (RT) and Non-Real Time (NRT) services in a random manner 
while moving in arbitrary patterns. We use the following sigmoidal function to repre-
sent real-time users’ Ui(Ri), i.e ( ) { }( ) = m 1 1 ia R p

i iU R e d− −+ − , where we set 

( )1 ap apm e e= +  and ( )1 1 apd e= +  for normalization purposes (i.e. (0) 0U =  and 

( ) 1U ∞ = ), while regarding non-real-time services a concave function Ui(Ri)=1-exp(-gRi) 
is applied, with g=0.8. For demonstration only purposes we set a=3 and p=3 [7].  

In order to better illustrate the efficacy of the proposed autonomic joint network se-
lection and QoS-triggered handoff mechanism in terms of achieved overall integrated 
network utility-based performance, we compare the performance of ARRM/AJONS 
architecture against three other network selection schemes. The first one makes use of 
Radio Signal Strength quality for determining the cell that a user should be attached 
to (referred as RSS) [9]. The second approach applies a Service Differentiation 
scheme (SDiff), where RT users are served by the CDMA cellular network while 
NRT by the WLAN [3]. Finally, INS scheme performs only Initial Network Selection 
at the time of a new user’s arrival adopting AJONS mechanism, while vertical hand-
overs are not permitted over the duration of its service. Let us underline that under all 
examined schemes optimal intra-cells’ radio resource management is achieved by 
ARRM scheme. Finally, for demonstration purposes we set , , ,

ˆ ˆ( )b k k b k bJ λ λ= and M=1. 
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Fig. 3. a) Overall system utility and b) Users’ average utility based performance  

 
Fig.3a illustrates average joint integrated network’s utility performance achieved 

under ARRM/AJONS, INS, RSS and SDiff schemes. The results reveal the superior-
ity of the proposed autonomic scheme in terms of overall system performance, espe-
cially as the system evolves and the overall load increases. Moreover, the normalized 

profit per resource unit ( λ̂ ) exploited by ARRM/AJONS scheme is able to reflect 
not only performance parameters regarding both types of networks (i.e. congestion 
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level, available resources and channel conditions), but more importantly user’s ser-
vice QoS-aware metrics, thus steering users towards making appropriate attachment 
decisions. On the other hand, myopic network selection criteria (i.e. RSS, SDiff) or 
even static network attachment schemes where no vertical handoffs are allowed (i.e. 
INS) are not capable of responding to networking environment variation (e.g. network 
cells’ load and or users’ channels time-varying nature) resulting to low overall sys-
tem’s performance, and thus to users’ service QoS degradation. The latter behaviour 
is revealed in Fig.3b where users’ average utility based performance is illustrated as a 
function of their ID and requested type of service. 

5   Conclusions 

In this paper, a novel QoS-centric joint resource allocation architecture for a 
WLAN/CDMA integrated network, founded on nodes/networks’ autonomicity is dis-
cussed and evaluated. Autonomicity is deployed to facilitate the realization of multiple 
self-optimization functionalities towards integrated system’s proficient utilization and 
efficient support of QoS provisioning and services’ continuity.  

Acknowledgments. This work has been partially supported by EC EFIPSANS project 
(INFSO-ICT-215549). 
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Abstract. In this paper, we propose an efficient authentication proto-
col with conditional privacy preservation for secure vehicular communica-
tions. The proposed protocol follows the system model to issue on-the-fly
anonymous public key certificates to vehicles by road-side units. In or-
der to design an efficient message authentication protocol, we consider a
key-insulated signature scheme for certifying anonymous public keys of
vehicles to such a system model. We demonstrate experimental results
to confirm that the proposed protocol has better performance than other
protocols based on group signature schemes.

Keywords: vehicular network, security, anonymous, authentication, key-
insulated signature.

1 Introduction

As vehicular communications bring the promise of improved road safety and
optimized road traffic through cooperative systems applications, vehicular ad hoc
networks(VANET) have received a great deal of attention from both academia
and industry. Considering the useful applications in VANET, a prerequisite for
the successful deployment of VANET is to make vehicular communications secure
first of all [6][8].

For example, it is essential to make sure that life-critical information cannot
be illegally inserted or modified by an attacker in safety applications, and it
should also protect the privacy of the drivers and passengers as far as possible.
Therefore, it becomes fundamental requirement to provide anonymous message
authentication for secure vehicular communications. Moreover, there is a com-
mon need for a security infrastructure for establishing mutual trust and enabling
cryptographic schemes. The security infrastructure includes all technical and or-
ganizational measures and facilities needed to provide for the security goals.

Raya et al. [7] proposed some building blocks for secure vehicular communi-
cation. As a straightforward solution in their protocol, each vehicle possesses a
set of anonymous keys to sign a message and these keys are periodically changed
to avoid being tracked. However, it has some critical disadvantages; it requires

F. Granelli et al. (Eds.): MOBILIGHT 2009, LNICST 13, pp. 35–44, 2009.
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a large number of anonymous public key certificates, and hence less efficient in
storage costs. Moreover, it requires a long revocation list and a long time to
update the certificate revocation list due to the large number of public keys.

Lin et al. [3] proposed a secure and privacy preservation protocol using group
signature scheme, named GSIS, to resolve the requirement of a large number
of public key certificates. In their work, vehicles possess only their own group
signing key issued by a trusted group manager, and each vehicle signs a message
by using group signature scheme to be authenticated as a legitimate sender of
the message. However, although it does not require a large storage space, the
time for message verification accompanied with revocation check grows linearly
with the number of revoked vehicles, and hence less efficient in computational
cost.

Lu et al. [4] proposed a system model for efficient privacy preservation pro-
tocol, named ECPP, which also uses a group signature scheme. Compared with
the GSIS, instead of using group signature scheme for anonymous message au-
thentication, each RSU(Road Side Unit), on vehicle’s request, issues on-the-fly
short-time anonymous public key certificate to the requesting vehicle by using
group signature scheme. Since the RSU checks the validity of the requesting
vehicles during the short-time anonymous public key certificate issuance proto-
col, such revocation check by vehicle itself of GSIS is not required. Therefore,
message verification is more efficient than GSIS.

It is evident that Lu et al., in ECPP, introduced a somewhat reasonable
system model for implementing a practical short-time anonymous public key
certificates management in VANET. However, although efficient group signature
schemes have been proposed in cryptographic literatures, group signature itself
is still a rather much time consuming operation. Hence, in our opinion, key-
insulated signature(KIS) [2] scheme may be an alternative solution suitable for
this network architecture.

Based on these observation, in this paper, we propose an efficient anonymous
authentication protocol(EA2P) in VANET. Our system model and roles of each
entity on VANET are similar to ECPP’s. However, we consider the KIS scheme to
our system model as our cryptographic building blocks to issue on-the-fly short-
time anonymous public key certificates by RSUs. We demonstrate experimental
results to confirm that our protocol has better performance than other protocols
based on group signature schemes.

The rest of this paper is organized as follows: We describe our system archi-
tecture in Section 2, and we propose our protocols in Section 3. We analyze the
performance of our protocol as comparing with ECPP in Section 4, and conclude
in Section 5.

2 System Model

Because safety applications on VANET are in the beginnings and the primary
VANET’s goal is to increase road safety, we also consider a simple public safety
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Fig. 1. Vehicular network model

message application using IEEE 802.11p incorporated with DSRC [9]. As shown
in Figure 1, vehicular network consists of three entities and each entity has the
following roles.

TA: TA(Trusted Authority), such as Governmental Transportation Authority,
is in charge of the registration of RSUs deployed on the road side and OBUs
equipped on the vehicles. The TA can reveal the real identity of a mes-
sage originator by incorporating with its subordinate RSUs when a disputed
situation is occurred.

RSU: RSUs are controlled by the TA and responsible for issuing short-time
anonymous public key certificates to OBUs by using KIS scheme. RSUs do
not disclose any inner information without the authorization of the TA.

OBU: The OBUs are installed on the moving vehicles. They mainly communi-
cate with each other for sharing local traffic information, and with RSUs for
requesting the short-time anonymous public key certificate.

3 Proposed Protocol: EA2P

We apply the key-insulated signature scheme [5] and key agreement scheme
based on bilinear pairings [1] to our short-time anonymous public key certificate
issuance protocol. Table 1 shows the notations used in our EA2P.

3.1 System Initialization

TA chooses random numbers s0, x, x′ ∈ Z∗
q and sets s0 and x0 = x − x′ as the

master secrets for ID-based private key extraction and key-insulated signing key
extraction, respectively. TA calculates y0 = gs0

2 , y1 = gx0
1 and y′

1 = gx′
1 , and then

publishes system parameters 〈G1, G2, GT , q, g1, g2, ê, y0, y1, y′
1, H1, H2, H3〉.

Here, 〈y1, y
′
1〉 is the public KIS verification key to be used for checking short-

time anonymous public key certificate. TA issues ID-based private keys and KIS
signing keys according to the initial registration process of Figure 2. We assume
that those keys are distributed through out-of-band channel.
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Table 1. Notations for EA2P

Notation Description

G1, G2, GT cyclic groups of the same prime order q.
ê : G1 ×G2 → GT bilinear map from G1 ×G2 to GT .
g1 ∈ G1, g2 ∈ G2 generators of G1 and G2.
KTA TA’s secret key for message encryption.
PIDi pseudo-id for a real vehicle identity V IDi.
RSUj identity of an RSU.
OBUi on-board unit of a vehicle V IDi.
oki, rkj ∈ G1 ID-based private keys for OBUi and RSUj respectively.
kkj ∈ G1 RSUj ’s secret KIS signing key.
ski, pki OBUi’s short-time private/public key pair.
Certi short-time anonymous public key certificate for pki.
EncK(), DecK() encryption and decryption under the key K.
MACK message authentication code using the key K.
H1 : {0, 1}∗ → G1 cryptographic one-way hash functions.
H2 : G1 × {0, 1}∗ → Z∗

q

H3 : G3
1 × {0, 1}∗ → Z∗

q

1. for OBUi:
(a) compute PIDi = EncKT A(V IDi).
(b) set oki = H1(PIDi)s0 as V IDi’s ID-based private key for PIDi.
(c) issue 〈oki〉 to OBUi.

2. for RSUj :
(a) set rkj = H1(RSUj)s0 as RSUj ’s ID-based private key.
(b) choose rj ∈ Z∗

q and compute vj = g
rj

1 and cj = H2(vj , T ), where T is time
period.

(c) calculate xj = cjrj + x0 (mod q).
(d) set kkj = xj + x′ (mod q) as secret signing key.
(e) store 〈RSUj , vj〉.
(f) issue 〈rkj , kkj , vj〉 to RSUi.

Fig. 2. Initial registration and key issuance of the TA

3.2 Short-Time Anonymous Public Key Certificate Issuance

Instead of having a large number of pre-issued short-time anonymous public
key certificates, each OBUi can request a Certi to the RSUj within OBUi’s
communication range when the OBUi is necessary to renew its anonymous public
key. Figure 3 shows the certificate issuance protocol.

The detailed protocol steps are described as follows.

1. When OBUi with pseudo-id PIDi requests a Certi to RSUj, they should
authenticate each other to determine whether the OBUi can provide the
RSUj with its PIDi, and to convince the given RIDj and PIDi are valid.
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Fig. 3. Short-time anonymous public key certificate issuance protocol between OBUi

and RSUj

OBUi chooses a random value a ∈ Z∗
q to compute ga

2 and φi = H1(PIDi),
and then sends a request with 〈ga

2 , φi〉 to RSUj.
2. Upon receiving the request, RSUj chooses a random value b ∈ Z∗

q and sets gb
2
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2 , gb
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as a response.
3. The OBUi computes k = ê(oki, g
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2)·ê(φa

j , y0), and checks πj
?= MACk(RSUj ,

φi, φj , ga
2 , gb

2) to authenticate the RSUj. If it holds, the OBUi selects
its anonymous private/public key pair 〈ski, pki〉 and short-time period
ti (ti < T ). Then OBUi requests a Certi for the public key pki to be
used for the time period ti by providing Ci = Enck(PIDi, pki, ti) and
πi = MACk(PIDi, RSUj, φi, φj , ga

2 , gb
2, pki, ti).
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4. When receiving certificate request, RSUj first decrypts Ci to get OBUi’s
pseudo-id PIDi, public key pki and ti, and then looks up the up-to-date
revocation list retrieved from the TA to check the validity of the given
PIDi. If the PIDi is revoked one, the RSUj refuses to issue the short-time

public key certificate. Otherwise, RSUj verifies πi
?= MACk(PIDi, RSUj,

φi, φj , g
a
2 , gb

2, pki, ti). If it holds, the OBUi is ultimately authenticated, and
then RSUj generates a Certi = 〈pki, ti, σj , zj, vj〉 by using RSUj’s KIS sign-
ing key kkj . In fact, 〈σj , zj, vj〉 is RSUj’s digital signature for certifying the
given public key pki. In the end, RUSj issues a Certi to OBUi and stores
〈Certi, P IDi〉 in its local certificate list for assisting TA by way of provi-
sion against a liability investigation. Note, in certificate generation, that no
identity-related information is included in the Certi.

5. To verify the validity of the Certi, OBUi computes cj = H2(vj , T ) for the

current date T and checks zj
?= H3(vj , (g

σj

1 (vcj

j y1y
′
1)

−1)1/zj , pki, ti) by us-
ing TA’s KIS public key 〈y1, y

′
1〉. If it holds, the OBUi comes to possess

the private key ski and the corresponding anonymous public key certificate
Certi. Then, OBUi can use this key for the purpose of anonymous message
authentication for the short-time period ti in VANET.

3.3 Anonymous Message Authentication

Once obtaining a Certi, the OBUi can send safety messages in authenticated
manner during the short-time period ti. With the proposed protocol, an OBUi

which intends to send a safety message msg composed of traffic-related informa-
tion without OBUi’s identity can run the following steps.

1. OBUi signs the msg with its short-time signing key ski for signature sigi =
Sig(ski, msg), where Sig() is ordinary digital signature algorithm such as
ECDSA, and forms the message Msg = [msg | sigi | Certi], and then broad-
casts Msg.

2. Upon receiving a safety message, each receiving OBU first checks the validity
of the signature 〈σj , zj , vj〉 in the Certi for the current date T by using
TA’s KIS public key 〈y1, y

′
1〉. Here, the same verification procedure in step

5 of Figure 3 is used. If the Certi is valid, then the receiver retrieves the
public key pki from the Certi and verifies the signature sigi using the pki.
If sigi is verified as valid, the safety message can be accepted, otherwise
discarded.

3.4 Vehicle Tracing

When we deploy vehicular safety applications, liability requirement should be
considered in addition to privacy preservation requirement. Hence, anonymity
should be conditional depending on scenarios such as law enforcement. In our
EA2P, if a disputed circumstance occurs to a safety message Msg = [msg | sigi |
Certi], TA is involved in tracing the originator of this message.
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1. TA first retrieves the partial public key vj from the Certi and searches its
trace list to find the RSUj for the vj , then requests the pseudo-id of the
Certi holder.

2. On TA’s demand, the RSUj retrieves the pseudo-id corresponding to the
Certi by searching its local certificate list and returns the pseudo-id PIDi

to the TA.
3. Then, the TA can ultimately recover the real identity from the returned

pseudo-id by V IDi = DecKT A(PIDi).

4 Performance Evaluation

In order to show the efficiency of our protocol in terms of RSU valid serving
ratio and efficient message verification, we compare our EA2P with ECPP of Lu
et al.’s in this section. For fairness in comparisons, we selected the same security
measures of Lu et al.’s; We assumed an MNT curve of embedding degree k = 6
and |q| = 160bits for bilinear pairing implemented on Pentium IV 3.0 GHz. We
do not put restriction to any digital signature scheme, but we assume the ECDSA
adopted by IEEE 1609.2 standard [10] for message authentication. Table 2 and
Table 3 show the measures to estimate and to compare our EA2P with ECPP,
respectively.

Table 2. Cryptographic operation time

Description time
Tpair bilinear pairing operation 4.5 ms
Tmul point multiplication 0.6 ms
Tecdsa ECDSA signature verification 1.28 ms

Table 3. Protocol execution time and message size of EA2P and ECPP

Description ECPP EA2P
Tgen time for certificate issuance protocol 34.8 ms 20.4 ms
Tcert time for certificate verification 18.9 ms 2.4 ms
Tsig time for signature verification 1.2 ms 1.28 ms
|Sig| signature size for a safety message 40 bytes 40 bytes
|pk|+ |Cert| public key certificate size 147 bytes 84 bytes

4.1 RSU Serving Ratio

RSU’s main operation is to issue anonymous public key certificates to OBUs
on requests within RSU’s valid coverage (Rrng), so RSU’s performance always
depends on vehicles density(d) and speed(v) on the road. To measure RSU valid
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serving ratio, we followed Lu et al.’s analysis method. Then, the valid serving
ratio Sratio, which is the fraction of the number of actually processed certificates
to the number of requests, can be defined by

Sratio =

{
1, if Rrng

Tgen·v · 1
d·ρ ≥ 1;

Rrng

Tgen·v · 1
d·ρ , otherwise.

where ρ is the probability for each OBU to issue a certificate request.

Fig. 4. RSU valid serving ratio of EA2P and ECPP

Figure 4 shows RSU valid serving ratio of EA2P and ECPP with different
vehicle density and different vehicle speed for Rrng = 300m and ρ = 0.8. In this
estimation, as shown in Table 3, Tgen = 20.4ms of EA2P short-time anonymous
public key certificate issuance protocol in Figure 3 was measured by 4Tpair +
4Tmul, and 34.8ms of ECPP by 6Tpair + 13Tmul with respective. From these re-
sults, we can observe that RSU in our EA2P can efficiently process OBUs’ short-
time anonymous public key certificate requests in most scenarios. On the other
hand, ECPP cannot effectively process OBUs requests in some cases. Therefore,
our EA2P has the advantage in scalability for RSUs than ECPP.

4.2 Efficient Message Verification

When we authenticate a safety message, it requires to verify the certificate and
signature of the safety message. Therefore, the required time cost of EA2P is
TEA2P = Tsig + Tcert = 4.68ms, and that of ECPP is TECPP = Tsig + Tcert =
20.1ms. The computational gains of EA2P against ECPP is due to the certificate
verification cost because our protocol considered key-insulated signature scheme
to generate short-time anonymous public key certificate while ECPP applied
group signature scheme which requires relatively much computations.

In actual vehicular communications, each vehicle is supposed to receive a lot
of messages from many other vehicles within the same communication range.
Therefore, it is required to measure the throughput of received messages. Sup-
pose that there are n vehicles sending k messages every second within the same
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(a) average number of messages (b) average message processing rate

Fig. 5. Average message processing rate of 400 vehicles for the received messages during
500 seconds simulation

communication range and the processing time per message is Tp. In the worst
case, where all vehicles contend for the channel, nmsg = n × k messages are
received per second, then the message processing rate per second is numerically
calculated as 1/(Tp × nmsg).

In order to consider some actual vehicular communication on the road, we
simulated message transmission on VANET by using network simulator, and
then we traced the number of received messages and estimated the message
processing rates. Figure 5 shows these results. We used TraNS [13] with ns2-
2.33 [12] and IEEE 802.11p parameters for ns2 [11]. We put 400 vehicles on
a grid-shape road of 600m×700m rectangular size. Each vehicle moves with a
maximum speed of 16.7m/s (i.e., 60km/hr) and sends out a message every 300ms
within 100m nominal radio range. The simulation was run for 500 seconds and
we measured the received messages every second.

From Figure 5, we can observe that EA2P and ECPP received similar num-
ber of messages during the simulation, but our EA2P shows about minimum
72% processing rate while ECPP processes about minimum 17% and maximum
40% of received messages, which is much less than EA2P’s. As a result, we can
conclude that the proposed EA2P is more practical.

5 Conclusion

It is a fundamental security requirement to provide anonymous message authen-
tication mechanism for secure vehicular communications. In this paper, we have
proposed an efficient and effective anonymous authentication protocol based
on the system model which on-the-fly short-time anonymous public key cer-
tificate is issued by an RSU on OBU’s request when it needed. To implement
a concrete protocol, we considered a key-insulated signature scheme to issue
anonymous public key certificate by RSUs. By doing so, our protocol is more
efficient and effective in RSU valid serving capability and message verification
than those of group signature-based protocols. We have demonstrated, through
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the performance evaluation, that the proposed protocol can achieve much better
performance than ECPP based on group signature scheme. As a result, our
protocol can be implemented for practical secure vehicular communications.
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Abstract. This paper proposes an application-aware cross-layer approach  
between application/transport layers on the mobile terminal and link layer at the 
wireless base station to enable dynamic control on the strength of per-packet er-
ror protection for multimedia and data transfers. Specifically, in the context of 
cellular networks, the proposed scheme allows to control the desired level of 
Hybrid ARQ (HARQ) protection by using an in-band control feedback channel. 
Such protection is dynamically adapted on a per-packet basis and depends on 
the perceptual importance of different packets as well as on the reception his-
tory of the flow1. 

Keywords: Hybrid ARQ (HARQ), cellular networks, service aware protocols. 

1   Introduction 

Nowadays, networking services are evolving to a “triple play” vision, implying deliv-
ery of data, voice and video to the end user using the same IP transport facility. 

While no solution for end-to-end quality of service (QoS) assurance over heteroge-
neous networks is available, still several approaches exist for improving data transfer 
performance on the wireless access trunk [6]. 

In the specific framework of multimedia (e.g. voice and video), several works are 
available based on the Unequal Error Protection (UEP) paradigm [1-5]. The goal of 
UEP is to provide higher protection to the most perceptually relevant data, where pro-
tection can be achieved through means of adaptive power levels, forward error correc-
tion codes, retransmission control, etc. Nevertheless, since UEP is usually performed 
or managed at source level and thus without specific knowledge of the contingent 
operating scenario, such solutions (while increasing the complexity of multimedia 
codecs) can lead to non-optimal performance due to waste of available capacity in case 
network / channel conditions are good (and no packet drops are experienced) or for 
time-varying performance oscillations of the transport infrastructure (particularly true 
in the case of wireless networks). 
                                                           
1  This work has been supported by the Italian National Project: Wireless multiplatfOrm mimo 

active access netwoRks for QoS-demanding muLtimedia Delivery (WORLD), under grant 
number 2007R989S, and by the PAT grant RObust Streaming Environment (ROSE). 
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The proposed scheme represents a novel paradigm of dynamic and “link-level” 
UEP, focused on the access network and the actual “reception history” at the receiver. 
The core idea is to adaptively tune the level of HARQ protection based on the relative 
importance on the overall user experience of the packet being transmitted by the base 
station. Such approach enables to differentiate protection on the basis of the actual 
content of the packet: for voice and video flows, the impact of losing the current 
packet is estimated in terms of audio or visual quality as measurable by MOS or 
PSNR, respectively, for data transfer TCP throughput is chosen as the main quality 
feedback metric. 

The structure of the paper is as follows: Section 2 describes in details the proposed 
framework, while performance evaluation is presented in Section 3. Finally, Section 4 
concludes the paper with final remarks and outlines about future work on the topic. 

2   Proposed Approach 

The main idea of the proposed approach, called Application-Aware Dynamic Re-
transmission Control (A2DRC), is to allow the mobile terminal receiver to control the 
level of HARQ protection applied by the base station for every frame transmitted on 
the radio link. The decision of the mobile terminal is based on the potential benefit in 
correctly receiving the next packet given the current reception history and the actual 
perceptual relevance of the packet itself. 

As an evolution of Automatic Repeat Request (ARQ) approach used in UMTS, the 
Hybrid ARQ (HARQ) scheme employed in HSDPA allows incorrectly received data 
blocks to be soft-combined in the effort to correct propagated link errors [8]. 

In this paper, the level of HARQ protection (also indicated as “HARQ Strength” in 
the following) is considered in terms of the maximum number of stop-and-wait re-
transmission attempts taken for a packet delivery in case of failure. 

 

Fig. 1. Architectural principles of A2DRC in a 3G cellular network. Blocks and links high-
lighted in “blue” underline the modules and signaling links employed by A2DRC approach. 

Fig. 1 illustrates architectural principles of the proposed A2DRC approach. As out-
lined in the previous sections, A2DRC operates on the wireless 3G link. At the mobile 
terminal side, whenever a packet is received by the application, the latter can specify 
packet importance for subsequent incoming packets for a given flow. The packet 
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importance is then transferred into corresponding values of HARQ protection by the 
A2DRC module (implemented within the protocol stack at the mobile terminal) and 
delivered to the HARQ entity at the link layer of the Base Station using cross-layer 
signaling. At the link layer, the specified HARQ protection parameter is sent along 
with HARQ acknowledgement, which is generated for every frame received accord-
ing to stop-and-wait HARQ type. 

The A2DRC module implemented at the BS analyses incoming traffic and specifies 
the HARQ entity to use the requested HARQ protection on a per-packet basis. 

In this paper, we address three different classes of services – voice, video, and data 
transfer – improving delivery performance by adapting network response to the rele-
vance of packet being delivered over the radio link. 

The level of HARQ protection in the proposed approach varies on the basis of a 
packet importance metric, which consists of two components: 

- Initial packet importance corresponds to the level of quality reduction for a given 
flow in case the packet is lost during transmission or corrupted at the receiver [9]. The 
quality of the flow is determined by end-to-end application requirements and user 
demands. For example, commonly used metric for VoIP is Mean Opinion Score 
(MOS), for video is Peak Signal-to-Noise Radio (PSNR), and for TCP-based data is 
transfer throughput level. 

- Dynamic packet importance component accounts for the “reception history” of 
the flow and adjusts initial packet importance. For example, the importance of frame i 
in a video sequence can be dynamically adjusted in case its decoding depends on the 
neighboring frames i-1 and i+1 and frame i-1 is not correctly received. 

Packet Importance Metrics in Video Streams. For sake of a clear explanation, we 
consider a scenario with a mobile node receiving MPEG-4 video flows from a 
streaming server located in the wired Wide-Area Network (WAN). However, similar 
reasoning can be applicable to H.263 and H.264 encoded video streams, as well as 
embedded video streams. 

An MPEG-4 video is composed of Groups of Pictures (GOPs), consisting of video 
frames of three types: I-Frames (Intra coded frames) which are encoded without refer-
ence to any other frame in the sequence, P-Frames (Predicted frames) which are en-
coded as differences from the last I- or P-frame, and B-Frames (Bidirectional frames) 
which are encoded as the difference from the previous or following I- or P-frames. 

Due to the correlation property of P- and B-frames, the effective impact deriving 
from the loss of an I-frame can be clearly considered much higher than that of P- or 
B-frame. In addition, the loss of one I- or P-packet may generate error propagation: 
while the loss of a B-frame does not affect the quality of the consecutive frames, the 
loss of an I-frame may disable correct decoding of subsequent P- and B- frames. This 
leads to the conclusion that I-frames are more important than P-frames, which are 
more important than B-frames. 

Fig. 2 shows the quality reduction of a real video flow transmitted using VideoLan 
software [12] in terms of PSNR measured at the receiver versus the loss of different 
types of packets within a GOP. The horizontal scale indicates which frame within the 
GOP was lost, while the first value (obtained with no losses) serves as a reference 
point. 
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Fig. 2. Quality of the received video flow for different frames lost 

Following such observation, the importance of P-frames Pimp is defined ranging 
linearly from Iimp to Bimp, where Iimp is the importance level of I-frames and Bimp is the 
importance level of B-frames with Iimp≥Pimp≥Bimp. 

Packet importance metrics in VoIP flows. At the receiver side, speech frames are 
de-multiplexed and inserted into a playout buffer. The playout buffer plays an impor-
tant role in perceived speech quality since it enforces speech frames delivery at the 
same interval at which they are generated by the encoder. This is done through re-
ordering, delaying or even dropping the frames which arrive later than their expected 
playback time. However, whenever the frame is dropped it causes a relevant decrease 
of the quality of the voice stream. 

Based on the above, initially, equal packet importance (i.e., “initial packet impor-
tance”) is associated to all transmitted speech frames. However, in case the receiver 
detects frame losses after out-of-order frame reception, it increases importance (and 
error redundancy) for the subsequent packets of the stream (i.e. increases the “dy-
namic packet importance”). Summarizing, A2DRC aims at avoiding bulk frame 
losses, which are critical for the quality of the speech stream, while single frame 
losses can be easily compensated or concealed by the decoder. 

Packet importance metric in file transfer. Packet losses can severely decrease the data 
transfer performance of TCP which is the most widely used protocol in Internet. 

The proposed A2DRC scheme dynamically adapts the level of HARQ protection 
used on the radio link based on the value of the TCP congestion window computed at 
the receiver node. 

The core idea is to provide higher protection on the radio link (and more retrans-
mission attempts) when congestion window is small and lower protection for high 
window values. Indeed, when congestion window is small, any link error will trigger 
window reduction to its half – unnecessarily reducing the throughput of the TCP flow. 
In the opposite case, the impact of link errors becomes less significant, since the win-
dow will be possibly reduced due to congestion-related losses. 

Fig. 3 presents congestion window evolution in TCP New Reno and the correspond-
ing proposed variation of the packet importance metric. Specifically, the proposed 
approach assigns the highest importance (“High Imp”) to TCP segments produced 
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Fig. 3. Variation of HARQ strength used for TCP packet transmission based on the congestion 
window parameter estimated at the receiver 

right after each window reduction and decreases it down to the “Low Imp” threshold 
following linear or any other monotonically decreasing function. 

Summarizing, A2DRC provides higher protection for low congestion window val-
ues or flow sending rates. This reduces the probability of packet losses due to link 
errors on the wireless channel, which is a well-known reason for TCP performance 
degradation [7]. 

3   Performance Evaluation 

The proposed scheme is evaluated in the context of an UMTS/HSDPA cellular net-
work. Network Simulator 2 (NS-2) [13] with the additional Enhanced UMTS Radio 
Access Network Extensions (EURANE) module [14] was used for the experiments. 
Figure 4 illustrates the reference scenario and the main parameters employed in the 
experiments.  

 

Fig. 4. Simulation scenario used for ns-2 experiments 

In video transfer scenario, the FH is a video server which transmits video streams 
to the video receiver located at UE. Results are presented for the “Foreman” video 
sequence, using MPEG-4 (open-source ffmpeg [15]) video coding. The video format 
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is Quarter Common Intermediate Format (QCIF, 176 * 144). The GOP structure is 
IBBPBBPBBPBBPB. The “Foreman” video trace is composed of 300 frames (10 I-
frames, 102 P-frames and 188 B frames). An integrated environment methodology 
proposed and developed within the framework of EvalVid [11] was for experiments, 
enhanced as in [17] for including NS-2. 

The crucial portion of the multimedia stream is retransmitted by A2DRC with a 
higher HARQ strength, i.e. packets belonging to an I-frame are retransmitted with 
HARQ Strength = 8, while packets belonging to B-frames are retransmitted with a 
HARQ strength = 2. P-frames are retransmitted with a variable HARQ strength rang-
ing from 8 to 3 depending on the position of the frame in the GOP. Default value of 
HARQ strength is set to 4 for all packets in the legacy scenario (i.e. without A2DRC). 
Achieved results are illustrated in Fig.5, where A2DRC increases the range of packet 
error tolerance to 10-2-10-1. 
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Fig. 5. Quality of “Foreman” video clip for different error rates 

VoIP Transfer Performance. Experiments on VoIP flows are performed using the 
simulation model presented in [10]. Initially, equal HARQ strength equal to 3 is asso-
ciated to all transmitted speech frames. However, in case the receiver detects frame 
losses after out-of-order frame reception, it increases HARQ strength linearly for the 
subsequent packets of the stream (with HARQ strength max equal to 8) in order to 
avoid bulk frame losses. Once no loss is detected, A2DRC decreases the HARQ 
strength to the initial value.  

Achieved results (Fig. 6) demonstrate that A2DRC is able to provide a relevant im-
provement in terms of MOS both for G.711 and GSM AMR speech flows. In average, 
application of A2DRC scheme enables the codec to deliver the same speech quality 
for error rate of 5% higher if compared with the case when A2DRC is not enabled. 

In File Transfer Performance scenario, FTP/TCP flow sent by FH is received by 
the UE. For the entire duration of the flow the receiver maintains up-to-date value of 
the congestion window (cwnd) computed by counting the number of packets received 
for the last RTT. Whenever the loss detection signal (three duplicate acknowledge-
ments) is sent to the sender packet importance is increased according the function 
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Fig. 6. G.711 and GSM AMR Voice MOS against Packet Error Rate 
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Fig. 7. Average TCP Throughput as a function of Packet Error Rate on the wireless channel 

presented in Section 2 causing higher strength of HARQ process and, as a result, 
producing higher resistance to the link errors. Figure 7 presents TCP throughput 
achieved by the flows for different PERs of the wireless link. As expected, higher 
protection against the link errors for low congestion values of the congestion window 
brings evident performance improvement and underlines advantages of dynamic error 
protection techniques based on application awareness introduced by A2DRC. 

4   Conclusions 

In order to enable dynamic control on the level of per-packet HARQ protection, the 
paper proposed a cross-layer solution between application/transport layers on a  
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mobile terminal and link layer at the base station. Protection level is dynamically set 
on a per-packet basis and depends on the importance of different packets as well as 
on the reception history of the flow. Experimental results show that our scheme im-
proves audio and video flows as well as TCP-based data transfers. 
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Abstract. Congestion avoidance control refers to controlling the load of the 
network by restricting the admission of new user’s sessions and resolving the 
unwanted overload situations. Admission control and Load control constitute 
key mechanisms regarding Radio Resource Management. As the wireless world 
is moving towards heterogeneous wireless networks, these types of control are 
facing more challenges, since efficiency and fairness are required. Game theory 
provides an appropriate framework for formulating fair and efficient congestion 
avoidance control problems. In this paper we formulate a non-cooperative game 
between service providers and customers. On the one hand, the service provid-
ers wish to maximize their revenue, but on the other hand, the users wish to 
maximize the quality of service received, keeping at the same time the expenses 
as low as possible. Therefore a balance has to be established among these con-
tradictory demands. Our effort also concentrates in the proper modeling of the 
user’s level of satisfaction, so as to provide a logical decision-taking frame-
work. The proposed scheme is then tested using the ns2 simulator. Results show 
that both parties can benefit from this mechanism. 

Keywords: Congestion Avoidance, Admission Control, Load Control, Quality 
of Service, Game theory, Payoff, Non-cooperative games, Nash Equilibrium. 

1   Introduction 

Wireless networks have limited radio resources and should be managed very carefully 
so that they operate under normal conditions, thus assuring that the users will receive 
the requested Quality of Service (QoS) for their requested applications/services. To 
retain its customer base, the service provider must make sure that customers are satis-
fied with the level of QoS they receive, taking into account the premium they pay. 
The level of customer satisfaction received can be represented by utility-based func-
tions, due to the fact that each customer spends his/her disposable income in the way 
that yields him/her the greatest amount of satisfaction. This leads to the maximization 
of the utility functions [1]-[5]. Because of the limited radio resources, there have been 
defined Radio Resource strategies in order not only to assure the QoS guarantees to 
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the users, but also to assure that the users won’t violate these agreements from their 
side. When, for example, there are too many users admitted and they don’t receive the 
agreed QoS, the network is overloaded. This state of the network constitutes the con-
gestion situation. Congestion situations are very harmful for the network because they 
cause many problems, such as increased interference, loss of packets, low bandwidth 
availability and from the user’s point of view it causes decreased QoS reception, 
which leads to the user’s disappointment. 

The Congestion Avoidance Control mechanism [2] consists of Admission control 
(AC) and Load Control (LC). Admission Control is one of the key Radio Resource 
Management (RRM) mechanisms that ensure the proper operation of a network, by 
admitting or rejecting new user requests based on criteria such as the load of the net-
work. In general, the Admission Control mechanism ensures that the admittance, of a 
new flow into a resource-constrained network, does not violate the QoS commitments 
already made by the network to the admitted flows. Load Control is also one of the 
key RRM mechanisms that serve for the effective performance of a wireless network 
by keeping the load of the network at normal boundaries. It performs traffic balancing 
between nodes or cells of the same mode preventing congestion situations. Reactive 
load control is employed to encounter overload situations of the network, when the 
users’ QoS is at high risk. In these cases, the load control performs several actions to 
decrease the amount of traffic in the congested cell. These unwanted congested states 
my be prevented by the load control mechanism that monitors continuously the system.  

On the other hand, Game theory is a mathematical tool developed to understand 
competitive situations in which rational decision makers interact to achieve their ob-
jectives. Game theory techniques have recently been applied to various engineering 
design problems in which the action of one component impacts (and perhaps conflicts 
with) that of any other component. In [6] the authors review popular game theory 
techniques, with regard to, the wireless networks’ resource management problem and 
propose a game theoretic framework for optimizing bandwidth allocation and admis-
sion control issues in wireless networks. Existing game theory-based approaches to 
wireless networks’ resource management consider that the game is played either 
among users, competing for network resources, or among networks, which try to 
maximize their efficiency by serving the largest possible number of available service 
requests. A different approach is adopted in [7],[8], where the AC problem is formu-
lated as a non cooperative, non zero-sum game between the service provider and the 
customers, so as to increase the provider’s revenue and offer differentiated QoS to the 
users. The authors of [7] also provide the required framework for n-player games. 
Finally, in [4], [9], the network selection problem is modeled by defining a game 
between the access networks involved in 4G converged environments. Decisive factor 
for the admission of service requests in all afore-mentioned works is the maximiza-
tion of the payoff. The utility of the players is taken  as the combination of strategies 
chosen in the game [10]. In this paper we intend to expand the methodology presented 
in [8], in order to include the efficient load control and guaranteed congestion avoid-
ance mechanisms. The proposed scheme is then tested through extended simulations.  

The paper is organized as follows. Section 1 is the introduction to the problem that 
we are dealing with. Sections 2 and 3 model the AC and LC games respectively. Sec-
tion 4 shows the results deriving from simulations conducted on ns2. Finally, Section 
5 summarizes the work. 
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2   The Admission Control Game 

In this section we analyze the competitive customer vs. provider scenario as a non-
cooperative two-player game. In the proposed scheme we consider that each customer 
has a contract with a specific service provider, thus him being the default network 
choice (“home” provider); nevertheless, in case of insufficient resources, the customer 
is free to pursue higher QoS at another provider, given that there is some kind of fed-
eration agreement between the visited and the home provider as in the roaming sce-
nario (possibly under a small monetary penalty). Suppose that there are N users and M 
service providers, which means that each user at any time can choose any provider, 
giving a total of MN possible states. Also, let ( )in t be the number of users subscribed 

to provider i at time t, 1 ≤ i ≤ M. Furthermore, we assume that the user is not allowed 

to be subscribed simultaneously to multiple providers, meaning
1

( )
M

ii
n t N

=
=∑ . Each 

user-provider combination is considered as a two-player game Gj, 1 ≤ j≤ M.  
Admission control takes place each time a new session request is received and de-

cides whether it should be allocated resources or be rejected due to lack of resources. 
The decision is based on measurements extracted from on-going sessions of the same 
service type. Therefore, each time a new request is made, an instance of the game is 
played, as depicted in Figure 1. We assume that the service provider has two choices: 
either admit (S1) or reject (S2) the request. The customer also possesses two strategies: 
either leave (C1) or stay (C2) with the service provider, leaving us with four possible 
strategy combinations. The payoffs of the two players are expressed by the matrices A 
= [aij]2x2 and B = [bij]2x2. Table 1 presents schematically the relationships between 
payoffs and player strategies. 

Table 1. Relationships between payoffs and player strategies 

 Customer Leaves (C1) Customer Stays (C2) 
Provider Admits (S1) a11, b11 a12, b12 
Provider Rejects (S2) a21, b21 a22, b22 

 
Assume that a customer requests a session admission. We define his payoff matrix  
B = [bij]2x2 as follows: 

1 211 12

1 221 22

c

o c o

w R w L Rb b
B

w R w L Rb b

−⎛ ⎞⎛ ⎞
= = ⎜ ⎟⎜ ⎟ −⎝ ⎠ ⎝ ⎠

 (1)

Let us explain these payoff values.  

• The term b21 denotes the case in which the user decides to leave, while the pro-
vider chooses not to admit access (strategy S2C1). In this case the user has a certain 
revenue Ro and is obliged to pay a penalty Lc for early termination, given that he has a 
contract with the service provider. Both these terms are multiplied by weights (w1 and 
w2 respectively), which reflect the user’s preference to save money and satisfaction 
respectively. The values of these weights may be specified through the user profile 
and indicate whether the user is risk neutral, risk seeking or risk adverse. 
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• Similarly, b22 describes the state where the service provider denies admission but 
the user chooses to stay, therefore having only the Ro revenue. Note that Ro is not 
calculated similarly to R, since no service is in progress. Its value may be fixed. 
• The term b12 is defined as the user’s revenue, in case he chooses to stay and he is 
granted admission. 
• Finally, b11 is simply defined as the revenue minus the penalty, both multiplied 
by the weights w1 and w2 respectively.  

The user’s revenue expresses in monetary value the quality of service offered to 
him, taking into account the cost, and is modeled as  

( )% custR QoS q C= ⋅ −  (2)

where q is a constant factor mapping the QoS(%) value to monetary value (specified 
by the provider), Ccust is the cost of the service from the customer’s point of view and 
QoS(%)  is given by (3). This difference between the monetary value of the QoS of-
fered to the user and the actual price charged is known in microeconomic terms as the 
Consumer Surplus.  

4

1

(%) %i i
i

QoS w Parameter
=

= ⋅∑  (3)

QoS(%) expresses a percentage of user satisfaction, taking into considetation the 
normalized mean values of QoS parameters such as Delay, Jitter, Throughput and 
Packet Loss. The weights wi, 1< i < 4, vary with respect to the service and can be 
calculated based on the network’s performance, as explained in [11][12]. The reason 
for this choice is because user satisfaction is subjective and therefore difficult to char-
acterize mathematically. As a result, for the purposes of this work, we will use (3) to 
estimate the level of each customer’s satisfaction or dissatisfaction, taking into ac-
count, four QoS parameters instead of only Call Blocking Probability, as in [7]. We 
consider this approach more concrete since it reflects the network’s current status and 
is not dependent on constant variables, whose optimal values need to be specified. 

Whenever the AC Game is performed, statistics are extracted from the data sent or 
received during a specified time interval. The duration of this interval is referred to as 
a “window”. Therefore, the QoS assigned to a session or service will indicate only the 
most recent state information. Note that in case of requests during the first window, 
the AC Game is not performed since the window is not yet completed, meaning that 
these requests will always be granted admission. Now we define the provider’s payoff 
matrix A = [aij]2x2 as: 

11 12

21 22

t c t

t c t

R L C F L R C Fa a
A

R L L Ra a

+ + − − + −⎛ ⎞⎛ ⎞
= = ⎜ ⎟⎜ ⎟ + −⎝ ⎠ ⎝ ⎠

 (4)

Let us explain these payoff values as well.  

• The term a22 represents the total revenue of the provider, deriving from all on-
going sessions. In other words, it shows what the provider is gaining in strategy S2C2.  
• Similarly, the term a21 shows the provider’s gain if the customer chooses  
to leave, therefore we need to subtract the loss L from the total revenue and add the 
penalty Lc.  
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             Fig. 1. Admission Control (AC) Game                          Fig. 2. Load Control (LC) Game 

• The term a12 denotes the provider’s payoff in strategy S1C2. This seems to yield 
the highest payoff for the provider. However, in a fully loaded system admitting a new 
customer may reduce the resources offered to on-going sessions (which means QoS 
degradation), thus causing other customers to leave and consequently leading to reve-
nue loss. This degradation can be specified through real-time monitoring in simula-
tions. Therefore, the total revenue equals the revenue gained from on-going sessions C 
plus the expected revenue from the new session minus the potential loss due to the 
dissatisfaction of other customers. The latter is expressed by the term F, in which its 
calculation will be discussed later. 
• In a similar way, the term a11 shows the provider’s revenue in case the customer 
chooses to leave. The term L corresponds to the revenue loss, while Lc corresponds to 
the penalty the customer has to pay for leaving. 

Assuming the fact that the more the user is satisfied, the less likely he is going to 
leave and since QoS(%) expresses the user’s satisfaction, we can estimate the prob-
ability that one customer leaves his current provider through the following equation  

( )( )1 % /100leavep QoS= −  (5)

This allows us to express F in monetary value as the sum of all possible losses from 
all current customers, as 

( )

_
1

n t

leave i i
i

F p L
=

=∑  (6)
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where
_leave ip is the probability that customer i chooses to leave and Li is the corre-

sponding revenue loss of  the network provider. 
As far as the solution of the game is concerned, two cases are distinguished. As-

suming the case where the system is not full, the user request will be accepted and the 
probability that a customer leaves _leave ip  is near to 0. In this case, there is a Nash 

equilibrium at strategy pair S1C2, that means the service provider accepts the request 
while the user remains with the provider. Assuming now the case where the system is 
loaded to a certain extent or even overloaded, the user request may be not accepted 
and the probability that a customer leaves _leave ip  is non zero. Even in this case, there 

is also a pure strategy Nash equilibrium at the pair SiCj, which depends on the relation 
between some terms in the payoffs. The new request is accepted if the revenue C gen-
erated from admitting the request is greater than the possible revenue loss F is the user 
leaves. Otherwise, the provider is better to reject the request. Based on these two 
proofs, a pure strategy Nash equilibrium is guaranteed and a solution to the admission 
control game is available at any point.  
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3   The Load Control Game 

The Load Control (LC) Game is played similarly to the AC Game. The main differ-
ence is that the LC Game is played periodically while the sessions are running. 
Through this process we intend to terminate sessions that greedily consume the sys-
tem’s resources, causing this way degradation to the QoS offered to the rest of the 
customers and thus reducing the provider’s total revenue.  Moreover, unsatisfied cus-
tomers are granted the opportunity to seek more efficient networks, based on their 
preferences. Risk adverse customers for example will tolerate low levels of QoS and 
prefer to stay with the same provider in order to minimize the total cost. 

Two types of LC Games are distinguished: the Local LC Game and the Global LC 
Game. Figure 2 shows the Load Control process. As mentioned before, the LC proc-
ess is repeated periodically, independently from the AC process. We refer to the time 
interval between two successive rounds as a “window”, since the LC Game will con-
sider only the data received or sent during the last window. Therefore, the QoS as-
signed to a session or service will indicate only the most recent condition, enabling 
the LC scheme to react quickly in case of QoS degradation. In the beginning of every 
load control round, the QoS level for each session is extracted; then the average QoS 
level is specified for each service type. The QoS threshold is the lowest level of QoS 
that can be tolerated.  

If the QoS of at least one service type is found below the acceptance threshold, 
then the Global LC Game is triggered, during which LC Games are played between 
the provider and all running sessions. This game may result in either disappointed 
customers leaving the provider or the provider terminating unprofitable customers. If 
either one decides that a connection should be terminated, then the session ends and 
the customer is prompted to another service provider. Penalty is submitted only if the 
customer chooses to leave willingly. On the other hand, if the Global LC Game is not 
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triggered and at least one session presents a QoS below the acceptance threshold, then 
the Local LC Game is triggered. In this case, an LC Game is played between the 
provider and each session that triggered the game, leaving the other sessions unaf-
fected. This type of game may also result in some sessions being terminated. 

4   Simulation Results 

The proposed scheme was tested on the ns2 platform, using both CBR and TCP traf-
fic. More specifically, we consider the voice service as a CBR/UDP service, defined 
by the G.711 codec, setting packets of 120 bytes and interval equal to 15 ms.  
Secondly, we consider the FTP/TCP service with packets of 512 bytes. Whenever a 
game is called, the trace files produced by ns2 are processed with the help of an awk 
script and the mean values for QoS parameters are extracted.  

For the purposes of this study we have adopted the parameter values shown in Ta-
ble 2. Parameters Ccust, Lc, c, L and Ro express monetary value (for example euros or 
American dollars), referring to the total duration of a session. These values may be 
derived from the provider’s statistics. On the other hand, q refers only to the duration 
of a single time window and its value should be specified properly. In other words, q 
indicates the monetary value of a session with 100% QoS for a time equal to the dura-
tion of a window. Note that based on the selected values for Ccust, Lc and q, the 
QoS(%) threshold is specified as 40% for the voice service and 70% for the FTP ser-
vice. The QoS percentage is estimated through the normalization of current parameter 
values in the interval specified by a minimum and maximum value, indicating the 
system’s worst and optimal performance respectively, as shown in Table 3. This 
should be taken into account during the explanation of results, since different nor-
malization intervals differentiate the same QoS percentage in each service. 

Furthermore, in the frame of ensuring the best possible QoS for CBR connections, 
a new FTP request is allowed to play the AC game only if the mean QoS for all ongo-
ing voice sessions is over 60%. The service mix was set to 2:1, while the simulation 
duration was set to 120 seconds. This time has been proven to be enough for the sys-
tem to be congested at least once. Also note that, for simplicity reasons, the values of 
weights w1 and w2 were considered the same for all requests. In reality, those values 
should be different for each user in order to reflect his actual preferences. 

Table 2. Simulation parameters 

Q Lc Ccust C L R0 W1 W2 window 
0.03 0.3 1.32 for Voice

 2.4 for FTP 
3 1 0.1 0.6 0.4 10 sec 

Table 3. Normalization values 

 Voice FTP 
 Min Max w Min Max w 

Delay(ms) 10 60 0.4 10 50 0.2 
Jitter(ms) 0 10 0.4 0 20 0.1 

Thr/put(kbps) 10 65 0.1 10 100 0.7 
P. Loss (%) 0 1 0.1 0 1 0.0 
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Fig. 3. Impact of AC and LC Games to QoS(%) a) Voice b) FTP 

In order to monitor the improvement to offered QoS, we have implemented three 
tests. Firstly, we do apply neither AC nor LC mechanisms, meaning that all requests 
are accepted and no sessions are interrupted. Secondly we apply only the AC scheme 
and finally we apply both AC and LC schemes. In all cases, QoS is recorded for both 
service types at the end of each time window. Simulation results are depicted in 
Figure 3, where it can be seen that the third test provided the most satisfactory re-
sults. As expected, the absence of all kinds of congestion avoidance mechanisms 
resulted in major congestion, leaving the system unable to serve all sessions and thus 
resulting in unacceptable QoS levels. It can be easily observed that approximately 
after 40 seconds the system is congested. During the following time window, incom-
ing requests are rejected, while load control terminates certain sessions as well. The 
system then recovers until a minor congestion takes place, approximately at t=100 
seconds.  

The main goal of this paper is to provide a scheme that maximizes not only the 
QoS offered to customers, but also the provider’s gain. So far we have proven that the 
first part of this goal is indeed achieved. Therefore it is essential to examine whether 
the proposed scheme is actually in the provider’s best interest as well. It is assumed 
that the provider’s billing scheme takes into account the QoS percentage offered to 
customers, meaning that the customer pays an amount proportional to the level of 
QoS he receives. In this way, the provider has interest in optimizing the balance be-
tween the number of handled requests and QoS offered, instead of only maximizing 
the number of accepted requests. In conclusion, the total revenue deriving from all on-
going sessions during a time window is shown by (8)  

( )( )
_

cos
0 0

R % /100
i

i

i

ki service num

total k t
i k

QoS w
=

= =

= ⋅∑ ∑  (8) 

where service_num indicates the number of service types, k the number of on-going 
sessions for the specific service type and wcost  the per window cost of a 100% QoS 
served session. In other words, wcost constitutes the maximum amount of money the 
customer may pay during a single time window. As the QoS received decreases, so 
does the amount of money the customer is obliged to pay. Figure 4 shows the total 
revenue that derives from the three tests described in the previous section. Similarly 
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Fig. 4. Total Revenue for the provider 

to QoS, the combination of AC and LC indeed offers the best revenue to the provider, 
thus this mechanism protects the interests of both parties. 

The choice of window duration is considered of high importance, since an ex-
tremely high value may not allow the system to react quickly in case of congestion, 
while an extremely low value may add significant computational load and thus reduce 
the system’s performance. When the window is set to a high duration, the system’s 
reaction to the congestion is delayed, which lowers the quality of voice sessions. This 
occurs due to the fact that the system is unable to instantly detect congestions; there-
fore more requests are admitted in comparison with a smaller window. On the other 
hand, when the time window is set to a small duration, the system becomes extremely 
“strict” and results in rejecting voice requests which after a few seconds could be 
appropriately served. The window size should be chosen according to the expected 
average number of on-going sessions, since an increasing number of sessions also 
increases complexity and the algorithm becomes more time-consuming. Ideally, the 
window size should be given an initial value and dynamically adapt based on the 
system’s status. 

5   Conclusions 

In this paper a methodology for integrating game theory in congestion avoidance 
mechanisms has been presented. The problem is seen as follows: the goal of service 
providers is to maximize their revenue without congesting their networks, though the 
goal of the customers is to get the maximum QoS with the minimum paying. So a 
congestion avoidance mechanism should take into account these factors in its deci-
sions in order to maximize the satisfaction of both groups and simultaneously not 
congest the wireless networks. In this paper, the previously described problem has 
been modelled as a non-cooperative game between service providers and customers. 
Emphasis has also been given, on how we perceive and estimate the user’s satisfac-
tion based on network measurements. This approach provides a more subjective 
framework for the estimation of QoS as it is perceived by the end user. Finally, the 
simulations of the proposed scheme are presented and some useful conclusions are 
drawn.  
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Abstract. In a heterogeneous wireless network environment services are ubi-
quitously delivered over multiple wireless access technologies. Ranking of the 
alternatives and selection of the most efficient and suitable access network to 
meet the QoS requirements of a specific service, as these are defined by the us-
er, constitutes thus an important issue. Decisions on which network to connect 
to are however difficult to be reached, since multiple factors of different relative 
importance have to be taken into consideration. This paper addresses this diffi-
culty by adopting Multi Attribute Decision Making (MADM) methods. Fuzzy 
AHP, a MADM method, is initially applied to determine the weights of certain 
Quality of Service indicators that act as the criteria impacting the decision 
process. The fuzzy extension of the method, and consequently the use of fuzzy 
numbers, is adopted in order to incorporate the existence of fuzziness as a result 
of subjective evaluations. Afterwards, ELECTRE, a ranking MADM method, is 
applied to rank the alternatives, in this case wireless networks, based on their 
overall performance. 

Keywords: Wireless Networks, Fuzzy Logic, Fuzzy Triangular Numbers, Multi 
Attribute Decision Making, Analytic Hierarchy Process, ELECTRE. 

1   Introduction 

The heterogeneous wireless networks integrate different access networks, such as IEEE 
802.15 WPAN, IEEE 802.11 WLAN, IEEE 802.16 WMAN, GPRS/ EDGE, 
cdma2000, WCDMA and satellite network, etc. The proliferation of wireless access 
technologies, along with the evolution of the end-user terminals (smart phones, PDAs, 
etc. . .) are leading fast towards a ubiquitous, pervasive and rich connectivity offer, 
such that the end users won’t just be always connected, but also always covered by 
multiple access networks / technologies. Selection of the most efficient and suitable 
access network to meet a specific application’s QoS requirements has thus recently 
become a significant topic, the actual focus of which is maximizing the QoS expe-
rienced by the user. The end-users can potentially take wise decisions on which access 
network to connect to on the basis of several merit functions including the current load 
of the network and the cost-for-connectivity. However, since multiple factors have to 
be taken into account, it is no longer easy to rank the candidate networks according to 



64 D.E. Charilas et al. 

preference on a single criterion. In such cases, multiple criteria have to be combined 
and scaled in a meaningful way. In addition, various criteria in the decision process 
may oppose to each other, e.g., a desirable increase in QoS may require an undesirable 
increase of price. Thus, trade-offs are sometimes required. 

Current approaches for network selection may involve either Fuzzy Logic-based 
schemes or Multi Attribute Decision Making (MADM) methods. In the first one, a 
group of fuzzy logic rules in the form of linguistic IF-THEN expressions have to be 
defined to model network selection [1] [2]. However, such rules have to be confi-
gured by the user manually prior to selection and their complexity becomes over-
whelming high as the number of attributes increases. Thus, the scalability of the 
fuzzy logic-based schemes is extremely low, which limits their usage in wireless 
networks selection. 

MADM on the other hand involves the selection of a series of criteria that impact 
the decision process and the comparison of the alternatives taking into account the 
relative importance of these criteria. More specifically, a weight is assigned to each 
criterion to reflect its importance in the final decision and then alternatives are eva-
luated based on their overall performance. MADM provides a solid framework for 
network selection, since the latter constitutes a multi-criteria problem. Several re-
searchers have considered the use of MADM algorithms to rank candidate networks 
in a preference order [3]. Numerous types of MADM algorithms exist [4]. Several of 
them may be suitable for solving a decision problem so that the decision maker may 
encounter the task of selecting amongst a number of feasible methods the most appro-
priate one. Common QoS parameters, such as Delay, Jitter, Packet Loss, Throughput 
etc can be used as criteria in such schemes. Furthermore, additional criteria may in-
volve Availability, Reputation, Access Delay, Cost etc. MADM requires also an ini-
tial indication on each parameter’s relative importance with regard to other parame-
ters. As far as network selection is concerned, such an indication may be acquired 
from questionnaires or measurements [5] [6]. Criteria such as user satisfaction or cost 
are rather subjective and it is preferable that they are expressed in linguistic terms that 
correspond to fuzzy numbers.  Wenhui Zhang in [7] addresses the issue of imprecise 
criteria, whose values cannot be easily obtained.  

D. Charilas et al. in [5] [6], as well as Abbas Jamalipour et al. in [8] [9], demon-
strate an example of how network selection can be modeled using two MADM me-
thods, AHP and GRA. Farooq Bari and Victor Leung demonstrate in [10] how net-
work selection can be approached using another MADM method, called ELECTRE. 
This method performs pair-wise comparisons among the alternatives for each one of 
the criteria separately to establish outranking relationships between them. 

In this paper network selection is modeled using two MADM methods: Fuzzy AHP 
(FAHP), which is an extended version of AHP to support fuzzy numbers, and ELEC-
TRE. The relative importance of selection criteria is modeled as a fuzzy number since 
objective judgment cannot be guaranteed. Using vague comparisons, FAHP is applied 
to provide a fuzzy weight for each criterion involved in the selection process. 
Through the process of defuzzification crisp weights are finally obtained, and are used 
as input data for ELECTRE. The latter provides a ranking of all alternatives. 

The paper is structured as follows. Section 1 is an introduction to the problem ad-
dressed. Section 2 provides an insight to fuzzy numbers, while Section 3 presents the 
MADM methods, FAHP and ELECTRE, to be used in the following analysis. In 
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section 4 a numerical example is provided, to illustrate the proposed scheme. Finally, 
Section 5 concludes the work. 

2   Fuzzy Numbers 

The fuzzy sets theory, introduced by Zadeh (1965) to deal with vague, imprecise and 
uncertain problems, has been used as a modeling tool for complex systems that can be 
controlled by humans but are hard to define precisely. The main characteristic of fuz-
ziness is the grouping of individuals into classes that do not have sharply defined 
boundaries. An uncertain comparison can be represented by a fuzzy number. A fuzzy 
set is one that assigns grades of membership between 0 and 1 to objects using a par-
ticular membership function μA(x).  A triangular fuzzy number is a special type of 
fuzzy number whose membership is defined by three real numbers, expressed as       
(l, m, u), where l is the lower limit value, m is the most promising value and u is the 
upper limit value. Particularly, when l = m = u, fuzzy numbers become crisp numbers. 
The triangular fuzzy numbers are represented as shown in Figure 1. 

 

Fig. 1. Triangular Fuzzy Number 

3   Multi-attribute Decision Making Methods 

3.1   Analytic Hierarchy Process (AHP) 

The Analytic Hierarchy Process (AHP) is one of the extensively used multi-attribute 
decision-making methods. Since 1977 that Saaty [11] proposed AHP as a decision aid 
to help solve unstructured problems in economics, social and management sciences, 
the method has been applied in a variety of contexts, including telecommunications 
[12]. One of the main advantages of this method is the relative ease with which it 
handles multiple criteria. In addition to this, AHP is easy to understand and it can 
effectively handle both qualitative and quantitative data. Finally, the use of AHP does 
not involve complex mathematics.  

The AHP decision problem is structured hierarchically at different levels, each lev-
el consisting of a finite number of decision elements. The top level of the hierarchy 
represents the overall goal, while the lowest level is composed of all possible alterna-
tives. One or more intermediate levels embody the decision criteria and sub-criteria. 
The relative importance of the decision elements (weights of criteria and scores of 
alternatives) is assessed indirectly through a series of comparative judgments during 
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the second step of the decision process. The decision-maker is required to provide 
his/her preferences by comparing all criteria, sub-criteria and alternatives with respect 
to upper level decision elements. The standard preference scale used for AHP ranges 
from 1 that indicates “equal importance” to 9 representing “extreme importance”; 
however sometimes different evaluation scales can be used, such as 1 to 5. The values 
of the weights and scores are elicited from these comparisons and represented in a 
decision table.  

3.2   Fuzzy AHP 

In spite of its popularity the conventional AHP method is often criticized for its ina-
bility to adequately handle the inherent uncertainty and imprecision associated with 
the mapping of the decision-maker’s perception to exact numbers, i.e. for the fact that 
it does not reflect human thinking. A natural way to cope with uncertainty in judg-
ments is to express the comparison ratios as fuzzy sets or fuzzy numbers, which re-
flect the vagueness of human thinking. In this frame, a vague evaluative judgment 
resulting from the comparison of any two elements at the same level of the decision 
hierarchy can be represented by a fuzzy number. Therefore, fuzzy AHP (FAHP), a 
fuzzy extension of AHP, has been developed to solve hierarchical fuzzy problems 
[13]. In the fuzzy-AHP procedure, the pair wise comparisons in the judgment matrix 
are fuzzy numbers that are modified according to the designer’s focus. Based on a set 
of standardized answers (linguistic variables) provided through appropriate question 
forms, the corresponding triangular fuzzy values are defined and the pair wise com-

parisons matrix 
~
A  is constructed as 
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~

ija denotes a triangular fuzzy number depicting the relative strength of two 

elements. Note that the decision matrix is symmetric, meaning that  
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Final weights of alternatives can be acquired from different methods that have been 
proposed in the literature. One of the most popular is the Fuzzy Extent Analysis, pro-
posed by Chang (1996) [14]. The value of fuzzy synthetic extent with respect to the ith 
object is defined with the help of fuzzy arithmetic operations as: 
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The fuzzy addition operation of n extent analysis values as well as the inverse of the 
vector are given by equations (2) and (3) respectively. 
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The possibility of 1

~
S ≥ 2

~
S  is defined as 
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and y being the values on the axis of the membership function of each criterion. This 
expression can be equivalently written as: 
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To compare 1

~
S and 2

~
S , both the values of V ( 1

~
S ≥ 2

~
S ) and V ( 2

~
S ≥ 1

~
S ) are needed. 

The possibility for a convex fuzzy number to be greater than k convex fuzzy numbers 
~

iS (i = 1,2,...,k) is defined by: 
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Assuming that 
~ ~

' min ( )i kid V S S= ≥ , the weight vector is given by ( )1 2
' ' ' ', , ...,

T

nW d d d=  

Via normalization, the normalized (non-fuzzy) weight vector is 

( )1 2, ,...,
T

nW d d d=  (6)

3.3   ELECTRE 

In this section we present ELECTRE, another type of MADM algorithm, which per-
forms pair wise comparisons among the alternatives, in order to establish outranking 
relationships between them. The method was first developed by Bernard Roy and its 
acronym stands for ELimination Et Choix Traduisant la REalité (ELimination and 
Choice Expressing REality). The problem of network selection can be modeled 
through the use of ELECTRE as P = (A, C, w), where 
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•  1, … ,  denotes the set of alternatives, in this case candidate networks 
• 1, … ,  denotes the set of criteria impacting the decision process of 

network selection,  
• 1, … ,  denotes the set of weights assigned to the selected criteria de-

pending on the information about the specific service requested or the user 
QoS profile, so that ∑ 1.  

Based on the scores achieved for each one of the selected criteria (attributes), the  
candidate network can be represented by a vector as follows: 

      
 

For N alternative networks to be considered in the selection process, a matrix NW is 
formulated as follows:  

 

 

 
At this point attention must be drawn to the fact that the utility associated with each 
alternative is a monotonically decreasing function of Delay, Jitter, BER and Cost and 
a monotonically increasing function of Throughput. However, since ELECTRE pre-
supposes a monotonically increasing or decreasing level of importance for all criteria 
considered, the modification of the method presented in [10] is adopted here as well 
in order to provide a complete ranking of all the alternatives. The main idea of this 
modification lies in the concept of a reference network, which is considered as an 
access network that demonstrates the desired performance with regard to all criteria 
in question as this is perceived by the user. The reference access network is 
represented as       
 
and is used to calculate the absolute difference between the value of each one of the 
attributes of matrix  and the corresponding reference attribute value, allowing to 
assume that all criteria have a monotonically decreasing utility: the larger the attribute 
value, the farther it is from the desired or reference value. The application of ELEC-
TRE also presupposes that the values assigned to all criteria are measured on a com-
mon scale. In order thus to remove the impact of the use of diverse measurement 
units, each one of the adjusted attribute values in row  of a specific column  is nor-
malized using the equation: 

, … , ,… , … ,  

 

where , ,  and … , , … ,  indicate respec-
tively the maximum and minimum measurement achieved for the specific criterion. 
The normalized matrix is represented as follows: 
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The next step involves the utilization of the relative importance of each one of the 
criteria impacting network selection, which has to be taken into consideration before 
performing pair-wise comparisons among the alternatives. The impact of the relative 
weights is integrated in the decision process through the calculation of a new matrix 

 as follows: 

 

 
The main part of ELECTRE lies in the construction of the concordance and discor-
dance matrices, which provide measurements of satisfaction and dissatisfaction of the 
decision maker when one alternative is compared to another. The values of the afore-
mentioned matrices are calculated using concordance and discordance sets, where a 
concordance set constitutes a list of the attributes, for which network X is superior to 
network Y and a discordance set is its complementary set, comprising of the list of 
attributes for which network X is worse than the compared alternative Y. More spe-
cifically, the elements of the concordance and discordance matrices are calculated by 
equations (7) and (8) respectively.  
  ∑    ,     : ,    ,                             (7) 

The concordance and discordance matrices are finally represented as 
  ∑ , ,  ∑ , , ,     : ,   ,       (8) 

 ………  ………  

 
Elements of the diagonal in both matrices are not defined. The application of the 

method proceeds with the calculation of the net concordance and discordance index-
es, where the net concordance index constitutes a measure of relative dominance of 
an alternative i over other alternatives when compared with a measure of dominance 
of other alternatives over the alternative i and a net discordance index provides a 
measure of relative weakness of alternative i over other alternatives when compared 
with a measure of weakness of other alternatives over alternative i. The net concor-
dance and discordance indexes are calculated by equations (9) and (10). Alternatives 
are finally ranked based on the concordance and discordance indices as well by  
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taking the average of these two rankings. The network with the highest average rank-
ing is considered to be best alternative. ∑ ∑                                                           (9) 

∑ ∑                                                        (10) 

4   Numerical Example 

In this section we intend to demonstrate how the above methods can be used to model 
the problem of network selection. The following scenario is considered: a user wishes 
to access the Voice service in a cell, where four networks are available. All networks 
may serve the user; however, in order to optimize the QoS offered to the latter, the 
most efficient network has to be selected. The criteria to be taken into account in the 
decision process are Delay, Jitter, BER, Throughput and Cost. Of course, Delay and 
Jitter are of greater importance compared to other parameters, while Throughput 
holds minimum importance. Cost yields a variety of importance, depending on 
whether the user is characterized as risk seeking, risk neutral or risk adverse. Since 
the relative importance cannot be accurately determined, we consider the use of fuzzy 
logic as a valuable asset in our approach. Uncertainty in comparisons can be 
represented by fuzzy numbers, so that a set of possible values rather than a single 
value is acquired. The corresponding fuzzy numbers may derive from questionnaires 
or network measurements [6] [7], where the worst and best scores may form respec-
tively the lower and upper bound of fuzzy numbers.  

The first step of the network selection process is to determine the relative impor-
tance of each criterion. Since this issue escapes the scope of this work, it is assumed 
that individual criteria importance has already been obtained. Table 1 collects  
the input data. Note that the decision matrix is symmetric, meaning that 
aij=1/aji.This allows to fill in only the cells where criterion i is more important than 
criterion j. The rest of the cells are filled in by reversing the corresponding fuzzy 
numbers. Application of FAHP (section 3.2) provides the weights for each parame-
ter. From (1) we obtain Sd=(0.1551,0.2486,0.38669), Sj=(0.1674,0.2557,0.42141), 
Sb=(0.0818,0.1243,0.18757),St=(0.0756,0.1227,0.17559),Sc=(0.1658,0.2486,0.37755).
The normalized weights of Table 2 deriving from (6) can be now used in the applica-
tion of ELECTRE. 

Table 3 presents the attribute values for all alternatives, as well as the reference 
values used for normalization. Tables 4 and 5 depict the normalized and weighted 
values respectively, as described in section 3.3.

  
Afterwards, the concordance and disconcordance matrices are formed according to 

(7) and (8), as shown in Table 6. The corresponding indexes are finally calculated 
through equations (9) and (10), providing the final ranking of the networks. Table 7 
shows that both indexes point out Network 3 as the best option.   
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Table 1. Fuzzy Relative criteria importance 

   Delay  Jitter   BER  Throughput Cost  
Delay (1,1,1) (0.667,1,1.429) (1.5,2,2.4) (1.6,2,2.8) (0.8,1,1.333) 
Jitter (0.7,1,1.5) (1,1,1) (1.6,2,2.6) (1.8,2.2,3) (0.909,1,1.667) 
BER (0.417,0.5,0.667) (0.385,0.5,0.625) (1,1,1) (0.75,1,1.5) (0.385,0.5,0.556)
T/put (0.357,0.5,0.625) (0.333,0.455,0.556) (0.667,1,1.333) (1,1,1) (0.357,0.5,0.556)
Cost (0.75,1,1.25) (0.6,1,1.1) (1.8,2,2.6) (1.8,2,2.8) (1,1,1) 

Table 2. Normalized weights 

 Delay Jitter BER Throughput Cost 
Normalized weights 0.3148 0.3249 0.036302 0.009555 0.3144 

Table 3. Attribute values  

   Delay(msec) Jitter(msec) BER(· ) Throughput(kbps) Cost(units) 
Network 1 155.5 4 0.085 18.8 25 
Network 2 151.9 2.54 0.09 21.5 31 
Network 3 121.3 2.79 0.06 19.6 31 
Network 4 117.4 3.58 0.08 16.4 35 
Reference 100 1 0.01 25 22 

Table 4. Normalized values  

   Delay Jitter BER Throughput Cost 

Network 1 0 0 0.167 0.471 1 
Network 2 0.095 1 0 1 0.4 
Network 3 0.898 0.833 1 0.628 0.4 
Network 4 1 0.305 0.333 0 0 

Table 5. Normalized and weighted values 

   Delay Jitter BER Throughput Cost 
Network 1 0 0 0.001 0.004 0.314 
Network 2 0.03 0.325 0 0.01 0.126 
Network 3 0.283 0.271 0.036 0.006 0.126 
Network 4 0.315 0.099 0.012 0 0 

Table 6. Concordance and disconcordance matrices 0.351 0.314 0.3230.649 0.649 0.6490.6860.676 0.6650.351 0.315 0.685            0.649 0.756 0.5680.351 0.833 0.4510.2430.432 0.1670.549 0.91 0.089  
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Table 7. Concordance and disconcordance indexes 

   Rank C Rank D  
Network 1 4 4 
Network 2 2 2 
Network 3 1 1 
Network 4 3 3 

5   Conclusions 

This paper addressed the problem of network selection that characterizes service deli-
very over a heterogeneous mix of wireless access technologies. In this frame, applica-
tion of Fuzzy AHP and ELECTRE, i.e. two MADM algorithms, for ranking network 
alternatives was described. Since the relative importance of each criterion over anoth-
er cannot be precisely defined, fuzzy numbers were adopted in order to integrate the 
uncertainty of subjective judgment into the problem analysis. The proposed metho-
dology was finally tested through a numerical example, which pointed out how the 
most efficient alternative, in this case network, is selected. 
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Abstract. The Mobile Ad hoc Networks (MANET) is a wireless network  
deprived of any fixed central authoritative routing entity. It relies entirely  
on collaborating nodes forwarding packets from source to destination. This  
paper describes the design, implementation and performance evaluation of 
CHAMELEON, an adaptive Quality of Service (QoS) routing solution, with 
improved delay and jitter performances, enabling multimedia communication 
for MANETs in extreme emergency situations such as forest fire and terrorist 
attacks as defined in the PEACE1 project. CHAMELEON is designed to adapt 
its routing behaviour according to the size of a MANET. The reactive Ad Hoc 
on-Demand Distance Vector Routing (AODV) and proactive Optimized Link 
State Routing (OLSR) protocols are deemed appropriate for CHAMELEON 
through their performance evaluation in terms of delay and jitter for different 
MANET sizes in a building fire emergency scenario. CHAMELEON is then 
implemented in NS-2 and evaluated similarly. The paper concludes with a 
summary of findings so far and intended future work.  

Keywords: MANET, emergency communication, quality of service, wireless 
networks, NS-2, adaptive routing. 

1   Introduction 

There is a definite rise in popularity for portable wireless devices which are equipped 
for multimedia communication. This trend is likely to mould the next generation net-
work architecture as described by [1] and illustrated in fig. 1, where such highly mo-
bile wireless multimedia devices will be preponderant in society. Therefore, in such a 
context, the IP Multimedia Subsystem (IMS) as proposed by the 3rd Generation Part-
nership Project (3GPP) [2] has added importance. The IMS plans to provide facilities 
for possible high quality IP based multimedia communication in case of emergency 
scenarios. In many emergency scenarios, such as natural or manmade disasters, the 
rescuers will have difficulty using traditional legacy networks due to destruction or 
collapse of infrastructure in such events or in case of remote disaster locations, the 
non-existence of any cost effective means of communication.  

The MANET [4] is defined as a wireless network consisting of a group of at least 
two wireless mobile nodes which can either communicate directly to each other 
 

                                                           
1  PEACE is a partly funded EU project. For more info visit: http://www.ict-peace.eu/ 
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Fig. 1. Next generation network architecture illustrating the integration of MANET [3] 

through a wireless interface or communicate through the forwarding of packets 
through other mobile nodes within the same group. Hence, a node in the MANET 
should essentially collaborate as a router of packets while also having the possibility 
of acting as a sender or receiver. The mobility of the nodes is a very useful feature for 
users but result in a very dynamic topology where routing of packets can be complex.  

The nature of MANET makes it suitable to be utilised in the context of an Emer-
gency for all rescue teams. The network layer Quality of Service (QoS) is critical for 
multimedia communication and encompasses several issues which need consideration 
[5] due to the topological dynamism of the MANET. The QoS of IP based multimedia 
communications can therefore be decisive in the effectiveness and efficiency of res-
cue missions in extreme emergency cases as described in PEACE project.  

The project considers the provisioning of both day-to –day and extreme emergency 
communications in next generation all-IP networks. In the case of extreme emer-
gency, it investigates the possibility for rescuers to use mobile devices such as PDAs 
for ad-hoc multimedia communication because in such scenarios, including natural 
and manmade disasters, the rescuers will have difficulty using traditional legacy net-
works due to destruction or collapse of infrastructure or in case of remote disaster 
locations, the non-existence of any cost effective means of communication. 

The paper is organised as follows. In section 2, a summary of the various types of 
routing protocols for MANET is provided along with a small discussion on their mer-
its. A more detailed explanation of AODV and OLSR routing protocols is provided in 
Section 3 together with their performance evaluation in NS-2 for a fire emergency 
scenario. Section 4 describes the CHAMELEON routing protocol and compares its 
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performance against both OLSR and AODV. Finally section 5 contains conclusions 
from the findings in this paper and future work.  

2   Background 

The Internet Engineering Task Force (IETF) is responsible for the research and de-
velopment of various Internet protocols and it has a working group called manet WG 
[6] which has the responsibility to standardise IP routing protocols for the purpose of 
static and dynamic MANET topologies. There are numerous categories of routing 
protocols which are designed for the MANET as described in [7], [3] and [4]. 

2.1   MANET Routing Approaches 

The main MANET routing approaches are described in this section. A proactive ap-
proach is derived from the distance vector and link state routing approaches for wired 
internet. Each node stores a possible path to all possible destination nodes at any 
given time through a mixture of periodic and event triggered signalling mechanisms. 
A reactive approach is also described as the on-demand approach where routes are 
updated in MANET when required and not throughout its lifetime thus diminishing 
the overhead due to frequent message flooding. Then, geographical approaches use 
the proactive or reactive techniques described above adding geographical information 
to help the routing in the form of actual geographic coordinates (GPS) or relative to a 
fixed coordinate system. Also, the hybrid approach is an approach usually comprising 
of a mixture of proactivity and reactivity displayed by the routing protocol depending 
on certain situations.  

2.2   Comparing Routing Approaches 

The MANET, as described in the above sections, is a dynamic network. The ap-
proaches described above apart from the hybrid approach offer a specific solution to a 
possibly changing problem of routing in a dynamic topology of mobile nodes. A hy-
brid approach on the other hand can propose a more adaptive solution.   

A reliable hybrid protocol could be constructed by using protocols which are being 
considered by the IETF. The Dynamic Source Routing (DSR), AODV, OLSR, and 
Topology Broadcast Based on Reverse-Path Forwarding (TBRPF) protocols, summa-
rised in table 1 below, have evolved into a Request for Comment (RFC) through the 
IETF. However, research [8] has shown that AODV and OLSR are the two protocols 
which are most attractive for a hybrid solution in the case of a QoS routing solution 
for multimedia transmission. 

Table 1. A Summary of RFC routing protocols being considered by IETF 

Type Reactive Proactive 
Source routing DSR OLSR 
Hop-by-hop routing TORA, AODV DSDV, TBRF 
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3   Comparing AODV and OLSR 

This section will investigate the performance of two routing protocols in MANET. 
The protocols are in the RFC stage at the IETF and therefore have the potential of 
developing into standardised protocols.  

3.1   Ad Hoc on-Demand Distance Vector (AODV) Routing 

The AODV Routing Protocol [9] provides a reactive approach towards routing. Route 
discovery is carried out by first sending a MANET wide broadcast request to search 
for the destination node and then receiving a unicast reply with the required path to 
the destination node. AODV nodes maintain a route table containing next hop routing 
information for a given destination and per hope sequence numbers nodes is stored. 
Each cached value in the table has an associated lifetime before expiration if unused.  

3.2   Optimized Link State Routing (OLSR) 

The OLSR protocol [10] is a variant of traditional link state routing for MANET. 
OLSR has multipoint relays (MPR) which reduces flooding and link state update 
overhead. Each node computes its own MPR from set of neighbouring nodes, the 
MPR Selectors. The MPR Selectors are the minimum set of single hop bidirectional 
linked neighbours that can connect the source to the maximum number of two hop 
bidirectional linked neighbours. They are the only nodes that rebroadcast a broad-
cast message from the sender. The sender also only exchange link state messages 
with its MPR selectors. Topology control (TC) messages are used to propagate 
topology information in MANET. The TC message are destined for MPR selectors 
only which is the only set of node advertised in the network. Nodes then accord-
ingly rectify their routing tables through shortest path first algorithms such as  
refined Dijkstra’s algorithms.  

3.3   Emergency Scenario 

The scenario considered is a fire situation in the Faculty of Computing and Informa-
tion Systems (Sopwith building) at Kingston University, London and will be used for 
evaluating the performances of AODV, OLSR and CHAMELEON. There will be 
rescuers equipped with wireless multimedia transmission enabled portable devices, 
represented as mobile nodes, in the building for the emergency situation. The building 
has an area of 30m x 50m. The initial positions of the nodes are randomly distributed 
over the building. The movement of each node is random, but with a pre-configured 
speed of 1.5m/s and a maximum of 2.0m/s. They are assumed to have a pause time of 
30s at random to take actions on the fire situation. The nodes start moving in random 
directions again after the pause and this movement pattern continues until simulation 
time ends. The simulations will be run for five scenario sets which include 2, 5, 10, 
20, 50 and 90 who transmit both TCP and UDP packets to their colleagues i.e. a vary-
ing number of rescuers to demonstrate the reaction of routing protocols with respect 
to overall MANET size including traffic increase. The parameters used for simulating 
such an environment in NS-2 is summarised in table 2 below.  
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Table 2. Simulation parameters used for performance evaluation of AODV, OLSR and  
CHAMELEON protocols 

Parameter Value Parameter Value 

TCP Packet Size 572 bytes Simulation area 30m x 50m 

TCP data rate 128 kbps Data Traffic FTP and CBR  

TCP window 20 MAC trans. range NS default for 

802.11 option 

TCP max. packets 10000 Simulation time 300s for 2 nodes 

360s for 5, 10, 20 

nodes 

300s for 50, 70, 90 

nodes 

UDP Packet Size 512 bytes OLSR setting Default[11] 

UDP data rate 64kbits/s AODV setting NS Default 

UDP max. packets 10000 Mobility Model Random  

TCP Packet Size 572 bytes Simulation area 30m x 50m 

TCP data rate 128 kbps Data Traffic FTP and CBR 

3.4   Comparative Results and Discussion 

Delay performance comparison for UDP traffic link. Delay was considered on an 
end to end basis. The graph in fig. 2 shows that delay increases with an increase in 
number of nodes in the network. The OLSR protocol can be observed to have similar 
delay properties for the first ten nodes while its performance degrades for larger net-
works where the AODV protocol displays lower delay time. Also, the delay for 
AODV UDP packets itself decreases for number of nodes greater than 20 most proba-
bly because of non-expiry of route timeouts as described in section 2.  
 
Jitter performance comparison for UDP traffic link. The graph in fig. 3 clearly 
shows that, for UDP traffic, OLSR has lower jitter magnitude than AODV for 
MANET sizes of less than 10 nodes while AODV is a better routing protocol for 
MANET sizes of more than 10 nodes. Consequently, it can be deduced from earlier 
results in this section that the proactive behaviour of OLSR is better than the reactive 
behaviour of AODV for MANET sizes of less than 10. Nevertheless, the perform-
ance of AODV is much better, for delay and jitter, for MANET sizes of more than 
10. The resulting routing protocol will then be able to sustain a lower delay and jitter 
value irrespective of the number of nodes in such a MANET of size range between 2 
and 90.  
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Fig. 2. Delay comparison between OLSR and AODV for varying MANET size for UDP links 

 

Fig. 3. Jitter comparison between OLSR and AODV for varying MANET size for UDP links 

4   CHAMELEON 

The CHAMELEON is a QoS routing protocol for variable size MANET in Emer-
gency cases such as the fire situation in this paper.   

4.1   CHAMELEON Algorithm 

The hybrid protocol will have two modes of operations which are the proactive mode 
and the reactive mode. The proactive mode of operation will operate for a MANET 
size of up to 10 nodes and the reactive mode will operate for bigger sized MANETs 
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Fig. 4. CHAMELEON algorithm flowchart 

of size greater than 10. The reactive mode operates in a similar fashion to OLSR with 
minor modifications on some features while the reactive mode operates in a similar 
fashion to AODV. A Change_Mode packet is introduced in the protocol. It is respon-
sible for signalling neighbours through broadcasts that a threshold has been exceeded 
and behaviour has to be changed accordingly. Here, the presence of more than 10 
nodes in the MANET is detected as exceeding the threshold and the protocol needs to 
shift from a proactive to a reactive routing behaviour as shown in fig. 4. The 10 node 
threshold is detected by using the P_10node_threshold value, which is equal to the 
value of the number of host stored in the OLSR routing tables. 

A node can change to a reactive behaviour either by receiving a non-looped 
Change_mode packet with a flag ‘R’ or through detecting an exceeded P_10 
node_threshold value from its routing table after computations when information 
from Hello and TC packets are received. The node which thus detects more than 10 
nodes in the network first, broadcasts the Change_Mode_Packets which are valid for 
one-hop only. The Change_Mode packet is only considered in the case where the 



 An Adaptive QoS Routing Solution for MANET Based Multimedia Communications 81 

 

mode of operation is still proactive. The change in behaviour mode is carried out 
before the next packet to be sent is created to maximise efficiency. The algorithm for 
CHAMELEON requires that both the reactive and proactive structures are maintained 
simultaneously. 

4.2   Results 

The simulation results of CHAMELEON implemented through NS-2 and run for the 
same scenario as in table 2 are shown in fig. 5 for delay results and fig. 6 for jitter 
results respectively. It can be observed from fig. 5 below that the delay results for 
 

 

Fig. 5. Delay comparison results for CHAMELEON in UDP links for varying MANET sizes 

 

Fig. 6. Jitter comparison results for CHAMELEON in UDP links for varying MANET sizes 
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Fig. 7. Throughput comparison results for CHAMELEON in UDP links for varying MANET 
sizes 

 

Fig. 8. Packet loss comparison results for CHAMELEON in UDP links for varying MANET 
sizes 

CHAMELEON shows that its delay is similar to AODV and OLSR for MANET sizes 
of up to 10 nodes. For a MANET size of more than 10 nodes, the CHAMELEON 
delay is less than OLSR delay and slightly more than AODV delay. However, as 
shown in fig. 6 below, the jitter in CHAMELEON is less than both AODV and OLSR 
for the whole range of MANET size investigated. 

Further results, as shown in fig. 7 demonstrate that CHAMELEON has an approxi-
mate average throughput of 32kbps. This throughput is comparable to the throughputs 
of both AODV and OLSR protocols and has a low variance irrespective of the number 
of nodes in the network. Therefore, voice over IP (VOIP) communication could be 
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considered in such a network. Nevertheless, a codec such as ‘G.729 (A)’ would have to 
be used for good quality VOIP communication. 

However, CHAMELEON has the disadvantage of displaying a similar trend to the 
AODV protocol in terms of packet losses for large networks in the case of the simu-
lated building fire emergency scenario, as shown in fig. 8. OLSR has a relatively good 
performance with respect to packet losses in the same scenario. Applications enabling 
file transfers and using CHAMELEON or AODV for routing would therefore have bad 
performance as these applications require data transmission with minimal data loss. 

5   Conclusion and Future Work 

The findings in this paper show that a hybrid approach for providing a QoS solution 
for MANET routing can be beneficial. The results in section 4 show that CHAME-
LEON has an overall improved delay and jitter performance over both AODV and 
OLSR routing protocols over the range of investigated MANET sizes. The slightly 
greater average delay as compared to that of the AODV protocol can be explained by 
the fact that the CHAMELEON algorithm comprises of additional Change_mode 
packet processing time and behaviour shifting time delays. Since the performance 
results show improved overall delay and jitter performances, CHAMELEON can 
provide better QoS for multimedia communications over a larger MANET size range 
in case of such emergency scenarios as compared to AODV and OLSR respectively.  

Future work includes the need to secure the CHAMELEON routing protocol 
against the risk of attacks in MANET used for emergency situations as proposed in 
[12]. The performance of the protocol should also be investigated for a larger set of 
scenarios. The algorithm for CHAMELEON can be refined to minimise processing 
delay so that its overall routing delay time can be decreased as compared to that of 
both AODV and OLSR. Also, further study on CHAMELEON could be carried out to 
identify the cause of packet losses and consequently measures could be derived to 
minimise packet loss to improve the QoS further.  
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Abstract. Wireless sensor networks are inherently vulnerable to security at-
tacks, due to their wireless operation. The situation is further aggravated be-
cause they operate in an infrastructure-less environment, which mandates the 
cooperation among nodes for all networking tasks, including routing, i.e. all 
nodes act as “routers”, forwarding the packets generated by their neighbours in 
their way to the sink node. This implies that malicious nodes (denying their co-
operation) can significantly affect the network operation. Trust management 
schemes provide a powerful tool for the detection of unexpected node behav-
iours (either faulty or malicious). Once misbehaving nodes are detected, their 
neighbours can use this information to avoid cooperating with them either for 
data forwarding, data aggregation or any other cooperative function. We pro-
pose a secure routing solution based on a novel distributed trust management 
system, which allows for fast detection of a wide set of attacks and also incor-
porates energy awareness.  

Keywords: Wireless sensor networks, trust management, secure routing.  

1   Introduction 

Wireless Sensor Networks (WSN) offer efficient solutions in a great variety of applica-
tion domains such as military fields, healthcare, homeland security, industry control, 
intelligent green aircrafts and smart roads. Although security is a key user requirement, 
which can be specified in a list of detailed security requirements, (see [1] - [3]), which 
include node verification, user authorization, data confidentiality, data integrity and 
freshness, privacy, secure localization and trusted resource allocation, its satisfaction 
proves to be a difficult task mainly due to the limited node and network resources. 
Well established security solutions designed for infrastructure based networks, can-
not be applied in wireless sensor networks due to the limited memory space, process-
ing power and energy (battery powered) as well as due to the absence of a trusted 
third party. The end result is that new solutions to defend against security attacks are 
needed [3].  

In this infrastructure-less environment, nodes rely on the cooperation among each 
other for forwarding their packets to the sink node. A wide set of attacks addresses the 
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routing procedure specifically. For example, in the blackhole attack, a node exhibits 
selfish behaviour and refuses to forward its neighbours traffic [3]. The situation can 
be further aggravated if it additionally advertises routes passing through it, alluring 
traffic. Another set of attacks is based on the modification of packets (either data or 
routing), which can disrupt the routing procedure driving nodes to route traffic incor-
rectly or falsifying the data that will finally reach the sink node. Other types of attacks 
include the Sybil attack, where a node pretends to possess certain characteristics 
which it does not really possess, and wormhole attack where more than one nodes 
collude in order to get the transmitted data or just to disrupt the routing procedure.   

To combat such behaviours, an approach borrowed from human societies has been 
proposed (see [2]): nodes establish trust relationships between each other and base 
their routing decisions not only on geographical or pure routing information, but also 
on their expectation (trust) that their neighbours will sincerely cooperate. In other 
words, a trust management system is implemented. While key-based techniques can 
be used to provide data integrity, a trust model is mostly used for higher layer deci-
sions such as routing [4], [5] and data aggregation [6], but also cluster head election 
[7] and, more surprisingly, for key distribution [8]. We propose a novel trust model 
which defends against routing attacks including black-hole, grey-hole, integrity-
modification and confidentiality-authentication. Trust is then combined with energy 
awareness and location information to perform secure routing decisions.  

In the rest of the paper, we first briefly report the related work found in the literature 
on trust models, while in section 3 we detail our innovative trust model and the secure 
routing protocol. In section 4, we evaluate the efficiency of our secure routing algo-
rithm as a function of malicious nodes. Conclusions are drawn in the final section 5. 

2   Trust Models for Sensor Networks - Related Work 

Trust is the confidence of a node si that a node sj will perform as expected i.e. on the 
node’s sj cooperation. To evaluate the trustworthiness of its neighbours, a node moni-
tors their behaviour (direct observations) but may also communicate with other nodes 
to exchange their opinions. The methods for obtaining trust information and defining 
each node’s trustworthiness are referred to as trust models. The aim is to improve 
security and thus increase the throughput, the lifetime and the resilience of a sensor 
network even in the presence of adversaries. 

Depending on the distribution of the trust establishment functionality in the net-
work, the trust models can be distinguished in centralized and distributed. In the cen-
tralized case, (an example of which can be found in [10]), a head node, which is  
assumed to be trusted, undertakes the responsibility to decide the nodes’ trustworthi-
ness, based either on trust data it has collected on its own, or on trust data received by 
other nodes. The advantage of this approach is that the head node can be selected to be 
the most powerful node in order to be able to monitor the behaviour of all others, alle-
viating the need for monitoring from the rest network nodes. However, it represents a 
single point of failure. Alternative trust architecture can be formed organizing the net-
work in clusters and assigning the monitoring functionality to the cluster heads ([6], 
[7], [11]). In this case, the trustworthiness of each node is taken into account for the 
selection of the cluster head. In the purely distributed case, (like the one presented in 
[12]), each node monitors the behaviour of its neighbours and based on the collected 
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measurements, it calculates their trustworthiness, which is then taken into account 
when routing decisions are made. In this case, the trust establishment functionality is 
uniformly distributed all over the network, and so does the implementation cost. 

Different behaviour aspects can be monitored in a wireless sensor networks. Moni-
toring a certain behaviour aspect enables the detection of different security attacks. 
For example, each time node s1 (see fig. 1) selects node s3 for forwarding its packet, it 
enters the promiscuous mode in order to check whether node s3 successfully for-
warded it. After a number of cooperations, comparing the successfully forwarded 
packets to the number of packet s1 sent to s3, the source node (node s1) can assess the 
sincere execution of the routing protocol while a systematic failure reveals a selfish 
and/or malicious node acting as a blackhole. Temporary failures due to channel errors 
will slightly affect the success over failure ratio when enough interactions have taken 
place. For each behaviour, based on the collected measurements either a trust value 
can be derived (in many cases a ratio of success over failure e.g. [10]), or distinct trust 
levels can be distinguished [13]). 
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Fig. 1. Aggregator Nodes (ANs) collect data from the sensor nodes (si) and communicate with 
application nodes (AP) which provide the desired services 

The detection of an unexpected behaviour based only on direct measurements 
with an adequate confidence requires the collection of an important number of evi-
dences (samples). This procedure can be accelerated taking advantage of the 
neighbours’ experiences. In other words, each node (say s1 in Figure 1) may calcu-
late its neighbour’s (for example, node s3) trust value either based on its own obser-
vations (direct evidence) [12] or combine it with information obtained from other 
nodes (for example nodes s2, s5). The information provided by s2 and s5 is called 
reputation or indirect evidence [13]. In this concept, every node can build a relation 
with its neighbours, based on the collection of actions (events) performed by other 
nodes in the neighbourhood. It is worth stressing that the trust information exchange 
can be exploited by adversaries to ruin the routing functionality of the network (as 
supported in [14]). Sharing information makes the system vulnerable to false reports 
(bad-mouthing attack), i.e. there are specific attacks targeting the reputation ex-
change protocol.  
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3   A Novel Energy-Aware Trust Model 

In this section, we propose a novel distributed trust model suitable for the demanding 
and highly unreliable environments of wireless sensor networks (WSN). This trust 
model brings two important innovations: first, it defends against a wide set of attacks 
by monitoring multiple behaviour aspects (and not just a few as most trust models in 
the literature do) second, it incorporates energy-awareness which allows for better 
load balancing and higher resilience against the attacks. Moreover, a routing cost 
function incorporating trust, energy and location information is derived to guide rout-
ing decisions. The proposed trust model is a decentralized trust scheme, suitable for 
typical sensor network architecture (as the one shown in Figure 1).  

3.1   Trust Metrics  

One of the most important aspects of trust management schemes is the process of data 
collection. The direct trust value of a neighboring node can be determined by its 
multi-attribute, time-varying trust value depending on a set of events. We have se-
lected a set of metrics that reveal the cooperation willingness of the nodes as regards 
routing. In more detail, each sensor monitors its neighbours as regards: 

• Packet forwarding: To protect against black-hole and grey-hole attacks, every 
node should be evaluated regarding its willingness and sincerity in forwarding the 
received packets, cooperating in the routing procedure. This can be checked either 
through overhearing, or based on link layer acknowledgements, i.e. the source node 
checks whether its neighbour has forwarded the message.  
• Network layer ACK: We also suggest that for each transmitted packet, the source 
node evaluates its next hop neighbour based on the reception (or not) of the relevant 
network layer ACK from the Base Station. The reception of the Net-ACK is evidence 
that the next hop node or any other node in the path is not colluding with another 
adversary in order to disrupt the network operation. In other words, the correct recep-
tion of the network layer ack ascertains that the message has reached a higher layer 
node in the proposed architecture, providing trust info for the whole path.  
• Integrity: For the proper operation of the WSN, it is important that the nodes do 
not intentionally falsify both the data and the control messages. To avoid such mali-
cious behaviours, each node overhears the wireless medium so that it receives the 
forwarded message. Then it processes it to check its integrity, i.e. that it is not altered 
violating the communication protocol rules.  
• Authentication – Confidentiality. A node can collect trust information about 
neighbouring nodes during interactions regarding the proper use of the applied secu-
rity measures. For example, a node might use a mechanism to authenticate the mes-
sage of a neighbouring node or the base station. Furthermore, integrity measures and 
confidentiality measures (e.g. elliptic curve cryptography) can be applied for the 
communication between neighbouring nodes. Consequently, the proper use of these 
security mechanisms is considered as input for trust value computation.  
• Remaining energy. To avoid the node with high trust value die out early, (which 
would possibly result in low connectivity), the node’s remaining energy is considered 
as a trust value component. For the collection of this information, each node sends its 
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remaining energy value piggybacked in the periodically exchanged HELLO message 
and/or in every interaction (exchanged packet). This way energy awareness becomes 
an inherent feature of the trust model.  

Although other application-aware trust metrics have been proposed in the litera-
ture, the implementation of such sophisticated functionality would exceed the sensor 
node capabilities. In this view, to enhance the flexibility of the model, since its  
implementation is based on embedded system software, we strongly propose the de-
velopment of a security toolbox, which incorporates the trust model. The full set of 
metrics can be implemented in this software component and each time it is used in a 
specific sensor type, the configuration can change so that the trust model takes into 
account fewer metrics than the complete design. The level of security achieved de-
pends on the number and type of behaviours monitored while it should also be 
stressed that the desired level of security strongly depends on the application.  

3.2   Trust Quantification  

Coming to the quantification of trust, for each trust metric except the remaining energy, 
node A calculates a trust value regarding node B based on the following equation:  

BA
i

BA
i

BA
iBA

i FS

S
T

,,

,
,

+
=  , (1) 

where Si and Fi stand for the number of successful and failed co-operations respec-
tively. (Each node is responsible for computing its own trust value per neighbour in 
the network, collecting events from direct interactions. The Si and Fi values for all 
neighbours and all the above described events are maintained in a trust repository.) As 
regards the remaining energy, this is calculated as  

TRE = Vnow/Vinitial  , (2) 

where Vnow and Vinitial stand for the remaining energy levels reported at the last and 
initial message received.  

Furthermore, if the trust model is used to perform routing decisions, we propose to 
incorporate in the total node trust value, its distance to the base station, in order to 
form a unique routing cost function guiding the node selection and thus address trust 
and routing information together. In this case, the value of the “trust” metric related to 
the distance to the base station can be computed as follows:  

Td = 1-(di/Σdi) , (3) 

where di is the distance of neighbour i to the base station while Σdi stands for the sum 
of the distances of all its neighbours to the base station. To calculate the total direct 
trust value, all the trust values are summed up in a weighted manner (Wi represents 
the significance of i-th trust metric) based on the following equation: 
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The node that is assigned the highest total trust value will be selected for forwarding. 
If no malicious nodes exist in the network, the node closest to the base station will be 
chosen. 

4   Performance Evaluation 

The performance of the proposed trust management system has been evaluated 
through computer simulations. The JSim platform [15] has been used to model our 
approach. The simulated network topology includes 25 sensor nodes (n0 to n24) placed 
on a 5x5 grid. The adopted transport protocol operates in a request-response manner 
and implements retransmissions at the application level with a timeout set to 0.5s. The 
initial trust value for all neighbors has been set equal to 1. The modeled trust metrics 
include forwarding, network ACK, remaining energy, and distance to the Base Sta-
tion. In all the tested scenarios, 4 connections are active.  

To evaluate the efficiency of our model, we ran three scenario sets. In the first sce-
nario set, the node distance is kept fixed (equal to 100m) while weights of the trust 
metrics were equal to: Wd (weight of distance to the sink node) = 0.5, We (weight of 
the remaining energy) = 0.1, Wf (weight of the forwarding metric) = 0.2, Wa (weight 
of the ack metric) = 0.2. Nodes performing the black-hole/grey hole attack drop 
all/randomly the received traffic. The obtained results are shown in Fig. 2. 
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Fig. 2. Performance for different number of malicious nodes  

The results show that the attackers are successfully detected and thus the through-
put degradation compared to the case where no malicious node exists in the network 
is limited, even when malicious nodes represent the 72% of the network nodes. The 
detection of these attacks is based on the forwarding and net-ack trust metrics. Com-
paring black-hole to grey hole attacks, the impact of grey hole attack is less heavy and 
this is more evident when the malicious node reach high percentages. 

We have run a second scenario set, where we modified the weights assigned to the 
trust metrics as follows: Wd = 0.2, We= 0.2, Wf = 0.5, Wa = 0.1. The results have 
shown that the impact of the modification of weights is almost negligible, since the 
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network is dense enough so that a trust-full neighbour is always found towards the 
destination. To further investigate the impact of the density of the network we have 
performed the third scenario set, where malicious nodes perform only black-hole 
attacks and the transmission range of each node is 260m. The average throughput for 
different distance values are shown in figure 3.  
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Fig. 3. Performance for different distance between neighbours 

It is obvious that when the network is dense (i.e. low distance among nodes com-
pared to the transmission range), this reflects to a high number of neighbours per 
node. As a result, a trusted neighbour can be found even when 72% of nodes are act-
ing maliciously. The network operation becomes more vulnerable when the distance 
exceeds 150m. In this case less nodes exist in the neighbour list limiting the choices 
and thus the performance strongly depends on the number of attackers.  

5   Conclusions 

In the unmanaged environment of WSNs, the list of security attacks addressing the 
routing procedure is very long. Although cryptography and strong authentication 
schemes are powerful tools to safeguard packet integrity and node authenticity, they 
do not detect the (large set of) routing attacks such as selfish behaviours, blackholes, 
and bad mouthing. The establishment of trust relationships among nodes, exactly as 
happens in human societies, based on behaviour monitoring, is a usefull and effective 
tool. The choice of the behaviours to monitor is directly associated with the attacks 
that can be detected and against which protection is aimed. We proposed an efficient 
and scalable trust model incorporating energy awareness (which is a key issue for 
long network lifetime). Our model was shown to efficiently detect the malicious 
nodes and retain connectivity even when malicious nodes represent the 72% of the 
existing nodes. The performance of our scheme for different network densities has 
also been investigated and reported. Our future work includes the extension of our 
model to also incorporate indirect trust information. 

Acknowledgments. The work presented in this paper was partially supported by the 
EU-funded FP7 211998 AWISSENET project. 
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Abstract. Among the essential aims of the European  REWIND Research Pro-
gram is to proceed to the algorithmic research and technology development of 
appropriate Mobile Multi-hop Relay networks based on the WiMAX technol-
ogy, so that to increase coverage and throughput issues. The present work pro-
vides a description of the related link-level algorithms and simulations. The 
study performed evaluates the link-level performance of various coding and 
modulation schemes with different antenna configurations over several links. In 
particular, it studies the "backhaul channel" which is required to support the ag-
gregate cell traffic. High-rate convolution turbo codes combined with high-
order modulation schemes are employed. The performance and gains associated 
with multiple-antenna deployments such as MISO and MIMO techniques are 
evaluated. 

Keywords: CTC (Convolutional Turbo Coding), IEEE 802.16j standard, 
MIMO (Multiple-Input, Multiple-Output)  techniques, MISO (Multiple-Input, 
Single-Output)  techniques, Mobile Multi-hop Relay (MMR) specification, 
MMR Base Station (MRBS), Relay Station (RS), WiMAX. 

1   Introduction 

There are various choices available for operators when deploying Base Stations (BSs) 
to improve indoor or outdoor coverage or to increase network capacity. These can 
include macro-cells, micro-cells, or pico-cells in an outdoor environment; pico-cells 
in public indoor locations (or within enterprise buildings), and; femto-cells for resi-
dential use ([1], [2]). The primary difference between these cells (performance-wise) 
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is the size of coverage. Macro-cells are these BSs with the longest range, but are also 
the most expensive to purchase, deploy and maintain. Micro-, pico- and femto-BSs 
are used to fill in coverage gaps and establish coverage in buildings where macro-cell 
signals can hardly penetrate. A significant side-effect of placing a large number of 
BSs in a region is that each one needs a dedicated broadband backhaul connection. 
Thus, micro-, pico-, and femto-cells can use either wireline or wireless links for their 
backhaul, depending on the cost, availability and scalability of different solutions. In 
particular, they can support in-band backhaul to enable operators to use their spectrum 
holdings to carry backhaul traffic to the nearest macro-BS or to the nearest micro-cell 
or pico-cell with wireline backhaul. 

Under these circumstances, the IEEE 802.16j Mobile Multi-hop Relay (MMR) 
specifications [3] are aimed to extend BS reach and coverage, while minimizing wire-
line backhaul requirement. A relay-based architecture will allow operators to use in-
band wireless backhaul while retaining all the standard WiMAX (Worldwide Interop-
erability for Microwave Access) functionality and performance ([4], [5]). For exam-
ple, as shown in Fig.1 the MMR Base Station (MRBS) provides the primary area of 
coverage. It also has a backhaul connection, such as leased copper, fiber optics, or 
microwave radio link. The Relay Station (RS) extends the BS coverage. A mobile 
subscriber station (SS) can connect to a BS (i.e. a MRBS or a RS). Some "combined" 
BS/RS deployments can also "reduce" (or "eliminate") Network coverage "holes"; or 
can be used to serve temporary network deployments for disaster/emergency situa-
tions and for special events [6]. 

 

 

Fig. 1. Enhancement of "cell" edge performance through BS coverage extension by using RSs 

In the above usage cases/scenarios it is clear that the backhaul channel has to sup-
port the aggregate cell traffic and is therefore crucial to study and optimize. We as-
sume an in-band wireless backhaul connection, utilizing the same channel in the 
2.5GHz frequency band as it is used for the WiMAX network deployment. The chan-
nel models assumed throughout are WiMAX-related, in 2.5GHz frequency band, 
using the WiMAX System Evaluation Methodology. 

As the in-band backhaul link utilizes the WiMAX channel bandwidth, which is 
used for access, and in order to minimize the overhead of the relay backhaul link on 
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the overall access capacity, it is essential that the spectral efficiency of the backhaul 
links will be as highest as possible. In a network of macro-BSs and multiple relays 
around each BS, the overall network performance is highly dependant on the backhaul 
links capacity performance [7]. The backhaul link’s performance is subject to typical 
link budget and SNR (signal to noise ratio) performance, taking into account the 
overall interference pattern, in the network level. 

The present work originates from the "core" context of the EU-funded "REWIND" 
Research Project (ICT-FP7, Grant Agreement No.216751), which intends to develop 
a specific Relay Station (RS) implementation on the basis of the WiMAX technology; 
in particular, REWIND will proceed to the algorithmic research and technology de-
velopment of the corresponding MMR-based networks in order to increase coverage 
and throughput issues. An essential part of the Project is responsible for the design of 
the novelty software and hardware functional areas of the corresponding RS product, 
mainly including: algorithmic research and simulations; system architecture and re-
quirements specifications, and; DSP (Digital Signal Processing) and MAC software 
code development and integration. 

2   Essential Assumptions 

The present work provides a description of the RS-MRBS link level algorithms and 
simulations. Thus, we evaluate the link-level performance of various coding and 
modulation schemes with different antenna configurations over several links. In par-
ticular, we study the backhaul channel which shall then be used as a "building block" 
for the network-level simulation. High-rate convolution turbo-codes combined with 
high-order modulation schemes are employed.  

The performance and gains associated with multiple-antenna deployments such as 
MISO (Multiple-Input, Single-Output) [8] and MIMO (Multiple-Input, Multiple-
Output) ([9], [10]) techniques are also evaluated. Obtained results can then be utilized 
by the system level simulation procedures.  

In particular, a MATLAB environment1 was developed for running Link Level 
BER (bit error rate) / BLER (block error rate) (PER) performance tests, focusing on: 
(i) WiMAX-compliant modem configurations and reference channel models, and; (ii) 
Enhanced backhaul configurations.  

This can support laboratory debugging / testing as follows:  

 On the transmitter (Tx) by exporting waveforms to signal generator; 
 On the receiver (Rx) by importing recordings from VSA (vector signal analysis) 

and a logic analyzer;  
 By generating board configuration scripts according to system design and settings.  

 

The simulated Relay Station contains 2 Transmit (Tx) antennas and up to 6 (i.e. 2, 4, 
or 6) Receive (Rx) antennas, operating in MIMO receiver techniques ([11], [12]), in 
order to increase the spectral efficiency of the link between the MR-BS (Multi-hop 

                                                           
1  MATLAB is a high-level language and interactive environment that enables you to perform 

computationally intensive tasks faster than with traditional programming languages such as 
C, C++, and FORTRAN. 
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Relay Base Station) and the RS. The setting is based on the premise that no more than 
2 Downlink (DL) streams "share" the same time and frequency resource in the 
MRBS-RS link. Therefore, the MRBS-RS link is a two-stream backhaul utilizing 2 to 
6 Relay receive antennas. For the simulation environment, we have utilized several 
statistical path-loss, shadowing and indoor loss models ([13], [14]). The simulation 
Environment is built as a MATLAB project. It can be compiled as a stand-alone ap-
plication (currently on Linux). 

3   MRBS-RS Link Level Simulations 

Mobile radio channels can be narrowband (i.e., flat fading channels) or broadband 
(i.e., frequency selective fading channel). So, different channel models have to be 
developed and examined. In mobile radio channels, the high mobility causes rapid 
variations across the time-dimension, the large multi-path delay spread causes severe 
frequency-selective fading, and the large multi-path angular spread causes significant 
variations in the spatial channel responses. For best performance, the transmitter and 
receiver algorithms must accurately track all dimensions of channel responses (space, 
time, and frequency) [15]. 

This section describes the main building blocks employed for the link-level simula-
tion. These are divided into: Transmitter, Channel, and Receiver. The reason for using 
these "blocks" is to provide realistic results (rather than theoretic ones) able to capture 
the effect of various practical issues that can be generally modelled as "implementa-
tion loss". Each specific "block" is described as follows: 
The Transmitter block contains the following modules:  

 A burst modulator (which consists of a payload FEC (Forward Error Correction) 
encoder and a randomizer); 

 A symbol builder (which includes a frequency domain 2 OFDM (Orthogonal Fre-
quency Division Multiplex) streams constructor according to zone / burst permuta-
tion type [16], MCS (modulation/coding schemes), and proper MIMO settings); 

 A beam-former (considered for the mapping of the 2 streams onto N Tx antennas); 
 A Decision Feedback Equalization-DFE (which includes IFFT (inverse Fast Fou-

rier Transform), CP (Cyclic Prefix), windowing, sampling rate conversion and 
timing correction, carrier frequency correction and digital up-conversion, I/Q pre-
compensation [17]).  

 

The Channel simulator block contains the following modules:  

 A MIMO fading channel simulator [18];  
 Carrier frequency offset;  
 Phase noise, and;  
 Timing offset. 

 
The Receiver block contains the following modules:  

 A DFE scheme able to perform I/Q post-compensation, carrier frequency correc-
tion and digital down-conversion, sampling rate conversion and timing correction, 
CP removal, FFT (Fast Fourier Transform); 
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 Automatic Gain Control (AGC); 
 Preamble sync; 
 A pilots tracking "block" possessing CFO (Clock Frequency Offset) and STO 

(Symbol Timing Offset), as well as several specific "estimators", i.e.: channel es-
timators; noise variance estimator; MMSE (minimum mean square error) equal-
izer taps estimator; post-MMSE CINR (carrier-to-interference and noise ratio)  
estimator); 

 A symbol decomposer (containing a frequency domain 2 OFDM streams spatial 
equalizer); 

 A LLR (log-likelihood ratio) computation "block" [19]; 
 A Burst demodulator (able to perform a physical-to-logical reorder of LLRs, and 

including a payload FEC decoder and de-randomizer).  

3.1   Simulation Parameters 

The following set of specific parameters has been assumed for the simulations:  
 

The channel models used have considered the following cases: 

 AWGN (Additive White Gaussian noise) [20]; 
 ITU Pedestrian B [21]; 
 Backhaul Type A (derivative of SUI-12) [22].  

 

The coding scheme has been based both on convolution turbo coding and on a spe-
cific encoding scheme (as defined in IEEE 802.16e specifications).  

The modulation schemes have comprised square QAM (Quadrature Amplitude 
Modulation) constellations from QPSK (Quadrature Phase Shift Keying) to 256QAM 
depending on link conditions and SNR operation region.  

The following simulations have been realized either by using Matrix A (STC: 
Space-Time Coding [23]) (i.e. the case of scenarios 1 and 2) or Matrix B (MIMO-SM 
(Spatial Multiplexing)) (i.e. the case of scenario 3) smart antenna methods, as de-
scribed in the following sections. 

3.2   Simulation Results 

Scenario 1: Here, the objective was to realize a reference performance measure in 
Single-Input, Single-Output (SISO) antenna system [24]. To this aim, we have con-
sidered an AWGN channel, with various combinations of coding rates and modula-
tion schemes.  

Fig.2 presents the BER performance in various modulation and coding schemes. 
The steepness of the performance curves is due to the so-called water-fall region 
(WFR), associated with the turbo codes used.  

Scenario 2: In the above usage cases/scenarios it is clear that the backhaul channel 
has to support the aggregate cell traffic and is therefore crucial to study and  
optimize. We assume an in-band wireless backhaul connection, utilizing the same 
 

                                                           
2  Stanford University Interim (or "SUI") models were used for evaluation of suggested 802.16 

physical layer modifications.  
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Fig. 2. BER performance for SISO channel with CTC (Convolutional Turbo Code)  

channel in the 2.5GHz frequency band as it is used for the WiMAX network de-
ployment. The channel models assumed throughout are WiMAX-related, in 2.5GHz 
frequency band, using the WiMAX System Evaluation Methodology. 

In this scenario, the objective was to measure the obtained diversity gains by us-
ing multiple Receive antennas (from 2, 4 or 6 antennas); a single transmit antenna 
has been used throughout. For this scenario the channel was the backhaul channel 
Type A.  

Fig.3 presents the BER performance in different modulation and coding schemes, 
with 2, 4 or 6 receive antennas. The results show significant gains in performance 
(about 8-10 dB) due to receive diversity obtained by multiple receive antennas.  

Scenario 3: In this scenario, the essential objective was to determine the SNR regions 
required for optimized backhaul link performance, with high-level modulation 
schemes (16, 64 and 256QAM modulations) combined with turbo coding and various 
antenna configurations.  

Two transmit antennas have been assumed for transmitting two independent 
streams.  

The set of curves depicted in Fig.4, presents the BER performance in different 
modulation and coding schemes, and summarizes the extensive simulation results 
collected for the backhaul channel.  
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Fig. 3. BER performance for Receive-diversity (SIMO channel) with CTC 

 
Fig. 4. Matrix-B, MIMO 2x2, BH Channel 
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The following Table 1 summarizes the obtained results for BER=10-4.  

Table 1. Several Results for different parameter combinations 

 

 
Note that very high operating rates (spectral efficiencies) can be obtained in the 

backhaul link using smart antenna array configurations. It is apparent that increasing 
the number of receive antennas from 2 to 4 provides a gain of about 7dB, while in-
creasing the number to 6 receive antennas provides additional gain of about 3dB.  

4   Conclusion 

The present work evaluates, by simulation, the link-level performance for various 
coding and modulation schemes with different antenna configurations, with the aim to 
develop an innovative RS product on the basis of the IEEE 802.16j MMR specifica-
tions. Several practical links have been taken into account ([25], [26]), focusing on: 
WiMAX-compliant modem configurations and reference channel models; enhanced 
backhaul configurations and channel models.  

Multiple receive antennas employing maximum ratio combining (MRC) for a sin-
gle transmit stream offer substantial diversity gain compared to a single receive an-
tenna when using the ITU pedestrian B channel model. When using a 2x2 antenna 
configuration over the ITU pedestrian B channel, Matrix B offers no SNR gains as 
compared to Matrix A when the spectral efficiency and BER/BLER conditions are the 
same for both schemes.  

Considering the backhaul link, denoted backhaul Type A (SUI-1), using 2 streams 
and 2 transmit antennas, spectral efficiencies of up to 12 bps/Hz are achievable with 
as little as 15.5dB SNR when the receiver employs 6 receiving antennas (25.5dB SNR 
is required to achieve the same spectral efficiency with only 2 receive antennas). 
 
Acknowledgments. The present work has been performed in the scope of the RE-
WIND (“RElay based WIireless Network and StandarD”) European Research Project 
and has been supported by the Commission of the European Communities - Informa-
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Abstract. Mobile ad hoc networking is an operating mode for rapid mobile 
node networking. Each node relies on adjacent nodes in order to achieve and 
maintain connectivity and functionality. Security is considered among the main 
issues for the successful deployment of mobile ad hoc networks (MANETs). In 
this paper we introduce a weak to strong authentication mechanism associated 
with a multiparty contributory key establishment method. The latter is designed 
for MANETs with dynamic changing topologies, due to continuous flow of in-
coming and departing nodes. We introduce a new cube algorithm based on the 
face-centered cubic (FCC) structure. The proposed architecture employs elliptic 
curve cryptography, which is considered more efficient for thin clients where 
processing power and energy consumption are significant constraints.  

Keywords: MANET security, password authentication, elliptic curve cryptog-
raphy, face-centered cubic (FCC) structure. 

1   Introduction 

Security is a primary concern for providing protected communications to mobile 
nodes that operate in hostile environments. Unlike the wireline networks or the mo-
bile networks with hierarchical architecture like cellular networks, the unique nature 
and characteristics of Mobile Ad-hoc Networks (MANETs) pose a number of nontriv-
ial challenges to security design, architecture and services. In MANETs nodes rely on 
each other in order to achieve and maintain connectivity and functionality.  
                                                           
*  This work was supported in part by the European Commission in the 7th Framework Pro-

gramme through project EU-MESH (Enhanced, Ubiquitous, and Dependable Broadband Ac-
cess using MESH Networks), ICT-215320, http://www.eu-mesh.eu 
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A MANET is a type of network, which is typically composed of equal mobile 
hosts that we call nodes. When the nodes are located within the same radio range, 
they can communicate directly with each other using wireless links. This direct com-
munication is employed without hierarchical control. The absence of central control, 
such as base stations, introduces several problems, such as configuration advertising, 
discovery, maintenance, as well as ad hoc addressing, self-routing and security [1].  

In this environment, trust cannot be provided among the nodes of the network 
without the existence of initial specific prior known information. This special kind of 
information is necessary in order to build trust between all participating nodes. An ad 
hoc network is established among the existing nodes, if from preexisting, commonly 
known information, we reach a state where a common Session Key is agreed among 
the nodes. Securing ad hoc networks is not trivial, mainly due to their dynamic topol-
ogy and the vulnerability of the wireless links, which can be the medium for passive 
and active attacks.  

In emergency situations or military operations the need for establishing a wireless 
network quickly and securely is crucial. The objective is to interconnect all computing 
and communication devices in a way that they will be able to share all necessary in-
formation securely, since nobody can guarantee that the “high tech” enemies will not 
try to disrupt or intercept the operation efforts.  

The technical goal is to make sure that no other entity outside the group (we define 
all the legitimate members of the established wireless network as group, e.g., soldiers 
of a military unit) should be able to gain access within the new network. However, 
since neither a certification authority nor a secure communication channel exists, the 
enemy has the ability to eavesdrop and modify exchanged messages transmitted over 
the air. Additionally, since no central identification authority is present, group mem-
ber impersonation is easy, jeopardizing the security of the whole system.  

Considering all these issues, the main challenge that arises is the setting up of a 
wireless network where the legitimate members of a group will be able to establish a 
protected wireless network. Moreover, in the case where a new node arrives at place, 
desiring to become a member in an already established group, joining, without delay-
ing or even intercepting the existing group, is also challenging. The case where a 
group member is captured by the enemy and therefore the group key is compromised 
is also part of the considered scenario. 

2   Security Requirements 

It is broadly known that security mechanisms cannot create trust [2]. The members of 
a team that wish to establish a MANET know and trust one another physically. Oth-
erwise, they would never be able to achieve mutual trust regardless of the authentica-
tion mechanism used. Our goal is to exploit the existing physical mutual trust in order 
to secure the ad hoc network.  

A password authentication mechanism seems to be a rational approach that can de-
liver a proper solution without adding new requirements like the use of dedicated 
hardware (i.e smart cards). In a password based authentication scheme the use of a 
sufficiently large and randomly generated data string that can be used as a password 
would be an obvious approach. This way all nodes could agree on a password and, by 
using a trivial authentication protocol, achieve mutual authentication.  
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In such a scenario, the underlying security depends on the size and the randomness 
of the chosen password. However, the larger the password gets the more difficult it is 
to memorize and use. Moreover, since the response time is vital during emergency 
operations, the use of large passwords can be proved inconvenient. Therefore the use 
of short, user-friendly passwords is an essential requirement. 

The use of short passwords provides weak authentication since the password selec-
tion set is quite limited and thus the corresponding authentication procedure is vulner-
able to dictionary attacks [3]. Therefore, we need an authentication protocol that will 
lead to a reasonable degree of security even if the authentication procedure has been 
initiated from a small, weak password. 

Security threats can classified into two broad categories depending on their origin: 
external and internal attacks. External attacks originate outside the group while inter-
nal originate from already authenticated nodes belonging to the group. For instance, 
consider a group of soldiers operating in a hostile environment, trying to keep their 
presence and mission unknown to the enemy, and the case where a soldier, member of 
the mission group, is captured by the enemy who is now in a position to attack from 
inside. Another example, less extreme, is an ad hoc network formed in a classroom 
during a test exam between the laptops or PDAs of the students and the teacher’s 
workstation. According to this scenario, not only we must secure the network from an 
external intruder but also from a student who temporarily exits the classroom in order 
to retrieve the solutions and then returns. In all cases, the misbehaving nodes must 
definitely be expelled from the established network.  

At this stage it makes sense to outline the main security requirements of the pro-
posed architecture: 
 

Weak-to-strong password-based authentication. Use of an authentication scheme that 
will lead to a reasonable degree of security although the authentication procedure has 
been initiated from a small, weak password. 
 

Secure authentication. Only the entities that hold the correct password will eventually 
become members of the MANET.  
 

Forward authentication. Even if a malicious partner manages to compromise a net-
work entity in a later phase, he will still be unable to participate in the already existing 
network. 
 

Contributory key establishment. The MANET is established when a session key is 
generated and agreed among all network nodes. The session key should be generated 
throughout in a contributory manner, by all participating entities. 
 

Security architecture for thin clients. A MANET is typically composed of mobile 
devices with limited processing power and energy consumption. The cryptographic 
algorithms used for authentication and key agreement should have minimal impact in 
terms of computational overhead.  
 

The rest of the paper is organized as follows: In Section 3, we start with a review 
of the previous work concerning two-party and multiparty key agreements and we 
give a brief introduction on weak to strong authentication and the elliptic curve 
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theory. We describe the state of the art in multiparty key agreement protocols and 
particularly the d-cube and the body centered cubic algorithms and examine their 
properties. In Section 4, we propose a modification of the body-centered cubic algo-
rithm, called face centered cubic algorithm designed for the dynamic changing 
topologies and we compare them. A discussion concerning the implementation 
issues and the problems that arise is presented in Section 5. Finally, in Section 6, we 
provide our concluding remarks along with suggestions for future work. 

3   Related Work 

3.1   Key Exchange and Elliptic Curve Cryptography 

Common cryptographic protocols based on keys chosen by the users are weak to 
dictionary attacks. Bellowin and Merrit [4] proposed a protocol called encrypted key 
exchange (EKE) where a strong shared key is derived from a weak one. However, this 
protocol has a disadvantage. The creation of the common session key takes place with 
unilateral prospective, that is, only by the entity that first initiated the whole proce-
dure. Thus the key agreement scheme is not contributory. In [5], Asokan and 
Ginzboorg proposed a contributory version of the above protocol for both two-party 
and multiparty cases.  

Diffie–Hellman is the first public key distribution protocol that opened new direc-
tions in cryptography [5]. In this important protocol for key distribution, two entities 
A, B after having agreed on a prime number p and a generator g of the multiplicative 
group Zp, can generate a secret session key.  

An essential property for the majority of cryptographic applications is the need for 
fast and precise arithmetic. Calculations over the set of real numbers are slow and 
inaccurate due to round-off error [6]. Finite arithmetic groups, such as  

mFFp 2
, .  

which have a finite number of points, is used in practice. All practical public-key 
systems today exploit the properties of arithmetic using large finite groups. Addition-
ally, elliptic curves can provide versions of public-key methods that, in some cases, 
are faster and use smaller keys, while providing an equivalent level of security. Con-
sequently, the use of ECC can result in faster computations, lower power consump-
tion, as well as memory and bandwidth savings. This is very useful for mobile de-
vices, like the ones used in ad hoc networks, which face limitation in terms of CPU, 
power, and network connectivity.  

An elliptic curve [7] consists of elements ),( yx  satisfying the equation:  

)β(αxxy modp32 ++= . (1) 

for two numbers βα, . If ),( yx  satisfies the above equation then ),( yxP =   is a point 

on the elliptic curve.  
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The elliptic curve discrete logarithm problem (ECDLP) can be stated as follows:  

Fix a prime p  and an elliptic curve E . Let xP  represent the point P  added to it-

self x  times. Suppose Q  is a multiple of P , so that xPQ =  for some x , then the 

ECDLP is to determine x  given P  and Q .  

The general conclusion of leading cryptographers is that the ECDLP requires fully 
exponential time to solve. The security of ECC is dependent on the difficulty of solv-
ing the ECDLP. 

Research community has given considerable attention to the ECDLP. Like the 
other types of cryptographic problems, no efficient algorithm is known to solve the 
ECDLP. The ECDLP seems to be particularly harder to solve. Moderate security can 
be achieved with the ECC using an elliptic curve defined over pZ  where the prime p  

is several times shorter than 230 decimal digits.  
An elliptic curve cryptosystem implemented over a 160-bit field currently offers 

roughly the same resistance to attack, as would a 1024-bit RSA [8].  However, there 
have been weak classes of elliptic curves identified such as super singular elliptic 
curves [9] and some anomalous elliptic curves [10]. Implementations, such as 
ECDSA [11], merely check for weaknesses and eliminate any possibility of using 
these “weak” curves [12].  

3.2   Elliptic Curve Diffie–Hellman 

The original Diffie–Hellman (D-H) algorithm is based on the multiplicative group 
modulo p . However the elliptic curve Diffie–Hellman (ECDH) protocol is based on 

the additive elliptic curve group as desribed below. We assume that two entities BA,  

have selected the underlying field, )( pGF or )2( kGF , the elliptic curve E with pa-

rameters a,b, and the base point P. The order of the base point P is equal to n. Also, 
we ensure that the selected elliptic curve has a prime order to comply with the appro-
priate security standards [11].  

At the end of the protocol, the communicating parties end up with the same value 
K, which represents a unique point on the curve. A part of this value can be used as a 
secret key to a secret-key encryption algorithm. We give a brief description of the 
protocol.  

Entity A selects an integer,  

]2,2[: −∈ ndd AA  . (2) 

Entity B selects an integer  

]2,2[: −∈ ndd BB . (3) 

A computes  

PdQ AA ×=  . (4) 

The pair AA dQ ,  consists A ’s public and private key.  
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B computes  

PdQ BB ×= . (5) 

The pair 
B BQ d,  consists B ’s public and private key.  

A sends AQ  to B ,  

BQA A →: . (6) 

B sends BQ  to A ,  

AQB B →: . (7) 

A computes  

PddQdK BABA ××=×= . (8) 

B computes  

PddQdK ABAB ××=×= . (9) 

Quantity K is now the commonly shared key between A and B. Moreover, it can also 
be used as a session key. Quantity n is the order of the base point P. 

3.3   D-Cube Protocols and Aggressive 3-D Cube Algorithm 

For key establishment procedures in mobile ad hoc networks, where several entities 
are involved, multiparty authentication protocols should be applied. A lot of research 
has been done in this direction [13], [14]. Becker and Wille [15] presented a method 
very efficient in terms of number of authentication rounds. According to this method, 
also known as the d-cube protocol, all entities planning to participate in a network are 
initially arranged in a d-dimensional hypercube. Each potential network entity is rep-
resented as a vertex in the d-dimensional cube and it is uniquely assigned a d-bit ad-
dress. The addresses are assigned in a way so that two vertices connected along the 

ti h  dimension differ only in the ti h  bit. There are 2d  vertices, each of which are 
connected to other d vertices.  

In [17], a modified version of [16] called aggressive d-cube algorithm is presented, 
where faulty nodes are isolated from the ad hoc network during the early stages of the 
d-cube algorithm. According to the algorithm, the interaction of faulty-legitimate 
nodes and the chances a faulty node will enter the network by guessing the password 
are minimized. Moreover, their protocol protects legitimate nodes from unnecessary 
energy spending, which may be more important in case of thin clients.   

To clearly demonstrate the differences between [17] and [16], we describe the al-
gorithm of [17] through examples in 3-d case. In this case we assume that node G is 
the faulty partner. During the first round the DH key exchange procedure performed 
between (G:110) and (H:111) will fail, since node (G:110) is a faulty one. However, 
instead of remaining idle and wait for the next round (as in [16]), node (H:111) starts 
a DH key exchange with node (E:100). Meanwhile Node (E:100) has already per-
formed a successful DH key exchange with (F:101), during the first half of the first 
round, so this key exchange will be the second successful one for this round. Node 
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Fig. 1. Aggressive 3-d cube round 1 and 2 

 

Fig. 2. Aggressive 3-d cube round 3 

(E:100) having being notified by H that G is a faulty node will remain idle until the 
third round, instead of having attempted unnecessary DH exchanges with (G:110). In 
the next round (round 2) (H:111) performs a DH with node (F:101 ) and a DH with 
node (C:010 ). Given that (C:010 ) has performed two successful DH with (D:011) 
and (H:111) respectively, he will remain idle in the next round. However (C:010) has 
already performed a successful DH with (A:000), during round one.  

In total node (C:010) has performed three successful DH, with three different 
nodes, which means that (C:010) has completed all the appropriate procedures. Thus 
it will remain idle for the next round, which is the last round in our case. Summariz-
ing the description of this procedure, the upper bound of the total successful DH pro-
cedures for a node participating in an aggressive d-cube algorithm is equal to d. In 
this example d = 3. During the third and final round there will be three more success-
fully accomplished DH key exchanges. One between (H:111) and (D:011), one be-
tween (F:101 ) and (B:001 ), and one between (A:000) and (F:101).  

Through this example it is clear that using the aggressive 3-d cube algorithm, the 
faulty partner is being isolated. He only participates in one DH key exchange, the one 
performed in round 1 with node (H:111), and since then he is excluded from all the 
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subsequent DH key exchanges. Consequently, the faulty node loses the ability to have 
another change, during the generation process of the common session key.  

4   The Proposed Architecture 

The dynamic topology of mobile ad-hoc networks introduces challenging security 
issues. The continuous flow of incoming and departing nodes is a key issue for de-
signing a key agreement mechanism. Furthermore, when a node publicly claims that it 
is leaving the network it does not mean that it looses its ability to “hear” the messages 
exchanged among the remaining nodes, unless action is taken. 

We propose a cryptographic key agreement algorithm that initiates from an aggres-
sive 2-d or 3-d algorithm. The proposed method is a modification of [18], however it 
provides a completely different solution.  

In the case of more than 8 nodes, instead of moving to a higher degree of space  
(4-d or more) we exploit the face centered architecture by arranging the next 6 new 
nodes on the centers of the 6 faces of the 3-d cube. For simplicity, in the rest of the 
paper, each bond in the 3-d space corresponds to a two-party, password based, elliptic 
curve, Diffie-Hellman key exchange as described in chapter 3.  

4.1   The Face Centered Cubic (FCC) Algorithm 

The proposed algorithm is depicted in figure 3. The first 8 nodes (or less) are arranged 
in a 3-d cube as shown in the left side of figure 3. They perform an aggressive 3-d 
cube algorithm and obtain a common session key. The first 6 nodes that will arrive in 
a later phase will be arranged in the centers of the six faces of the cube as shown in 
the central picture of figure 3.  
 

 

Fig. 3. The Face Centered Cubic algorithm 

The 6 new nodes together with nodes (010) and (101) that contributed to the initial 
cube, create a new cube and perform a new (second) aggressive 3-d cube algorithm. 
This way the inner cube creates a second common session key. After the set up of the 
second session key nodes (010) and (101) hold both session keys corresponding to 
both cubes. This privilege makes nodes (010) and (101) leading nodes for the estab-
lished network since any communication between black and grey nodes should pass 
through them. If we wish to avoid this hierarchy in our network, during the set up of 
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the common session key within the inner cube, nodes (010) and (101) propagate the 
common session key of the initial (black) cube to the new nodes. This way the first 
session key can be used by all nodes to communicate securely with each other, while 
the second can be used for the secure communication of the internal (grey) cube.  

 

Fig. 4. Addressing of the new nodes 

The addressing of the new nodes is shown in figure 4. We observe that the 2 old 
(black) nodes keep the same address with the one they had during the set up of the 
first session key.  For the communication between nodes belonging to different cubes 
there is a separate metric (cube number) declaring the cube that the node is belonging 
to. In this example, black nodes are identified as cube 1 nodes, grey nodes are identi-
fied as cube 2 nodes and nodes (010) and (101) have both identifiers since they be-
long to both cubes.  

4.2   Key Refreshment due to Departing Nodes 

In the hierarchical model, where every cube has its independent session key, key 
refreshment due to departing nodes is easy. As soon as a node is leaving the network, 
the rest nodes of the common cube, perform a new aggressive 3-d cube algorithm and 
create a new session key. In case the leaving node is belonging to two consecutive 
cubes, a new aggressive 3-d cube algorithm is performed automatically to both cubes.  

In the case where the previous session keys belonging to previous cubes are for-
wardly distributed to the next cubes, the key renewal should be performed to all pre-
vious cubes. This appears not to be a desired feature, since if there is a departure in 
the last cube all previous stages/cubes will be affected. However this can be also 
avoided if the set up is a combination of the two solutions. Periodically the key for-
warding method is interrupted by the hierarchical solution. This way, we create iso-
lated groups of concatenated cubes and any necessary key refreshment is bounded 
within these groups.  

5   Conclusion 

Our research was motivated from the requirement of certain groups to establish fast, 
reliable, efficient and secure MANET’s without relying on pre-existing infrastruc-
tures. The actual operational environment and the very nature of the established net-
works impose further key issues (e.g. the ability to add or subtract nodes depending 
on operational and security considerations) that need to be taken into account. 
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We have reviewed existing proposals around two-party or multiparty authentica-
tion and introduced a new key establishment method. Our proposal overcomes some 
of the main issues (such as rapid deployment, accuracy, and dynamic and robust be-
haviour) of existing solutions and operational environments. The proposed solution 
introduces the use of elliptic curve cryptography in such a scenario. ECC computa-
tions require less storage, less power, less memory, and less bandwidth than other 
systems. This allows implementation of cryptography in constrained platforms such 
as wireless devices, handheld computers, smart cards, and thin-clients. For a given 
security level, elliptic curve cryptography raises computational speed and this is im-
portant in ad hoc networks, where the majority of the clients have limited resources.  

We have also described known protocols for password authenticated multiparty 
DH key exchange and have chosen the aggressive cube algorithm due to its resilience 
against dictionary attacks. The proposed protocol meets all security requirements 
according the initial specification and it is stronger in terms of security. Finally, we 
have proposed a security architecture for dynamic MANETs, where the composition 
of the network changes in time with the arrivals and departures of nodes. The secure 
dynamic recomposition of the network could be proved very useful in battlefields 
where a soldier, under threat of capture, signs off the network on time. 

The proposed FCC algorithm can be applicable in several other scenarios such as 
emergency situations, where rescue workers arrive at a disaster field, or for groups of 
people meeting in a room, i.e., in a classroom together with the teacher, etc. The 
password-based feature of our work could be used in cases where a group of people 
meets one another in person for the first time, and would like to go back home and set 
up a secure network among them.  

The proposed algorithm leaves several open issues for future work. Formal analy-
sis is necessary. The incorporation of several new password-based key agreement 
protocols, which do not require the use of asymmetric encryption, is a challenging 
consideration. The case where the number of network entities fluctuates unevenly, 
changing the network topology rapidly, is also very interesting. 
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Abstract. Recently, WSNs (Wireless Sensor Networks) with mobile robot is a 
growing technology that offer efficient communication services for anytime and 
anywhere applications. However, the tiny sensor node has very limited network 
resources due to its low battery power, low data rate, node mobility, and channel 
interference constraint between neighbors. Thus, in this paper, we proposed a 
tree based self-routing protocol for autonomous mobile robots based on beacon 
mode and implemented in real test-bed environments. The proposed scheme 
offers beacon based real-time scheduling for reliable association process between 
parent and child nodes. In addition, it supports smooth handover procedure by 
reducing flooding overhead of control packets. Throughout the performance 
evaluation by using a real test-bed system and simulation, we illustrate that our 
proposed scheme demonstrates promising performance for wireless sensor 
networks with mobile robots. 

Keywords: Wireless Sensor Networks, Handover, Self-routing, Mobile Robots. 

1   Introduction 

Recently, WSN (Wireless Sensor Network) [1] and mobile robot technology are the 
one of the most popular technologies for realization of ubiquitous networks. WSN 
can be widely used such as military, medical and industrial purpose. However, when 
we deploy WSN in multi-hop environments, a number of open problems can be 
observed because of limited bandwidth capacity and significant packet collisions by 
channel interference, and so on. In order to tackle these problems, [5] [6] [7] are 
proposed with BOP (Beacon Only Period) and LAA (Last Address Assignment) 
mechanisms. However, they do neither consider nodes mobility nor smooth route 
recovery mechanisms during the communication session. In addition, when the net-
work traffic is significantly congested, existing schemes suffer severe packet colli-
sions between beacons and other control packets. In this paper, we designed and 
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developed an efficient wireless sensor network system with autonomous mobile 
robot for smooth mobility support. In order to reduce the handover overhead and the 
latency of mobile robots which role mobile nodes in WSNs, we propose a tree based 
self-routing scheme. All sensor nodes and sink nodes are implemented on the 
TinyOS [2] system which is based on NesC [3]. In addition, we also developed a 
monitoring system which is able to collect and process data packets from every sen-
sor node including the mobile robot. 

The rest of this paper is organized as the follows. In Section 2, we review TinyOS 
architecture for our operating system platform and IEEE 802.15.4 MAC protocol as 
well as its improved versions with beacon scheduling. In Section 3, we illustrate the 
detail design architecture and implementation issues of our tree based routing scheme.  
Performance evaluation by real test-bed and simulation study is presented in Section 
4. Finally, concluding remarks with future works are given in Section 5. 

2   Related Works 

2.1   TinyOS 

TinyOS is developed in U.C. Berkeley and designed for exclusive operating system in 
wireless sensor networks. Most applications based TinyOS can be compiled into very 
tiny volume under 30Kbytes which is the optimal size for general specifications of 
wireless sensor nodes such as a small hardware device, small memory size, low CPU 
performance, and limited wireless channel resources. In addition, since TinyOS ex-
cludes unnecessary libraries and components, it can reduce extra overhead of the 
source code and produce minimum sized programs. For the more convenient applica-
tion development, TinyOS is written in NesC language which is a component based 
architecture. The components of each application are connected to each other by using 
interfaces during the compile procedure. Although the grammar of NesC is similar to 
traditional C language, there are several differences between them such as types, 
development scheme, code size and etc. The other main features of NesC are as fol-
lows. It offers very convenient environment for application programming and the 
final code size is small enough to install on tiny sensor motes. However, NesC does 
not support a dynamic memory allocation mechanism, which may disturb intelligent 
computing processes. 

In order to support simple scheduling service, the process of TinyOS defines a  
2-level scheduling scheme which consists of tasks and events. The task is a process 
which is used for computing operations and procedure call operations. All tasks run in 
a FIFO (First In First Out) queue. When all tasks in the queue finish their processing, 
they minimize the CPU power consumption to reduce limited energy until other tasks 
are activated. Although a task is not able to be preempted by other tasks, it is able to 
be preempted by events. The event is a kind of process which has higher priority than 
task and is invoked usually when a hardware interrupt occurs or certain conditions are 
satisfied. When an event is produced by the interrupt, the related component is called 
and the wiring component in upper layer is also called in succession if it is connected 
to each other. At the same time, the related functions are transformed into tasks and 
stored in the FIFO queue. 
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2.2   IEEE 802.15.4 and Beacon Based Protocols 

IEEE 802.15.4 [4] is the one of most representative protocols to support the commu-
nication between sensor nodes in wireless PANs (Personal Area Networks). In the 
basic mode, IEEE 802.15.4 usually operates in star network topology and requires a 
coordinator node to control the whole communication procedures between nodes by 
using beacon frames. However, it has severe limitations that it supports only 1 hop 
distance nodes from the coordinator, which is not suitable for multi-hop environments 
or multi-beacon enabled mesh networks. If we adopt the legacy IEEE 802.15.4 in the 
wireless mesh network with multiple paths, the network may suffer from significant 
performance degradation such as beacon collisions, failures of routing path and etc. 

In order to tackle these limitations of IEEE 802.15.4, [5] [6] [7] proposed the BOP 
(Beacon Only Period) and the LAA (Last Address Assignment) algorithm for dy-
namic mesh networks. However, these schemes were not implemented with autono-
mous mobile robots and sensor nodes did not support a stable operating system such 
as TinyOS. Another limitation of [5] [6] [7] is that they show poor network perform-
ance because they do not solve packet collision problems between flooding packets 
for route discovery and beacon frames. Moreover, they do not suggest actual solution 
of node mobility support when the application requires seamless data services. Thus, 
throughout this paper, we propose an efficient network architecture for smooth mobil-
ity support with tree based the self-routing scheme. 

3   Proposed Scheme 

3.1   Association Process 

It is necessary that each end node starts an association process to participate in PAN 
communication when it hears beacon frames from the coordinator. Our network 
scheme also uses the beacon policy like [5] [6] [7]. However, most WSNs have many-
to-one communication paradigm, which means that all nodes transmit their sensing 
data upload direction. Thus, in order to make hierarchy architecture for efficient asso-
ciation, we define three node types, which are WC (Wireless PAN Coordinator), WR 
(Wireless Router), and WED (Wireless End Device). WC plays a role of a sink node 
and gateway by transmitting periodic beacon frames and collects data from WRs and 
WEDs. The collected data is forwarded to monitoring server for more specific proc-
essing such as management of alert message to user terminals. WR also periodically 
transmits beacon frames to neighbors and executes scheduling process with neighbors 
by exchanging beacon frames. WEDs are logically located in the end of the network 
and generate packets containing sensing data. Each packet of WEDs is forwarded to 
WC via WRs in every wakeup time of the superframe. In general IEEE 802.15.4 net-
works, there are only FFD (Full Function Device) and RFD (Reduced Function De-
vice). However, in our work, we assume that FFD is able to be a not only WR but also 
WC. In addition, FFD can manage the PAN or make its own network without partici-
pating in other PANs.  

In order to organize and synchronize the network, WC and WR transmit beacon 
frames to neighbors periodically. At first, one of WRs becomes WC if it does  
not hear any beacon frame from neighbors. Then WC starts to beacon with its  
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network information such as beacon interval, identification, and information of  
its neighbors. When other WRs or WEDs try to scan the channel, they executes 
MLME_SCAN_request() process which is a MAC layer management entity in order 
to associate with parent node. In this situation, WR also can associate with another 
WR node and it calculates its own beacon schedule within the BOP length, which is 
executed by using received BTTSL (Beacon Tx Time Slot Length) information from 
its neighbors or parent node [7]. The channel scanning process in MAC layer is in-
voked by calling Network_Discovery_request() command, then each node records 
beacon information of accessible channels which is between 11 and 26. The scanning 
information is delivered to upper layer by SCAN_Confirm() function. Finally, by 
using MLME_SCAN_request() and MLME_SCAN_confirm(), a node transmits 
Assocation_request() primitive to the parent node with maximum signal strength 
which is derived from scanned beacon. This Assocation_request() is called by Net-
work_Discovery_confirm() from network layer. Figure 1 illustrates the overall pro-
cedure of association. 

 

Fig. 1. Association process 

3.2   Tree Based Self-routing Scheme 

The traditional on demand routing protocols such as AODV (Adhoc On-demand Dis-
tance Vector routing protocol) [8] and DSR (Dynamic Source Routing protocol) [9] 
broadcast RREQ packets and receive RREP packets for route discovery. Even though 
the flooding scheme using these control packets is efficient for mobile ad hoc net-
works, it wastes network bandwidth and battery power in the wireless sensor network 
which consists of tiny sensors and motes. In addition, when relay nodes use the bea-
con frame for synchronization, it suffers significant packet collisions between beacons 
and other control packets. Moreover, when the duty cycle of each node increases, the 
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flooding overhead also increases and it may result in network congestions. Thus, in 
order to reduce the control packet overhead for routing in network layer, we propose a 
self-routing approach by using association information between parents and child 
nodes in MAC layer. 

When a node tries to participate in network communications, its parent node (WR) 
or coordinator (WC) may assign the address by using beacon frames with the LAA 
scheme. Therefore, after association procedure, the parent node can obtain the address 
of child node and the child node also can obtain the address of the parent node in tree 
based topology. The sharing address information between the parent and the child is 
stored in the simplified routing table which is described in table 1. 

Table 1. An example of simplified routing table 

Parent address Child address 
Short address (16bit) Long address (32bit) Short address (16bit) Long address (32bit) 

7 
0x0000000 
000000007 

8 
0x0000000 
000000008 

 
Then, if a node receives incoming packets from the lower layer, it directly trans-

mits to its parent node without using the RREQ flooding scheme. Consequently, the 
source node and relay node can guarantee rapid packet forwarding and reduce addi-
tional control overhead. In addition, since each node does not need to maintain and 
exchange the routing table information of whole network, it can not only resolve 
memory overhead but also accomplish self-routing. 

3.3   Mobility Management and Route Recovery Process 

When a node does not receive the expected beacon frame or a data packet in a certain 
interval, it believes that unexpected link failure or handover is taken placed in MAC 
layer. In this case, there are two desirable solutions to recover the routing path. The 
first one is that each node starts the process re-association to another parent node with 
our self-routing scheme mentioned in the previous section, which is simple and effi-
cient approach from the fact that it does not require new route discovery process by 
using RREQ (Route Request) packet flooding. Consequently, this re-association 
scheme prevents unnecessary bandwidth wastes and prolongs the battery life time of 
each node. The other approach of path recovery is to use a route maintenance scheme 
by using network layer operation with RERR (Route Error) packet. Although this 
scheme is most common approach in mobile ad hoc networks, it significantly suffers 
from more route rediscovery delay and more bandwidth wastes. 

Thus, we used the MAC layer re-association scheme and left the network layer 
approach as optional operation. After finishing the re-association procedure, MAC 
informs network layer with the updated route information and the node does not 
need to flood RREQ packets to the whole network. Since our network architecture 
intends to reduce the number of flooding of control packets, WR and WC execute 
the route discovery operation with association based tree routing. During the L2/L3 
re-association procedure, WR acquires the relation information between child and 
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parent. By using this information, the intermediate WR forwards the uplink data 
packet from the child node to the link of parent node. This relay process is contin-
ued until it arrives in WC. Consequently, the mobile node reduces handover latency 
and we can say that it is a self-routing scheme from the fact that the intermediate 
node does not depends on other routing information. 

4   Performance Evaluation 

4.1   Implementation of Test-Bed 

As shown in figure 2, we developed sensor modules with CC2420 of TI Chipcon 
product as RF transceiver and ATMega128L as a main processor. The application was 
implemented for fire and atmosphere monitoring service such as temperature, gas, 
smoke, humidity and illumination. The gas information is classified into CO, CO2, 
HCHO, SO2, NO2, and etc. This information is forwarded to WC in every seconds and 
KIP-AF (Knowledge Information Process Air/Fire data) shows the measured values 
in real time. If any emergent data arrive in KIP-AF, the server immediately transmits 
the alert message to the user terminal. For network entities, we used 1 coordinator, 8 
relay WRs, and 50 WEDs with maximum 3hops. The transmission range was 30~40m 
and RF power control was set from 0 to -20dBm. The application used 40 bytes length 
packet and the duty cycle was maintained to 100%, which means all nodes transmit 
packets every interval in order to process real time data. All sensor nodes transmit  
their sensing data to coordinator and the gathered data is forwarded to KIP-AF which 
maintains the database for intelligent decision and further processing. 

 

 

Fig. 2. Test-bed topology 

For the mobility support, we used a mobile robot with sensing module which let 
the robot to be a mobile sensor node. The robot has 2 wheels and moved randomly 
with maximum 50cm/sec velocity. The robot platform is also designed and imple-
mented on TinyOS and equipped with ATmega128L for the compatibility with 
sensing module. When the robot has mobility, there is an inevitable problem of link 
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failure due to network handover or loss of LOS (Line of Sight). Then, the mobile 
robot tries to search another WR or WC with the best LQI value among the scanned 
candidates. 

For the verification of reliable transmissions, we measured packet loss rate from 
end node to coordinator, which is logged and calculated in monitoring server.  The 
measured results are shown in table 2 and the maximum loss rate is less than 4%. 
From the measurement our implemented network system is significantly reliable and 
the performance is well suitable for real time processing applications. 

Table 2. Loss rate measurements 

Performance Measurement 
Node ID Loss Rate (%) Node ID Loss Rate (%)

A 3.38 L 2.94 
B 1.88 M 3.71 
C 2.93 N 0.91 
D 2.62 O 1.91 
E 2.63 P 1.97 
F 1.87 Q 1.93 
G 3.44 R 0.72 
H 2.92 S 2.93 
I 1.87 T 3.01 
J 1.92 U 1.87 
K 2.50 V 2.26 

 

 

Fig. 3. Handover scenario for mobile robots 

We also conducted the performance evaluation for mobility support by using “Sen-
sor Network Analyzer (SNA)” of Daintree Networks [10], which is a commercial 
product for packet analysis. Figure 3 shows the route recovery scenario with mobile 
robots and the experiment is executed as follows. At first, we set up two WRs, named 
WR1 and WR2, which are associated to WC and two mobile WEDs associate with 
WR1. Then, WEDs move near to WR2, which means that they suffer the link failure. 
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After the re-association process, the mobile nodes have a new route to WC and they 
start to transmit data packets. 

When the mobile node executes handover procedure in this experiment, the aver-
age handover latency, THO, is calculated as and figure 1 and expression (1). 

                      T  T   T             

 T  T  T  T  T

ackasc_resack

data_reqackasc_reqsbeacon_losHO

+++

+++=
      (1) 

By using parameters as follow 
 

Tbeacon_loss : Interval of beacon loss due to handover  
Tasc_req : Transmission time of association request frame 
Tasc_res : Transmission time of association response frame 
Tdata_req : Transmission time of data request frame 
Tack : Transmission time of ACK frame 

 

As shown in (1), since association duration is relatively short, the average hand-
over latency is highly depends on beacon loss interval during the link failure. Hence, 
in order to minimize the beacon loss interval, we set the pending counter in MAC 
layer as 2. This means that after the mobile node does not hear beacon frame more 
than two times, it consider that the link is broken and executes the re-association pro-
cedure, immediately. In our implementation, we generated packets every second and 
set the beacon interval 1 sec. Thus, Tbeacon_loss value is approximately 2 sec. 

Table 3. Handover latency measurements 

Trials Handover starting time
(min:sec:ms) 

Handover finising time
(min:sec:ms) 

Handover latency 
(ms) 

1 10:48:083 10:50:174 2,091 
2 10:48:092 10:50:275 2,183 
3 12:36:048 12:38:168 2,120 
4 12:36:125 12:38:253 2,128 
5 15:23:116 15:25:518 2,402 
6 15:23:426 15:25:688 2,262 

 
Table 3 shows the measurement results of handover latency of each trial. Around 

time 10:48:08 (min:sec:ms), both mobile robots which are associated to WR1, start to 
move to WR2. After the occurrence of route failure by handover, another route is 
established between WR2 and WEDs in 10:50:174 and 10:50:275, respectively. As 
shown in other results of trials, the average handover latency is under 2.5 sec. Thus 
we can say that it is possible to support mobility for communication between mobile 
nodes and the coordinator in wireless sensor networks. 

4.2   Simulation Study 

In addition to evaluation of our real test-bed, we also performed simulations to verify 
our proposed tree based self routing scheme comparing to original AODV protocol. 
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Fig. 4. The number of network commands 
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Fig. 5. Aggregated throughput 

We used TOSSIM [11] with our beacon enabled MAC protocol and run the simula-
tion for 1,000 seconds. All metrics are measured as a function of the number of hops 
and the network topology was the form of a perfect binary tree. For the traffic genera-
tion, we set the duty cycle at 50% with beacon order BO=8 and superframe order 
SO=7. 

Figure 4 shows the number of network command packets as a function of the num-
ber of hops. When the topology is simple and the number of hops is smaller than 3, 
legacy AODV and our proposed scheme show similar performance. However, When 
the number of hops is higher than 4, our proposed scheme shows better performance 
because it does not need to flood the RREQ control packets and it only need to per-
form the association procedure. Hence, our proposed scheme has more opportunity to 
transmit data packets to neighbors with the limited wireless channel. 

Figure 5 describes aggregated throughput during the simulation time. Since the 
intermediate node does not relay control packets such as RREQs and RREPs, it 
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Fig. 6. Packet delivery ratio 
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Fig. 7. The number of packet collisions 

transmits more data packets during the channel access time. In case of AODV, it 
should wait another channel acquisition by the wireless contention after the route 
discovery procedure, which results in throughput performance degradation. 

Figure 6 shows packet delivery ratios according to hop count and the result is 
correspondent to figure 5. This implies that when the number of hops increases, the 
performance gap between our scheme and AODV also increases. When AODV tries 
to establish the optimal route to the destination node, it should use RREQ flooding. 
These flooding packets may collide with data packets, which finally results in lower 
packet delivery ratio. Furthermore, the collision problem is more serious when the 
number of hops increases because the number of flooding increases exponentially in 
the tree based network topology. The number of packet collision is illustrated in 
figure 7. The collision performance shows a similar pattern with throughput results 
Therefore, in large wireless sensor networks, we can observe that the on-demand 
routing protocol like AODV is not suitable for communication with limited  
bandwidth. 

AODV 

Proposed 
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5   Conclusion 

In this paper, we have designed and implemented beacon mode based wireless sensor 
network system in TinyOS platform. For mobility support and smooth handover, we 
proposed a noble tree based self-routing scheme with association information between 
parent and child nodes. In other to verify the network performance, we implemented 
various sensing nodes as well as coordinator in real test-bed. Throughout performance 
evaluation with respect to loss rate, handover latency and several simulation studies, 
we showed that our network architecture accomplishes the reliable transmission for 
real-time processing service such as fire and emergency monitoring systems under 
heavy traffic environments. 

As the future work, we plan to perform other extensive experiment to support QoS 
enabled packets such as voice and image. Then, we want to develop optimized and 
stable network architectures for WSN with mobility support. 
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Abstract. In this paper, we propose an analytical framework for anal-
ysis and design of cooperative spectrum sensing methods over correlated
Log–Normal shadow–fading environments, when each cooperative user
makes use of a simple Amplify and Forward (AF) relaying mechanism to
send the detected signal to a sink node. We will show that the framework
requires efficient and accurate methods for modeling the power–sum of
correlated Log–Normal Random Variables (RVs), which well describe
shadowing phenomena, and propose novel approximation methods to
efficiently solve this problem. Numerical results will be shown to sub-
stantiate the proposed framework.

Keywords: Cognitive Radio, Spectrum Sensing, Cooperative Commu-
nications, Correlated Log–Normal Shadowing, Performance Analysis.

1 Introduction

Cognitive Radio (CR) is commonly considered a key enabling technology to pro-
vide high bandwidth to mobile users via heterogeneous wireless architectures and
Dynamic Spectrum Access (DSA) capabilities (see, e.g., [1], [2]). Broadly speak-
ing, a CR can be defined as “an intelligent wireless communication device that
exploits side information about its environment to improve spectrum utiliza-
tion” [3], and is likely to consist of several components, but mainly of a sensing,
decision, and execution unit. Various definitions of CRs exist in the literature.
However, a promising solution, which is based on the idea of opportunistic com-
munications, is the so–called interweave paradigm, according to which a CR is
defined as “an intelligent wireless communication system that periodically mon-
itors the radio spectrum, intelligently detects occupancy in the different parts

F. Granelli et al. (Eds.): MOBILIGHT 2009, LNICST 13, pp. 125–134, 2009.

c© ICST Institute for Computer Sciences, Social-Informatics and Telecommunication Engineering 2009
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of the spectrum and then opportunistically communicates over spectrum holes
with minimal (i.e., no harmful) interference to the active users” [3].

A fundamental element for the successful exploitation of interweave CRs is
the design of robust spectrum sensing methods to detect licensee users transmit-
ting over a given frequency band. Accordingly, several spectrum sensing meth-
ods have been proposed to enable CR functionalities, and studied via analytical
frameworks and experimental activities, see, e.g., [4] and references therein for
a survey, and [5]–[9] for analysis and design of specific spectrum sensing meth-
ods. Among the various proposals, cooperative spectrum sensing methods using
energy–based detectors are often considered a good candidate to enable CR func-
tionalities, as they provide a good trade–off for keeping the complexity of every
cooperative node at a moderate level, as well as counteracting the limitations
of energy–based detection in the low Signal–to–Noise Ratio (SNR) regime via
distributed diversity [10]. Accordingly, several studies have been conducted to
analyze the performance of such a kind of spectrum sensing methods over a
variety of fading channels (see, e.g., [5], [7]). In these papers, the authors have
recognized the importance of including the characteristics of wireless propaga-
tion for system analysis and design. In particular, they have pointed out the
importance of accurately modeling correlated Log–Normal shadow–fading phe-
nomena to properly analyze the impact of distributed cooperation. It has been
shown that shadowing correlation can significantly reduce the performance of co-
operation, which results in an optimal number of cooperative users yielding the
highest cooperative gain and lowest traffic overhead due to cooperation. More-
over, asymptotic analyzes based on a different kind of detector have explicit
shown the performance limits set by correlated shadowing [6].

In the light of the above results, there is a common understanding about the
importance of developing accurate and simple frameworks for the analysis and
design of cooperative spectrum sensing methods over correlated Log–Normal
shadow–fading environments. Moreover, the importance of accurately modeling
correlation has also been reinforced by some recent experiments, which have
proposed specific statistical models to well describe Log–Normal shadow–fading
correlation for cooperative networks [11]. However, despite there is a significant
number of studies for the analysis of energy–based cooperative spectrum sensing
methods (see, e.g., [4], [5], [7]), as far as correlated Log–Normal shadow–fading
environments are considered, performance metrics are typically obtained via
extensive numerical simulations, which do not yield, in general, a solid basis for
a systematic system analysis and optimization.

One of the main reasons for the absence of sound analytical frameworks to
analyze the above mentioned scenario is due to the inherent analytical complexity
of handling correlated Log–Normal Random Variables (RVs) if compared to
other fading distributions. However, in [12] we have recently proposed a general
and simple framework for the analysis of cooperative CR systems over correlated
Log–Normal shadowing and analyzed its accuracy for several system setups, as
well as compared our proposed method with other techniques so far available in
the literature and assessed its superiority. However, the system setup described
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in [12] heavily relies on the not very realistic assumption that the signals sensed
by several cooperative users can be sent via an error–free reporting channel to a
fusion center, which can then combine them to improve system performance. So,
the main aim of this contribution is to propose an advanced system setup that
can remove this unrealistic assumption, as well as propose a simple yet accurate
framework for its performance analysis and design

More specifically, the following contributions and results are claimed in the
present paper: i) we propose a two–step method for Log–Normal power–sum
approximation, which is based on the Improved Schwartz–Yeh (I–SY) and Pear-
son type IV approximation frameworks, and allows to handle correlation among
all links of the cooperative network, ii) differently from typical unrealistic as-
sumptions where data sensed by every cooperative node are sent to a common
central unit via an error–free feedback channel [5], we consider a more realistic
Amplify and Forward (AF) relaying mechanism for data gathering, and iii) we
quantify the impact of shadowing correlation on the performance of distributed
and decentralized energy–based spectrum sensing methods.

The remainder of the manuscript is organized as follows. In Section 2, system
model and cooperative spectrum sensing protocol will be introduced. In Section
3, the cooperative spectrum sensing problem will be formulated. In Section 4,
the novel method for Log–Normal power–sum approximation will be presented
for a generic cooperative network with AF relying. In Section 5, numerical and
simulation results will be compared to assess the accuracy of the proposed ap-
proximation to compute Detection Probability in CR scenarios, and the impact
of correlated shadowing on system performance will be investigated. Finally,
Section 6 will conclude the paper.

2 System Model

Let us consider a typical CR network that performs spectrum sensing operations
in a distributed and cooperative fashion (see, e.g., [9, pp. 20, Fig. 3]). In general,
cooperative spectrum sensing is composed by four main and subsequent steps: 1)
every CR performs spectrum sensing locally and independently from each other,
2) every measurement is sent to a common band manager via an error–free
reporting channel, 3) based on the collected measurements, the band manager
makes a decision about the status of the sensed frequency band, and 4) the band
manager broadcasts back the final decision to the cognitive users, thus enabling
or not the transmission of one CR over that frequency band.

In the above standard procedure, step 2) relies on the unrealistic assumption
that a noise–free channel is available by every cooperative user to send data to
a common central unit. With the aim to overcome this idealistic assumption,
we consider a more realistic setup where the data sensed during step 1) are for-
warded to the band manager via an AF relying mechanism [13]. By this way,
the reporting channel (i.e., relay channel) is not assumed to be error–free, but
the relay mechanism accounts for noise accumulation due to dual–hop transmis-
sions, as well as the effect of wireless propagation. For the sake of simplicity, but
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without loss of generality, we assume that the AF protocol is implemented in a
time–scheduled fashion such that collisions are avoided. Furthermore, similar to
[5], we assume that the band manager is equipped with a simple energy–based
detector for spectrum sensing, and that a Square–Law–Combining (SLC) mech-
anism is used to combine the signals forwarded by every cooperative (secondary)
user.

3 Problem Statement

According to the system model described in Section 2, the cooperative spectrum
sensing problem with AF relaying can be modeled as the well–known dual–
hop parallel relay channel [14, pp. 1002, Fig. 1]. In particular in [14, pp. 1002,
Fig. 1], i) S (i.e., source) represents the primary user to be detected, ii) D
(i.e., destination) denotes the common band manager that wants to get access
to the wireless medium and performs spectrum sensing, and iii) {Rl}L

l=1 are
the L active secondary users (i.e., relays), which help D to detect the active
transmission of S via AF relaying.

3.1 Notation

The following notation is used in what follows: i) Gl is the relay gain associated
to relay Rl, ii) αl,SR and αl,RD are the fading amplitude of the source–to–relay
and relay–to–destination hops in the l–th branch, respectively, iii) N0 is the one–
sided power spectral density of the Additive White Gaussian Noise (AWGN) at
the input of {Rl}L

l=1 and D, iv) γl,SR = α2
l,SREs

/
N0 and γl,RD = α2

l,RDEs

/
N0

are the per–hop SNRs of the source–to–relay and relay–to–destination links in
the l–th branch, respectively, and v) Es is the average radiated energy in every

transmission. In what follows, we will assume
{

α2
l,SR , α2

l,RD

}L

l=1
, i.e., the chan-

nel power gains, to be Log–Normal distributed and generically correlated RVs,
as a consequence of shadow–fading propagation.

3.2 Analytical Formulation

According to [5], the decision statistic of a SLC distributed detector can be
written as follows:

ySLC =
L∑

l=1

yl (1)

where {yl}L
l=1 are the signals received by D from the L relays after square–and–

integrate operation (i.e., energy detection).
Moreover, {yl}L

l=1 can be written as follows:

yl =
2
Ψl

T∫
0

r2
l (t) dt (2)
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where rl (·) is the signal received by D from Rl, Ψl is one–sided power spectral
density of the noise component of rl (·), and T is the observation window.

By relying on the AF relay mechanism, rl (·) can be written as follows [13]:

rl (t) = (αl,SRαl,RDGl) s (t) + (αl,RDGl)nRl
(t) + nD (t) (3)

where s (·) is the signal transmitted by terminal S, and nRl
(·), nD (·) are the

AWGNs at the input of terminals Rl and D, respectively.
According to (3), Ψl in (2) can be readily computed as follows:

Ψl =
(
α2

l,RDG2
l + 1

)
N0 (4)

In particular, we consider the well–known Channel State Information (CSI–)
assisted relay mechanism, thus assuming that every relay Rl has full CSI about
the S–to–Rl link. In such a case, the relay gain is Gl = GCSI

l = 1/αl,SR [13].
Following similar analytical steps as described in [5], it is possible to show that

the performance of the cooperative and distributed spectrum sensing network
can be characterized by two performance measures, i.e., False Alarm Probability
(Pfa) and Detection Probability (Pd), which can be computed as follows, when
conditioning upon the fading channel statistics:⎧⎪⎪⎨

⎪⎪⎩
Pfa =

Γ( LN
2 , λ

2σ2 )
Γ(LN

2 )

Pd =
+∞∫
0

QLN
2

(√
aξ
σ2 ,

√
λ
σ2

)
fγt (ξ) dξ

(5)

where i) Γ (·) and Γ (·, ·) denote the Gamma [16, pp. 255, Eq. (6.1.1)] and in-
complete Gamma [16, pp. 260, Eq. (6.5.3)] functions, respectively, ii) Qm (·, ·) is
the generalized Marcum Q–function [7, pp. 73], iii) N is the number of degrees
of freedom of the system [5], iv) λ is the detection/decision threshold used by D
in the binary hypothesis testing problem to discriminate between presence and
absence of a licensee user, and v) σ2 = 1, a = 2. Moreover, fγt (·) is the PDF of
the end–to–end SNR, γt, in D. According to the AF/CSI relay mechanism, γt

can be explicitly written as γt =
∑L

l=1 γl,t, where [13]:

γl,t =
γl,SRγl,RD

γl,SR + γl,RD
=
(

1
γl,SR

+
1

γl,RD

)−1

(6)

As Pfa in (5) is independent from channel statistics, in the present contribu-
tion we are mainly interested in developing a simple but effective framework to
compute Pd in (5), which requires a closed–form expression for the PDF of γt.
In Section 4 we will show that the computation of fγt (·) boils down to have
accurate and simple methods for approximating the power–sum of generically
correlated Log–Normal RVs.

4 A Novel Method for Log–Normal Power–Sum
Approximation

By carefully looking at γl,t defined in Section 3.2, we can easily figure out that
the inverse of end–to–end SNR in every dual–hop cooperative link is given by
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the summation of correlated Log–Normal RVs. So, modeling the distribution
of the SNRs in Section 3.2 is equivalent to find the distribution of the inverse
of a linear combination (i.e., power–sum) of generically correlated Log–Normal
RVs.

The SNR γl,t can be re–written as γl,t =
[∑2

n=1 Xl,n

]−1
=
[∑2

n=1 100.1Yl,n

]−1
,

where {Yl,n}2
n=1 is a vector of Normal RVs with mean vector (μμμYl

) and covariance
matrix (ΣΣΣYl

) given as follows1:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

μμμYl
(1) = −μl,SR − 10 log10 (Es/N0)

μμμYl
(2) = −μl,RD − 10 log10 (Es/N0)

ΣΣΣYl
(1, 1) = σ2

l,SR

ΣΣΣYl
(2, 2) = σ2

l,RD

ΣΣΣYl
(1, 2) = ΣΣΣYl

(2, 1) = ρl,{SR,RD}σl,SRσl,RD

(7)

where i) μl,SR and μl,RD are the mean values, ii) σ2
l,SR and σ2

l,RD are the vari-
ances, and iii) ρl,{SR,RD} is the correlation coefficient of RVs χl,SR =

10 log10

(
α2

l,SR

)
and χl,RD = 10 log10

(
α2

l,RD

)
, i.e., the Normal RVs associated

to the Log–Normal power gains α2
l,SR and α2

l,RD, respectively.
According to the above analysis, the problem of computing Pd boils down

to have general and flexible methods for managing the power–sum of correlated
Log–Normal RVs. In particular, two main problems need to be addressed: i)
first of all, the PDF of {γl,t}L

l=1 needs to be estimated, which results in the need
to have efficient tools for approximating the power sum of generically corre-
lated Log–Normal RVs, and ii) secondly, the PDF of γt =

∑L
l=1 γl,t needs to be

computed, which, in general, results in dealing with the power–sum of correlated
either Log–Normal or non–Log–Normal RVs depending on the assumptions done
to compute the PDF of {γl,t}L

l=1 [15].

4.1 A Two–Step Approximation for Computing fγt (·)
We propose a simple yet accurate two–step procedure for computing fγt (·), and
then use it for the estimation of Pd in (5).

Step 1: Improved Schwartz–Yeh (I–SY) Approximation for {γl,t}L
l=1.

The main idea of the Improved Schwartz–Yeh (I–SY) method [17] is to approxi-
mate the Log–Normal power–sum γl,t with another Log–Normal RV, as follows:

fγl,t
(ξ) ∼= 10/ln (10)√

2πσ2
l,I−SY ξ

exp

[
− (10 log10 (ξ) − μl,I−SY )2

2σ2
l,I−SY

]
(8)

where μl,I−SY and σl,I−SY are the parameters of the approximating PDF, which
are obtained via moment matching in the logarithmic domain between γl,t and
the approximating Log–Normal RV, i.e.:
1 We denote with v (i) the i–th element of vector v, with M (i, j) the element in the

i-th row and j–th column of matrix M.
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⎧⎨
⎩

μl,I−SY = m
(1)
γl,tdB

σl,I−SY =

√
m

(2)
γl,tdB

−
(
m

(1)
γl,tdB

)2 (9)

where m
(n)
l,tdB

= (−1)n E {[10 log10 (1/γl,t)]
n}, and E {·} denotes statistical

expectation.

m
(n)
l,tdB

= (−1)n

(
10

ln (10)

)n Np∑
p1=1

Np∑
p2=1

· · ·
Np∑

pQ=1

Πγl,tdB
(p)

{
ln
[
Ωγl,tdB

(p)
]}n

(10)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Πγl,tdB
(p) =

2∏
i=1

Hpi√
π

Ωγl,tdB
(p) =

2∑
i=1

exp

[
ln(10)

10

(
√

2
2∑

j=1

ΣΣΣsq
Yl

(i, j)xpj + μμμYl
(i)

)] (11)

fγt (ξ) ∼= 10
ln (10)

h

ξ

[
1 +

(10 log10 (ξ) + u)2

d2

]−m

exp
[
−ν tan−1

(
10 log10 (ξ) + u

d

)]
(12)

From (8), (9), it turns out that the I–SY method requires the computation of
the log–moments m

(n)
l,tdB

of the power–sum 1/γl,t. These log–moments have been
recently computed in [12], and can be obtained (with Q = 2) as shown in (10)
and (11) on top of this page, where p is a vector with elements {pj}2

j=1, and

{xp}Np

p=1, {Hp}Np

p=1 are zeros and weights of the Np–order Hermite polynomial

[16, Table 25.10, pp. 924], respectively. Moreover, ΣΣΣsq
Yl

= UV1/2, and U and V
are the matrices containing the eigenvectors and eigenvalues of ΣΣΣYl

, respectively.

Step 2: Pearson Type IV Approximation for γt. As a result of the I–
SY approximation for {γl,t}L

l=1 in Step 1, the computation of fγt (·) boils down
to the estimation of the PDF of the power–sum of generically correlated Log–
Normal RVs. To get very accurate results, we propose to use a non–Log–Normal
approximation method to estimate fγt (·). Moving from the excellent matching
accuracy at the PDF level shown by the Pearson type IV method introduced in
[12], [15], we rely on this method for Step 2.

Accordingly, the PDF of γt, fγt (·), is approximated as shown in (12) on top
of this page, where h is a normalization factor, and u, m, d, ν are the parameters
that define the Pearson type IV distribution [15]. These latter parameters can
be computed from the non–central moments of RV γtdB = 10 log10 (γt). Due to
space constraints, we dot report in the present contribution the formulas that
allow to obtain u, m, d, ν from the non–central moments, but they can be found
in [15]. On the other hand, the most complicated task in this approximation
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is the computation of the non–central moments m
(n)
γtdB

= E {[10 log10 (γt)]
n},

which cannot be directly derived from [15], as a consequence of the particular
form taken by the end–to–end SNR {γl,t}L

l=1 in (6) for each cooperative dual–
hop link. As the main objective of the present paper is to analyze the accuracy of
the proposed approximation, we will compute these moments from Monte Carlo
simulations, while the development of a framework for their computation is left
to a future contribution.

5 Numerical and Simulation Results

The aim of this section is to analyze the accuracy of the proposed approximations
to compute Pm = 1 − Pd (i.e., the Miss Detection Probability), as a function
of the number of cooperative dual–hop links (L), and shadowing correlation
among them. In particular, Pm will be obtained, via straightforward numerical
integration techniques, from (5) by approximating the PDF of the SNR γt by
using the two–step method described in Section 4.1. Analysis will be compared
with Monte Carlo simulations to assess its accuracy.

The following system setup is considered for performance analysis: i) the de-
tection/decision threshold λ is computed according to a Constant False Alarm
(CFA) criterion [7] by using the formula for Pfa in (5) with Pfa =

{
10−3, 10−4

}
;

ii) without loss of generality, the Log–Normal RVs are assumed to be identically

1 2 3 4 5 6 7 8
10

−4

10
−3

10
−2

10
−1

10
0

False Alarm Probability Pfa = 0.001

P
ro

ba
bi

lit
y

of
M

is
s

D
et

ec
ti

on
(P

m
)

Number of Cooperative Dual-Hop Links (L)

 

 

Sim. (ρ=0.0)

Model (ρ=0.0)

Sim. (ρ=0.3)

Model (ρ=0.3)

Sim. (ρ=0.5)

Model (ρ=0.5)
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Fig. 2. Pm vs. number (L) of cooperative dual–hop links (CSI relays and Pfa = 10−4)

distributed with parameters μ = 15 dB, σ = 6 dB, and with equal correlation
coefficient ρ = {0.0, 0.3, 0.5}; iii) N = 10, iv) Np = 7, and v) Es/N0 = 0 dB.

The results shown in Figure 1 and Figure 2 clearly illustrate that the pro-
posed two–step approximation is pretty accurate for several system setups, and
a limited number of GQR points (i.e., Np = 7) is also required to get these good
accuracies. We can observe that, in general, increasing the number of coopera-
tive dual–hop links improves spectrum sensing capabilities (i.e., Pm decreases).
However, the net gain obtained with cooperation gets significantly down when
the cooperative links are subject to correlated shadowing.

6 Conclusions

In this paper, we have provided an analytical framework for the analysis of co-
operative spectrum sensing techniques over correlated Log–Normal shadowing
environments. Novel approximation methods have been introduced to handle
correlated scenarios, and their accuracy has been validated via Monte Carlo
simulations. Our empirical investigations show that the proposed two–step ap-
proach based on jointly using I–SY and Pearson type IV approximations offers a
general, simple yet adequately accurate framework for performance analysis and
design of efficient collaborative spectrum sensing methods over realistic propa-
gation environments.
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Abstract. In the third generation networks a quality of service is guar-
anteed for key applications, such as video streaming. However, all the
packets belonging to one application are handled in the same way, even
though they have different impact on the perceived quality. In this article
we present a standard compliant cross layer optimization for video ser-
vices. The importance of a packet, signalized at application level, is used
to filter packets into different logical channels with different qualities of
service. Simulations performed using a HSDPA system level simulator
show that our implementation increases the video quality of over 0.6 dB.

Keywords: HSDPA, Video Streaming, H.264/AVC, PDP Context.

1 Introduction

Beside voice call applications, the third generation wireless networks offers mo-
bile broadband to the customers. The Universal Mobile Telecommunications Sys-
tem (UMTS) [1] has been standardized by the 3rd Generation Partnership Project
(3GPP) in the year 2000 (Release 99 ). In the Release 5, 2002, two main features
have been added to the standard: (i) the IP Multimedia System (IMS) describes a
framework for delivering Internet Protocol (IP) multimedia services, (ii) the cell
throughput has been increased by the introduction of the High Speed Download
Packet Access (HSDPA) from the 384 kbit/s of Release 99 to 14.4 Mbit/s.

Increasing available downlink datarate and simplified infrastructures make
IP traffic in the wireless network constantly increase. The traffic consists of a
variety of different applications [2], with different degrees of interactivity and
technical needs. In the 3GPP standards, four classes of IP traffic have been
defined in [3]: (i) Conversational: usually reserved for Voice over IP (VoIP),
it covers connections between two or more human users with stringent delay
constraints, (ii) Streaming: reserved for multimedia streaming from a server to
one or more humans, which requires variance in the delay to be avoided, (iii)
Interactive: it refers to applications such as web browsing, (iv) Background:
includes all the applications where the user is not expecting the content in a given
time, such as File Transfer Protocol (FTP) download. This classification has been
introduced in order to guarantee Quality of Service (QoS) to the customers. IP

F. Granelli et al. (Eds.): MOBILIGHT 2009, LNICST 13, pp. 135–146, 2009.

c© ICST Institute for Computer Sciences, Social-Informatics and Telecommunication Engineering 2009
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packets belonging to an application with stringent delay constraint are favoured
over the ones without timing specifications.

The QoS in UMTS is established by guaranteeing a given bitrate, handling
priority and transfer delay to a logical connection. However, the QoS does not
necessarily reflect the perceived Quality of Experience (QoE) [4], i.e. the user
satisfaction for the required service. In this work we consider the cross-layer opti-
mization of video streaming over HSDPA networks, aiming at the maximization
of the QoE as perceived by the end users. In video streaming, although a single
QoS value is assigned to all the transmitted packets, different packets have a
different impact on the reconstruction of the video sequence and, therefore, on
the QoE. For this reason, we propose to signalize the importance of a packet
from application layer to the IP layer in the DiffServ field of the IP header. The
different packets will then be multiplexed depending on their DiffServ marking
into different logical connection to the end user. An appropriate QoS class is
assigned to each logical connection.

This paper is structured as follows. In Section 2 an overview over wireless video
streaming is offered. The proposed method is discussed in Section 3, together
with a description of the HSDPA features relevant for this work. The HSDPA
system level simulator used for transmission is presented in Section 4. The results
in Section 5 and the conclusions in Section 6 terminate the paper.

2 Video Streaming over Wireless Networks

Streaming applications in 3G networks have been specified by the 3GPP Techni-
cal Specifications (TS) belonging to the class of “Transparent end-to-end Packet-
switched Streaming Service (PSS)”. Since the seventh release of [5], defining the
mandatory and suggested codecs, the H.264/AVC [6] is mentioned as suggested
video codec. The H.264/AVC, jointly standardized by the International Stan-
dard Organization (ISO) Moving Picture Expert Group (MPEG) and Interna-
tional Telecommunication Union (ITU) Video Coding Expert Group (VCEG),
is currently the state-of-the art video codec for commercial applications. For this
reason, the following discussion will refer this codec.

The H.264/AVC belongs to the family of the hybrid block based video codecs.
These kinds of video codecs exploit the correlation of small regions of the se-
quence pictures in space and in time. Each sample of the raw video sequence,
a video frame, is subdivided into square blocks, called MacroBlocks (MB). De-
pending on the frame type, two encoding strategies are allowed. The macroblocks
belonging to Intra (I) predicted frames are encoded using the neighboring blocks
of the same picture as a source of prediction. For Inter (P) predicted frames, the
prediction is searched in the previously encoded pictures. In both cases, the pre-
diction is then refined by means of frequency transformed residuals, representing
the difference between the original block and the best prediction.

The video encoder has been conceptually subdivided into two functional
blocks. The Video Coding Layer (VCL) deals with the proper encoding func-
tionalities whereas the Network Abstraction Layer (NAL) provides network
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friendliness to the produced data stream, managing the segmentation of the
code into NAL Units (NALU) and reducing the dependency of the data stored
in different packets. The maximum size of a NALU is specified depending on
the network Maximum Transfer Unit (MTU). Therefore, a NALU contains a
variable number of macroblocks (representing a picture slice) depending on the
effectiveness of the considered prediction. For video streaming over 3G Networks,
the NALUs are further encapsulated into RTP, UDP and, finally, IP.

Because of bad channel conditions and/or network congestion, some packet
might not be correctly received. At the decoder side error concealment techniques
reduce the impact of missing packets. Because of the temporal prediction, a
missing packet does not only affect the reconstruction of the picture slice it
contains but rather all the frames that use that slice as a source of prediction, as
indicated in Fig. 1. We will refer to this effect as temporal error propagation. The

Correctly received
P frame

Incorrectly received
P frame

Correctly received
P frame

Correctly received
I frame

Fig. 1. Temporal error propagation

temporal error propagation ceases with the following I frame. Packets containing
intra encoded information are self contained, i.e. the slice they contain can be
reconstructed without the need of information stored in other packets.

The distance, in number of frames, between two consecutive I frames is de-
fined as Group Of Picture GOP. The size of the GOP has a strong impact on the
quality of the receiver side: small GOPs reduce the temporal propagation of the
error. On the other hand, the spatial prediction used in the I frames is much less
effective than the temporal one, particularly for high frequency patterns. The
curve in Fig. 2 (left) shows the rate distortion behavior of the video quality in
Luminance Peak to Signal Noise Ratio (Y-PSNR) depending on the GOP size.
The transmission of the encoded ’Foreman’ sequence in Common Intermediate
Format (CIF) resolution (352×288 pixel) has been simulated considering differ-
ent GOP sizes varying between 10 and 100 frames and fixed packet error rates
(PERs) of one, three and five percent.

Since the error propagation is terminated by a correctly received I frame,
preserving the payload of the packets containing encoded I slices is of major
importance with respect to the one containing P slices. However, within the P
frames of a GOP, one can differentiate between P packets of different impor-
tance. Different works in the literature, deal with the unequal error protection
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of video packets, depending on the impact on the quality the slice they contain
have. These methods often call for refined rate distortion analysis and limit the
observation on the punctual frame the slice belongs to. In this work we consider
a more generic approach, aiming at better protecting the packets belonging to
the frames closer to the beginning of the GOP. Following the previous discussion,
we do not consider only the “punctual” effect of the errors at frame level, but
rather the overall impact they have on the reconstruction of the whole GOP.
Errors affecting the first frames of the GOPs propagate more in time, degrading
more the QoE if compared to errors occurring near the end of the GOP.

In order to analytically evaluate this effect, different standard test sequences
have been encoded with a fixed GOP size of 65 frames. For each simulation
performed, the packets containing a frame in a given GOP position have been
removed. In this scenario, for obtaining generic results, the effect of the sin-
gle packets has not been investigated, since it strongly depends on the specific
characteristic of the considered sequence. The results are shown in Fig. 2 (right)

3 Video Packet Prioritisation in HSDPA

The importance of an encoded slice might be signalized exploiting the fields of
the NALU header [7]. It consists of one byte signalizing the correctness of the
slice (one bit), the NAL reference indicator (NRI) (two bits) and the nalu type
(five bits). The NRI value 00 is used for marking encoded slice not used as a
reference by future inter frames. Values greater than 00 specify increasing packet
priority, as indicated by the encoder.

At the video streaming server, this priority information is conveyed from the
application layer to the IP layer. The IP header contains a byte originally thought
for specifying the Type Of Service (TOS) and currently used for Differentiate
Service (DiffServ) marking [8]. The DiffServ specifies how a packet has to be
handled by each network element, i.e. a Per Hob Behaviour (PHB). Three main
classes of DiffServ marking have been specified: (i) Default PHB: Best effort Traf-
fic, (ii) Assured PHB: Ensures the forwarding of the packet as soon as a traffic
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threshold has not been exceeded, (iii) Expedited Forwarding PHB: Handles the
packet with highest priority.

In the following we need a method to make use of this signaling information
within the UMTS network. Other works in the literature, such as [9], already dis-
cuss this topic, but do not consider the possibility of assigning different DiffServ
marking to packets belonging to the same data stream. This is a non trivial task
as the IP packets carrying the user data are encoded into other transport proto-
cols between GGSN and mobile terminal, e.g., GPRS Tunneling Protocol (GTP)
and NodeB Application Protocol (NBAP). The data itself is only available at
the borders of the UMTS network, i.e., GGSN and mobile terminal. However,
there is a different and standard compliant way to use dynamic QoS settings for
different packets. In a UMTS network a logical Packet Switched (PS) connection
is setup by a PDP-context. Within this method, the user terminal at one side
and the GGSN at the other side agree on several parameters, e.g., IP-address,
PDP type and QoS profile for the following packets. In the UMTS network QoS
only exists on this PDP-context entity, allowing for one setting at a time. To
allow the system to serve independent QoS parameters for multiple applications
running at the same mobile terminal, a feature called multiple PDP-contexts
was introduced.

There exist two different categories of PDP-contexts, namely primary and
secondary. Every mobile has to activate a primary context first. Then the mobile
can either attach a secondary to the primary or initiate further primary ones.
Multiple primary PDP-contexts have different IP addresses and are typically
used for different applications, e.g., black berry in parallel to standard Internet
access. Multiple primary PDP-contexts share the same IP address and must be
attached to a previous initialized primary context. The following Figure 3 depicts
the difference in the setup. As the IP address is the same for the primary and
all the associated secondary PDP-contexts, a so called Traffic Flow Template
(TFT) defines a split up of user data into the GTP tunnels.

A TFT can be seen as a packet filter applied onto each IP packet entering the
GGSN. There exists one TFT per secondary PDP-context. The filtering rules
are based on one or more of the following attributes: source address, IP protocol
number, destination port (range), source port (range), IPsec security parameter
index and the type of service. The last attribute in this list makes the TFT the
perfect match for the proposed method as it is the same header field used for
DiffServ. The following Figure 4 depicts the user of TFT for one user.

MS NodeB RNC SGSN GGSN

GTP 1

GTP 3

GTP 2
RAB 1

RAB 3

RAB 2
Primary

Primary

Secondary

A
PN

 1
A

PN
 2

Fig. 3. Example for two primary PDP-Contexts and one secondary
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Fig. 4. Traffic Flow Tamplets

While in UMTS R99 the users are served with dedicated channels (DCH) only,
HSDPA offers a shared channel. It does this by the implementation of new cod-
ing schemes and modulations techniques combined with scheduling techniques
directly in the NodeBs. In other words the Spreading Factor (SF) is no longer
variable and there is no more fast power control available. These two elements
of Rel. 99 are replaced by Adaptive Modulation and Coding (AMC), Fast re-
transmission strategy (HARQ) and scheduling algorithms [10,11].

In the following we give a short discription of the new features introduced for
the HSDPA MAC layer.

Scheduling Algorithms. The place of the scheduling systems in Rel. 99 is
inside the RNC. In HSDPA the function has been moved into the NodeBs,
which allows for faster scheduling as there is no more ’reaction’ delay present.
The scheduler in HSDPA also has additional task. Beside selecting the correct
modulation and coding scheme and the HARQ process, it now schedules the
transmission for all users. In Rel. 99 the scheduler was implemented on a per
user base only. The available algorithms are Round-Robin, Proportional Fair
and Maximum C / I.

Hybrid ARQ: A Fast Retransmission Strategy. The retransmission logic
moved from the RNC entity into the NodeB. There exist two different error
control and recovery methods to guarantee error free transmissions to and from
the UE, namely Forward Error Correction (FEC) and Automatic Repeat reQuest
(ARQ), see [12,13,14].

The disadvantage of these two methods is the delay which occurs in case of
an packet error. This can be overcome by a combining the ARQ and the FEC
method in a so called HARQ mode. The FEC is set to cover the most frequent
error patterns and therefore will reduce the number of retransmissions necessary
for the system. The ARQ part covers the less frequent error patterns, which
allows to reduce the number of bit added by the FEC. There are different types of
HARQ methods available and the performance in total depends on the channel
conditions, receiver equipment and other related parameters. Considering the
complexity of a UMTS radio implementation choosing the ’correct’ or ’best’
retransmission strategy is a wide field for ongoing research.

Adaptive Modulation and Coding (AMC). The original implementation of
UMTS-Rel. 99 offered one fixed modulation scheme. The adaption to the actual
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radio channel is then achieved using a power control algorithm. The momenta-
neous data rate is set by choosing an appropriate spreading factor offering the
needed gain for the given signal to interference situation.

In HSDPA the method was changed. Instead of relying on a fast power control
the SF was fixed and the modulation now follows the channel conditions, both
modulation and coding format adapt in accordance with variations in the chan-
nel conditions. This system is called Adaptive Modulation and Coding (AMC),
or link adaptation. Compared to standard power control such methods deliver
higher data rates. In HSDPA the AMR scheme assigns higher-order modulation
with higher code rates, such as 16 QAM.

4 HSDPA System-Level Simulations

In order to assess the performance of enhanced scheduling algorithms, the im-
plications in the context of network have to be evaluated. Therefore, standard
physical-layer simulations are not sufficient, but rather system-level simulations
are necessary [15,16]. One of the major difficulties of system-level analyses is the
computational complexity involved in evaluating the performance of the radio
links between all base-stations and mobile terminals. Performing such a large
number of link-level simulations is clearly prohibitive. Thus, those evaluations
have to rely on simplified link models that still must be accurate enough to
capture the essential behavior [17,18,19].

In this paper, we conduct our simulations on a computationally efficient
system-level simulator implemented in MATLAB [20]. The simulator is capable
of simulating classical HSDPA networks as well as the enhanced version utilizing
MIMO for increased data rates. In this work however, we restrict ourselves to the
classical single antenna HSDPA without the possibility for spatial multiplexing
in the downlink.

The physical-layer modeling utilized in the system-level simulator accounts
for MMSE equalization at the receiver side and accurately reproduces the inter-
code interference in the multi-code operation of the shared downlink channel
of HSDPA. The simulator is able to generate the cell deployment according to
the desired configuration and deals with a large variety of user set-ups. A basic
overview of the simulation methodology is depicted in Figure 5.

The HSDPA cell deployment considered in the simulator consists of 19 three-
sector sites, corrsponding to the layout type 1 of [21]. The simulator allows for
the power of the neighboring base stations to be controlled independently, such
that the network to be simulated can be stripped down to seven three sector
sites or even a single cell scenario. Different propagation models are available in
the simulator, where in this work we stuck to the well known Walfish-Ikegami
model [22] representing urban micro cell scenarios. Radio link control, as well as
scheduling in the MAC-hs are simulated only for the target sector, thus keep-
ing the computational effort manageable. This, however, requires the simulation
to get along without handovers (because in the case of a handover, the associated
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Fig. 5. Overview of the employed system-level methodology [20]

algorithms—residing in the RNC—would have to coordinate the radio link con-
trol of two sectors). In this work we set up the user mobility such that no
handover will occur during the simulation of a video transmission.

The basic simulation procedure is as follows (see Figure 5): The first step
of the simulation invokes the network generation, i.e. cell deployment, and the
user generation according to the selected UE capability class together with their
positioning. Also the fading parameters (describing the physical-layer) suitable
for the scenario are loaded, the shadow fading traces are generated and the data
necessary for the link-performance model (describing the decoding performance)
is loaded. In the main simulation loop, according to the feedback of the UE in
the target cell, the RLC and the MAC-hs scheduler decide upon the user to
be served and the transmission settings of this transmission. After this decision
an update of the user position takes place. With the position being known, the
macro-scale pathloss and the effective antenna gain can be calculated. The SINR
in the current transmission is then evaluated and consequently the correctness
of the received packet is determined according to the link-performance model.
The user feedback is then formed of the ACK/NACK report and the CQI for the
current transmission evaluated pursuant to the mapping of the UE capability
class. At the end of the simulation time, the resulting data is collected and
statistically evaluated. The basic simulation settings for the investigations in
this work are given in Table 1.

4.1 Content Aware Scheduling

To exploit the information available at the MAC-hs scheduler, i.e. the priority of
the incoming IP packets, we implemented a scheduler that dynamically adapts
the transmission settings. The basic idea behind this is to protect packets of
high priority better against transmission errors, but also allow the scheduler to
downgrade packets in case of less importance [23].
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Table 1. System-level simulation parameters

Parameter Value

network load homogeneous
number of cells 19
Node-B distance 750 m
transmitter frequency 1.9 GHz
total power available at Node-B 20W
spreading codes available for HS-DSCH 15
macro-scale pathloss model urban micro [22]
channel type PedA
active users in target sector 5
user mobility 3 km/h, random direction
UE capability class 10
UE receiver type MMSE

HSDPA dynamically adapts the encoding and modulation—i.e. the transport
block size γ—of a transmission according to the channel quality feedback infor-
mation (CQI) of the UEs, cUE, thus

γ = f(cUE). (1)

Our scheduler now interferes with this mapping. Depending on the priority of
the packets, we remap the transport block size γ,

γnew = Φp [f(cUE)] , (2)

where Φp[·] denotes the remapping function depending on the packet priority
p. Better protection can be achieved by remapping the transport block size to
lower values, and vice versa. However, if we decrease the transport block size too
often, the average throughput of the cell would also decrease notifiable, which is
general undesired because spectral resources would be wasted.

In Section 2 we elaborated that packets belonging to I-frames contribute
greatly to the video quality, whereas packets belonging to P-frames influence
the quality not that prominent. In particular this holds for packets of P-frames
that are at the end of a GOP. Since one I-frame is approximately equally large
as four P-frames, we balance the loss in average throughput by increasing the
transport block size for the packets belonging to these last four P-frames. Let
us assign the following priority classes

– priority p = 2: packets belonging to I-frames,
– priority p = 1: packets belonging to the first (lGOP−4) P-frames of the GOP,
– priority p = 0: packets belonging to the last 4 P-frames of the GOP,

where lGOP denotes the length of the GOP (in frames). Then the remapping
Φp[·] of the transport block size can be written as

Φp[f(cUE)] = f(cUE + 1 − p). (3)
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Table 2. Content-aware scheduler settings

Parameter Value

user selection round robin
max. nr. of HARQ retransmissions 1
transmission remapping Equation (3)
remapping boundaries CQI 0 and 30
HARQ recombining scheme incremental redundancy

To ensure fairness against all active users in the cell, the scheduler selects the
user according to a round robin strategy. In addition we limited the maximum
delay that may occur in the transmission of the packet by setting the network
to allow a maximum number of one HARQ retransmission. The basic scheduler
parameters are summarized in Table 2.

5 Results

The simulations have been performed using the standard test sequence “Fore-
man” in QCIF resolution comparing the typical round robin (rr) approach with
the content aware (ca) scheduling as described in Section 4.1.

In order to evaluate the performance of the proposed method in terms of
preservation of the payload content, the error probability of the Transport Blocks
(TBs) has been depicted in Fig. 6 (left). For the round robin scheduling, no
distinction has been made between TBs containing I or P encoded frames. As
expected, the error probability lies around 10%. For the proposed content aware
scheduling mechanism, the error probabilities associated to slice containing I and
P frames have been presented separately. The proposed CQI mapping allow the
error probability of the transport blocks containing the I frames to decrease of
a factor 4, being it around 2.7%. Aiming this work at the optimization of the
quality of experience, the overall performance of the proposed method has been
evaluated with respect to the Y-PSNR. Following the discussion in Section 2,
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three different GOP sizes have been investigated: 30, 45 and 60 frames. The
results are shown in Fig. 6 (right).

As a consequence of the smaller TB error probability, as shown in Fig. 6
(left), the quality of the I frames has increased of over 0.5dB when using content
awareness. Such increase, however, is not only beneficial in terms of contribution
to the average frame quality, but rather has to be considered advantageous for the
quality of the following P frames. On the one hand, a valid source of prediction
is offered to the following P frames, on the other hand, in case the previous GOP
was damaged, the temporal error propagation of the error is terminated. The
overall sequence quality measured using the proposed content aware scheduling
mechanism is 0.6dB higher than the one obtained with the typical round robin
approach.

6 Conclusion

In this paper a standard compliant content-aware scheduling mechanism for
HSDPA network has been presented. In a video streaming session, the application
layer marks the importance of a packet into the NAL header. This information
is used to select the appropriate DiffServ marking at IP level. The IP packets
are then multiplexed at the GGSN in different logical channels with appropriate
QoS settings. The performance of the method has been investigated using an
HSDPA system level simulator. By means of the proposed solution, the video
quality has been increased of over 0.6dB.
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Abstract. Mobile communications has witnessed an exponential increase in the 
amount of users, services and applications. New high bandwidth consuming ap-
plications are targeted for B3G networks raising more stringent requirements 
for Dynamic Resource Allocation (DRA) architectures and packet schedulers 
that must be spectrum efficient and deliver QoS for heterogeneous  applications 
and services. In this paper we propose a new cross layer-based architecture 
framework embedded in a newly designed DRA architecture for the Mobile 
WiMAX standard. System level simulation results show that the proposed ar-
chitecture can be considered a viable candidate solution for supporting mixed 
services in a cost-effective manner in contrast to existing approaches. 

Keywords: Mobile WiMAX, Dynamic Resource Allocation, Scheduler, Cross-
Layer, Quality of Service, Fairness. 

1   Introduction 

The cost-effective delivery of Triple play applications (video, audio and data) in a 
ubiquitous and seamless manner are expected to be the main drivers of B3G net-
works, placing highly stringent constraints on both high data rate transmission and 
Quality of Service (QoS) demands. Therefore, it is important to investigate techniques 
that can maximize spectral utility by efficiently managing the radio resources for 
heterogeneous packet-based services. Fundamental to resource management is packet 
scheduling. An efficient scheduling policy must exploit cross-layer information from 
the PHY layer as well as from higher layers, to provide efficient mapping of data 
blocks onto the available transport channels within the Medium Access Control 
(MAC) layer, whilst providing the requested quality of service (QoS) in a heterogene-
ous service environment [1,2]. In order to cater for fairness, efficiency in resource 
usage and QoS provisioning, different variations of Opportunistic Scheduling have 
been proposed. The Proportional Fairness scheduler (PF) algorithm is widely used in 
1xEV-DO, also named HDR networks [2]. The algorithm selects the user, among all 
backlogged users, which has the best feasible data rate normalized by the average 
throughput over a sliding window filter. Modified Largest Weighted Delay First 
Scheduler (M-LWDF) scheduler is a kind of modified PF, where the priority value to 
assign to the user is equal to that of the PF scaled by the weighted delay the user has 
endured. The algorithm attempts to satisfy the QoS statistically [4]. The Exponential 
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Scheduler (EXP) attempts to equalize the weighted delays of all queues when their 
differences become large [5]. Utility schedulers [6] prioritize users according to their 
potential revenue if serviced. Different schedulers based on the notion of utility func-
tions have been proposed in the literature [7-11]. But most of these invariably attempt 
to maximize the total system utility. In [7] the authors propose a scheduling algorithm 
principle similar to the concept of the utility function proposed in this work. However, 
they do not consider the channel state in the scheduling process and cannot benefit 
from a fully-compliant cross-layer scheduling design. 

In this paper we propose an efficient packet scheduling algorithm fully aligned 
with this cross-layer paradigm, and specifically designed around an adaptive DRA 
architecture framework for the OFDMA multiple access scheme adopted by the IEEE 
802.16e, also called Mobile WiMAX [12]. A key principle of our DRA is the exploi-
tation of the inherent system diversities in various domains through the intelligent 
management of the allocation and access of users to the available radio resources. 

This paper is organized as follows: section 2 summarizes our utility-based schedul-
ing principle, section 3 describes the WiMAX Dynamic Resource Allocation architec-
ture, section 4 presents the simulation scenarios and the performance results, and 
finally section 5 concludes the paper. 

2   Utility-Based Scheduling 

This family of schedulers prioritizes users according to their potential revenue if ser-
viced. The notion of cost or revenue can be quantified by the means of “utility func-
tions”, a notion derived from utility theory in economics which can answer these 
economic scheduling criteria [6]. Fig. 1 provides an example of diverse utility func-
tions for traffic applications with different delay constraints. 

Typical utility schedulers attempt to maximize the total system utility. The typical 
approach is to select packets from queues in order to maximize the following metric 
[9, 11]: 

( ) ⎟
⎠
⎞⎜

⎝
⎛= )(.)(maxarg)( ' nRnUnk ii

i
τ  (1)

Where: 

⋅ ( ))(' nU iτ  is the absolute value of the derivative of the utility function for user i  

at the beginning of (TTI) n . 
⋅ )(niτ  is the HOL packet delay of user i  at the beginning of transmission time 

interval (TTI) n . 
⋅ )(nRi  is the transmitted data rate offered by the channel of user i  if it is 

scheduled for transmission. 

Although conceptually simple, this solution may degenerate into a greedy algorithm 
such as the Max C/I because it only concerns a single user. Therefore, the transmis-
sion of data for a given user translates in a benefit to this particular user, but at the 
same time there is also a cost in deferring transmissions for other users. However, 
they do not consider the channel state in the scheduling process and cannot benefit 
from a fully-compliant cross-layer scheduling design. 
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Fig. 1. Different types of Utility Functions 

2.1   Proposed Algorithm 

The scheduler should maximize the total utility of the system expressed as the sum of 
utilities of each user. More precisely the basic idea behind the proposed utility based 
scheduler is described herein: 

1. At the beginning of TTI n  estimate the total amount of potential utility: )(nU p  

2. For a given user j , estimate the amount of utility that will be transferred by the 
network if the user is scheduled for transmission:  

( ) ( ) )1.()(),(
1

j

L

k

j
kjjj PERUnnRU

j

−= ∑
=

τQ  (2)

Where: 

• )(nRj  is capacity of the channel for user j  during TTI n . It represents the num-

ber of packets )( jL  that can be transferred if this user is scheduled for transmis-

sion in this TTI. 
• )(njQ  is the vector representing the delay of each packet from the buffer of user j . 

• jPER  is the packet error rate associated with the channel for user j  during TTI n . 

• 3. Assuming user j  is scheduled for transmission, the packets not transmitted 
loose their utility (they have their delays increased by one TTI). This translates to 
a remaining potential utility: )|1( jnU p + . 

• 4. The selected user is the one that satisfies the following scheduling decision: 

( )( ))()(),(maxarg)( nLnnRUnk jjjj
j

−= Q  (3)

Where: 

))(),(()|1()()( nnRUjnUnUnL jjjppj Q−+−=  (4)

is the loss of utility incurred by choosing user j . This strategy means that one wants 
to maximize the utility transferred to a given user by subtracting from the transferred 
utility the losses incurred. 
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2.2   Utility Function Definition 

The utility function of packet delay )(τU  must satisfy the following properties: 

4. [ [ [ ]1,0,0:)( max →ττU . If the network offers a delay higher than the maximum delay 

tolerated its utility is equal to zero in order to express the total user dissatisfaction. 

• 1)(lim
0

=
+→

τ
τ

U . This property reflects a maximum user satisfaction (100%) when 

the network offered delay tends to zero. 
• [ [ [ ]1,0,0:)( max →ττU . If the network offers a delay higher than the maximum 

delay tolerated its utility is equal to zero in order to express the total user  
dissatisfaction. 

• 1)(lim
0

=
+→

τ
τ

U . This property reflects a maximum user satisfaction (100%) when 

the network offered delay tends to zero. 
• ))()( jiji UUif ττττ ≤⇒> . The utility function is monotonically decreasing 

with delay. 

• 0)(' ≤τU  and 0)('' >τU . The first order derivative is negative to reflect the de-

crease in the level of satisfaction of the user if the offered delay increases. 
• The second order derivative must increase as the delay approaches the deadline. 

One particular case of a function complying to these properties is the sigmoid func-
tion. Sigmoid functions have been used in the literature to approximate the user’s 
satisfaction with respect to the quality of service provided by operators. We used the 
following modified sigmoid utility function: 

( ) [ ]
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⎪
⎨

⎧

+∞∈

∈
−−+

−
=

, if  ,                                 0

,0if ,
)(exp1

2
1

)(

max

max

ττ

ττ
βτατU  (5)

The parameters α  and β  determine, respectively the steepness and the center of the 
curve. They can be tuned to customize the function for different types of service. In 
our case maxτβ =  and 5,0=α . 

3   WiMAX DRA Architecture 

A system level simulator that models the salient features of the WiMAX standard 
IEEE802.16e [12-14] was developed. The simulator implements the DL communica-
tion in a PMP configuration using the TDD mode of transmission. In the MAC 
frame, resources are available in both frequency (sub-channels) and time domains 
(OFDM symbols). The smallest granularity of resource allocation in the time and 
frequency domains is the slot. The size of the slot depends on the type of sub-
channelization mode and on the direction of transmission. A burst is a rectangular 
allocation of a group of slots with the same modulation and coding scheme (MSC) 
belonging to the same or different users. In our simulations each packet is mapped 
into a group of contiguous slots forming a burst intended to a single user provided 
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the same modulation and coding scheme is followed in the transmission of all pack-
ets allocated to it. Each burst contains only one MAC PDU (to which a single packet 
is mapped into). The MAC PDU is segment into forward error correction (FEC) 
blocks that are coded and interleaved within the burst. 

In the implemented DRA, Partial Usage sub-channelization Scheme (PUSC) was 
used. In PUSC sub-channels are realized using a distributed sub-carrier permutation 
method that pseudo-randomly draws sub-carriers to form a sub-channel and used to 
achieve frequency diversity in cases where the mobile speed makes it difficult or 
inefficient to track frequency-selective channel variations. For further details regard-
ing the SINR modeling, Link Level Interface and Link Adaptation schemes please 
refer to [14]. 

 

Fig. 2. Dynamic Resource Allocation Architecture 

Figure 2 is a schematic representation of the proposed DRA scheme for the Wi-
MAX standard. The packet scheduler creates a list sorted by the decreasing order of 
the priority metric. Packets achieving the maximum delay bound for the service are 
dropped in the BS. The Resource Allocator assigns slots for the packets remaining in 
the buffer of the selected user. The process continues until there are no packets for 
transmission or no slots available in the map of resources. Each burst is assigned a 
free HARQ channel that uses type II Chase Combining . The whole transmission 
process elapses along a cycle equivalent to two frames. Feedback channels (HARQ 
and CQICH) are assumed to be transmitted in the uplink sub-frame of the same frame 
in which the corresponding downlink transmission occurred. 

In the simulations all users experiencing a bad channel condition, i.e., those users 
reporting a CQI value which do not allow the selection of the most robust MCS 
scheme, are not considered in the scheduling process. The idea is to limit the amount 
of packets received in error due to bad channel quality. 

3.1   Channel Models 

Fast fading is generated by a modified Jakes model where the carrier frequency and 
the mobile speed are used for fast generation of independent Rayleigh faders [15]. In 
the simulation a wideband SISO channel model is implemented by a six tapped delay 
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model, according to the Pedestrian-B 3Km/h channel model for the serving sectors 
of the central BS. A flat fading channel is assumed for neighboring cells. Bi-
dimensional log-normal shadowing is generated at the beginning of each run i  [16]. 

The shadowing ),,( jyxSH  in DB between one ),( yxMS  and one BS j  is the sum of 
two variables: 

( )),(),(5.0),,( 0 yxFyxFjyxSH j+=  (6) 

Where (.). 0F  and (.)jF  are spatial functions generated using the method described in 

[16]. They have a Gaussian distribution with zero mean and shadσ  standard deviation 

and a spatial correlation given by: 

thDecorrLengdedR /)2ln()( −=  (7)

Where d  is the distance between two points and “DecorrLength” is the shadowing 
de-correlation length. 

The path loss model is the modified COST231 Hata for the urban macrocell at a 

carrier frequency f  [GHz] between 2 and 6 GHz, assuming the BS and MS heights 
of 32m and 1.5m respectively, and is given by: 

)2/(log26)(log352.35)( 1010 fddPL ++=  (8) 

Using the aforementioned channel models, the SINR (Signal-to-Interference-plus-
Noise Ratio) of each OFDM sub-carrier is computed according to the approach: 
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Where usedN  is the total number of sub-carriers, PDR is the Pilot-to-Data sub-carriers 

power ratio and dN  is the number of data sub-carriers per OFDM symbol, for the 

PUSC channel mode. oN  is the receiver thermal noise power and ocI  is the other-cell 

interference power density, assumed spatially and temporarily uncorrelated. It is as-
sumed that neighboring cells transmit with maximum power, i.e. with full load. 

The gain of the thk  sub-carrier is computed according to the recommendations of as 
follows: 
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Where p  represents the multi-path index for the Ped. B channel model kA  is the 

amplitude value corresponding to the long-term average power for the thp  path of 

this same channel model kf  is the relative frequency offset of the thk  sub-carrier of 

the specific FUSC sub-channel and pT  is the relative time delay of the thp  path. 
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In the receiver, post-processing of the signals received from the serving and inter-
fering BSs is performed. For a Single-Input-Single-Output (SISO) architecture and a 
matched filter in the receiver, the received signal at the thk  sub-carrier for the target 
user is computed according to: 

The transmission of a coded block over different sets of sub-carriers results in a 
number of SINR measures that equals the number of sub-carriers sets, which can be 
quite high. Hence, data compression is mandatory. The coded symbol SINR in sub-
carrier k  is given by: 
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(11) 

Where N  is the number of interferers, )( j
slotP  is the transmit power per slot for the thj  

cell, )( j
lossP  is the distance dependent path loss, including shadowing and antenna 

gains/losses, [ ]kH j)(  is the channel gain for the desired MS from the thj  cell and for 

the or the thk  sub-carrier, [ ]kX j)(  is the transmitted symbol by the thj  cell at the 
thk  sub-carrier, [ ]kN )0(  is the thermal noise at the received, modeled as AWGN with 

zero mean and variance 2
nσ . 

The set of coded symbols SINRs are mapped onto a single value named the Effec-
tive SINR value. This value can be used to match AWGN Look-Up Tables (LUTs). 
The EESM expression determines how the effective SINR is obtained from the multi-
ple SINR’s on the different subcarriers: 
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Where the parameter β  is to be optimized for every link mode (MCS) based on link 
level simulation results. 

3.2   User Quality Tracking 

Periodically the SIR measurement performed by each MS, )( in MSy , using the symbol 

of the preamble is reported and is available at the BS at CQInT  ( CQIT  is the reporting 

period). Every CQIT  the quality of the channel is updated combining the past informa-

tion and the new value )( in MSw  provided by these measurements, according to the 

time-smoothing filter: 

)(*3.0)(*7.0)( 1 ininin MSCQIMSwMSCQI −+=  (13) 
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3.3   Traffic Models 

Simulations were carried on using the NRTV64 traffic model [17]. This traffic model 
periodically generates packets of variable sizes which compose a frame of video data 
arriving at a regular interval of T  seconds. The NRTV traffic model is a bursty traffic 
model with an average source bits rate of 64Kbps. Table I lists the parameters used in 
the NRTV traffic model. 

Table 1. 

Characteristics Distribution Parameters 
Inter-arrival time between 

frames (T ) 

Deterministic 100ms 

Number of packets/frame Deterministic 8 
Packet size Truncated Pareto (Mean: 50, 

Max: 125 (bytes)) 
K=20 bytes, 2.1=α  

Inter-arrival time between 
packets 

Truncated Pareto (mean: 6, 
Max: 12.5 (ms)) 

K=2.5ms, 2.1=α  

3.4   Simulation Scenario 

The system level performance evaluation methodology is based on the draft evalua-
tion proposal for IEEE802.16. Simulations are carried out using a combined snapshot-
dynamic mode, where in each simulation run (of a total of 5=runN  independent 

dynamic runs) userN  users are randomly uniformly distributed over a hexagonal net-

work of tri-sectored cells composed of three tiers of 19 BSs with 3 sectors each). Each 
simulation run lasts for 75000=runT  frame periods. User positions were updated  

on every run and for each MS-BS pair, a random shadowing value is drawn whilst 
mobile positions, shadowing and path loss values are kept constant for the whole 
simulation duration. A full load scenario is assumed where all BSs around the central 
cluster are assumed as transmitting with maximum power all the time. They are con-
sidered for DL interference only on the central BS, which is the only one simulated. 

In each frame interval the following events are performed: packets are generated 
according to the NRTV64 traffic model; the fast fading channel is updated; DRA 
executed and packet quality detection is performed. During the packet quality detec-
tion, the received block SIR of the packet is computed and mapped to the correspond-
ing BLER using the link interface. A random variable u  uniformly distributed be-

tween 0 and 1 is drawn. If BLERu <  the packet is assumed as erroneous and a NACK 
message is feedback to the serving BS on the CQICH of the uplink subframe, other-
wise the packet is assumed as correct and an ACK message is sent. The ACK or 
NACK message is assumed to be received within the uplink portion of the same TDD 
frame (uplink sub-frame) in which data is initially transmitted or retransmitted 

3.5   Performance Metrics 

The following metrics were used to quantify system level performance: 
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Average Service Throughput per MS: 
T

b
R ii

Serv =  

Where ib the total amount of bits is correctly received by the MS i  over the whole 

simulated time and T  is the simulation elapsed time. 

Average Transfer Delay per MS: ∑
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Where )(nT i
D  is the transferred delay associated to the thn  packet successfully re-

ceived by user i . This is the average packet transfer delay for all packets received 
with success by the mobile. 

95-percentile of the CDF of the transfer delay per user 
This corresponds to the 95-percentile of the delay from the CDF of all packets trans-
ferred delays for each user in the system. 

Average Packet Error Rate per user: 
N

N
PER

i
Correcti =  

Where )(nNi
Correct  is the total amount of packets received with success by the user. 

3.6   Simulation Results 

We performed simulations for 50, 60, 70, 80 and 90 users for the UTIL, CI, PF, M-
LWDF and EXP schedulers. 

Figure 3 show the evolution of the average packet delay vs. the number of users in 
the system. In the overloaded scenario the M-LWDF scheduler does not perform well 
because it prioritizes packets based on the HOL packet delay, without considering 
how close a packet’s delay can be to its delay threshold. The EXP scheduler has a 
better performance because it attempts to equalize the HOL packet delays for all  
 

 

Fig. 3. Average Transfer Delay vs. total number of users 
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Fig. 4. Average Packet Drop Error Rate vs. total number of users 

 

 
Fig. 5. CDF of the 95 Percentile of the Packet Delay 

 

users. However, the highest gain can be observed with the UTIL scheduler. This is 
due to the sensitivity of the algorithm as the delay approaches its delay bound, which 
is determined by the according to the type of utility function used. 

Figure 3 show the evolution of the average packet delay vs. the number of users in 
the system. In the overloaded scenario the M-LWDF scheduler does not perform well 
because it prioritizes packets based on the HOL packet delay, without considering 
how close a packet’s delay can be to its delay threshold. The EXP scheduler has a 
better performance because it attempts to equalize the HOL packet delays for all us-
ers. However, the highest gain can be observed with the UTIL scheduler. This is due 
to the sensitivity of the algorithm as the delay approaches its delay bound, which is 
determined by the according to the type of utility function used. 

Figure 4 is the plot of the average packet error rate vs. no. of users. It can be noticed 
that the gain achieved with the UTIL algorithm for a total amount of users is higher 
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than 70. The better performance achieved with the MLWDF for a low a number of 
users smaller number of users is due to the higher percentage of packets dropped. 

Figures 5 and 6 shows the CDF of the 95th percentile of the CDF of all packets de-
lays and the average packet delay for all users respectively, for  70 users (for 70 users 
the average PER is below 20% and the average service throughput is around 50kbits. 
Note that the offered service data rate is 64 kbps). The performance gains of the UTIL 
algorithm are evident from both the graphs in Fig. 3 and 4. 

 

 
Fig. 6. CDF of the Average Packet Delay 

 
Fig. 7. CDF of the Average Packet Drop Rate 

 
Figures 7 corroborate the gains achieved with the UTIL scheduler. The packet drop 

rate (including both packets dropped for quality reasons and those dropped due to 
delay bound violation) has a better performance for the UTIL scheduler. 

Figure 8 shows the average user throughput versus the average sector throughput 
for the utility-based scheduler and for the max C/I scheduler as a benchmark for 
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Fig. 8. Avg. User Throughput vs. avg Sector Throughput 

different loads. It can be seen than although the Max C/I scheduler is more efficient 
in terms of resource utilization, the performance achieved with utility-based schedul-
ing is quite close to that one achieved with the max C/I. Indeed, for higher amount of 
users, overloading results in the utility-based scheduler achieving even higher user 
throughputs for the same amount of sector throughput as for the Max C/I scheduler. 

4   Conclusions 

In this paper we propose an innovative cross-layer DRA architecture for the Mobile 
WIMAX standard using a packet based scheduler based on the notion of utility func-
tions. Both the channel state as well as the packet delay are considered in the sched-
uling process. The simulation results show that the DRA scheme together with the 
utility-based scheduling algorithm has the capacity to increase the delivered QoS 
within WiMAX whilst utilizing spectrum efficiently. 
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Abstract. In the scope of the REWIND European Research Program we pro-
pose a Multi-Hop Relay network architecture, based on the recently developed 
IEEE 802.16j standard with the aim of enhancing throughput, network coverage 
and capacity density. In particular, we provide an essential description of the 
Relay Station Software architecture design, mainly focused on the PHY and 
MAC layers architecture, by analyzing the essentials of the downlink and up-
link data flows, on the basis of the corresponding relay node to be included in 
the wireless network. 

Keywords: Control and Data Flow, IEEE 802.16j standard, MAC layer, Multi-
hop Relay, PHY layer, Relay Station (RS), WiMAX. 

1   Introduction 

Wireless communication has become a "hot topic" in IT (Information Technology) 
and CT (Communication Technology); personal broadband is currently considered 
as one of the most emerging and most promising services in the global area of wire-
less communications. Due to the introduction/deployment of innovative facilities 
(such as video-on-demand (VoD), on-line gaming and e-learning) and the continu-
ously increasing abundance of numerous portable devices (such as PDAs (personal 
digital assistants) and smart-phones), the need for ubiquitous connectivity and cov-
erage has now become a necessity. Towards fulfilling that purpose, WiMAX 
(Worldwide Interoperability for Microwave Access), as a robust and reliable inno-
vative technology, enables users to enjoy the same experiences they have at home 
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or in the office wherever they go, at affordable prices1. Activity in the relevant  
sector continues very fast: i.e. products are reaching in the market, networks are 
being rolled-out and service offerings are still developing, under various scenarios. 
WiMAX technology has the potential to be an important component of future con-
verged (or ubiquitous) networks due to its reach and the relatively high-speed wire-
less connectivity and service availability. In fact, operators have to face (and are 
still struggling with) a number of major challenges, such as increased system capac-
ity with better coverage; moreover, they have to deliver new and innovative, "value-
added" services ever-improving performance features. Finally, all previous  
concerns are strongly bundled with lower network cost per subscriber. 

The term "repeater" (or "relay") originated with telegraphy and referred to an 
electromechanical device, used to regenerate related signals. Use of the term has 
continued in telephony and data communications. So, a repeater is an electronic 
device that receives a signal and retransmits it at a higher level and/or higher power, 
or onto the other side of an obstruction, so that the signal can cover longer distances 
without degradation. In telecommunications, the term "repeater" has the following 
wider standardized meanings: (i) An analogue device that amplifies an input signal 
regardless of its nature (analogue or digital); (ii) A digital device that amplifies, 
reshapes, retimes, or performs a combination of any of these functions on a digital 
input signal for retransmission. Thus, in digital communication systems, a repeater 
receives a digital signal on an electromagnetic or optical transmission medium and 
regenerates it along the next leg of the medium. In electromagnetic media, repeaters 
overcome the attenuation caused by free-space electromagnetic-field divergence or 
cable loss. A series of repeaters make possible the extension of a signal over a longer 
distance. Repeaters can "remove" the unwanted noise in an incoming signal. Unlike 
an analogue signal, the original digital signal, even if weak or distorted, can be 
clearly perceived and restored. With analogue transmission, signals are re-
strengthened with amplifiers, which unfortunately also amplify noise. Because digi-
tal signals depend on the presence (or absence) of voltage, they tend to dissipate 
faster than analogue ones and need more frequent repeating. Whereas analogue sig-
nal amplifiers are spaced at 18,000 meter intervals, digital signal repeaters are typi-
cally placed at 2,000-6,000 meter intervals.  

As far as WiMAX is concerned, the repeater is a two-way radio transceiver system 
designed to provide coverage of "dark zones" not served by WiMAX base stations 
(i.e. areas where coverage gaps are detected), bypassing direct Line-of-Sight (LOS) 
obstacles between a base station (BS) and a number of remote terminals or extending 
coverage beyond the BS limits. A typical WiMAX repeater is composed of two out-
door transceivers (local and remote), specifically designed to minimize the cable 
running to each antenna and the implicit signal degradation, as well the induced signal 
delay. The only connection requirement from the outside is a power feed. Each trans-
ceiver executes a transparent retransmission of the signal on each way. A frequency 
offset mechanism avoids co-channel interference and "eases" the frequency planning 
process, while an ALC (Automatic Level Control) provides a stable signal regardless 

                                                           
1  Related work is performed by the WiMAX Forum, an organization with more than 150 

member-companies with the goals of promoting worldwide adoption of the IEEE 802.16 
air interface standard and to develop a suite of conformance tests to ensure equipment  
interoperability. [www.wimaxforum.org] 
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of weather and other transient conditions. Thus, a repeater is used to enhance signals 
between mobile user equipment and a BS, to extend the coverage of a single BS and 
so to solve design problems and performance issues (for small areas). 

The EU-funded "REWIND" Project (ICT-FP7, Grant Agreement No.216751) ex-
amines issues of relay station implementations for WiMAX, as such technology is 
currently the "most advanced" wireless one available for deployment, and many of its 
aspects are likely to be implemented in any 4G wireless technology. Relay stations 
standardization has already commenced by the IEEE under the "Multi-hop Relay Task 
Group" also known as 802.16j Task Group. The intention of the REWIND Project is 
to support this standard process, through direct participation and through research and 
development of relay technology and products in order to assist the standard body 
with interoperability, laboratory and field information on possible implementations of 
the WiMAX relay. REWIND will proceed to the algorithmic research and technology 
development of the mobile multi-hop WiMAX relay networks in order to increase 
coverage and throughput issues. Part of its actual work is responsible for the design of 
the novelty software (SW) and hardware (HW) functional areas of the corresponding 
Relay Station (RS) product, which includes algorithmic research and simulations, 
system architecture and requirements specifications, and appropriate software code 
development and integration. In the scope of the present work, Section 2 deals with 
essential architectural features of relay-based networks. Section 3 focuses on funda-
mentals of the 802.16j protocol stack while Sections 4 emphasizes on control and data 
flow issues of the essential REWIND-based architecture. 

2   Architecture of Relay-Based Networks 

In order for the next generation of wireless technology to be able to deliver ubiquitous 
broadband content, the network is required to offer excellent coverage (both outdoor 
and indoor) and significantly higher bandwidth per subscriber. To achieve this at 
frequencies above 2 and 3 GHz (as these are "targeted" for future wireless technolo-
gies), network architecture must reduce significantly the cell size or the distance be-
tween the network and subscribers’ antennas. 

The principal element in all wireless networks is the "cell". A cell is a region of ra-
dio reception that is a part of a larger radio network and is served by a fixed transmit-
ter called the Base Transceiver Station (BTS or BS) which is controlled by the Base 
Station Controller (BSC). As the cell size becomes smaller the number of subscribers 
served per unit area is increased or higher bit rates can be provided for services [1]. 
Additionally, the size of the BS equipment as well that of antennas is reduced, since 
the transmitted power is lower in order to keep the cell dimensions small, replacing 
bigger equipment and thus making installation easier. Another benefit compared to 
larger cells (e.g. macro-cells) is smaller site acquisition costs and easier to obtain 
planning permissions [2]. While micro-, pico- and femto-BTS technologies reduce the 
cost of BS equipment, they all still depend on a dedicated backhaul which results in 
significant capital expenditures (CAPEX) and operating expenditures (OPEX) to the 
network operator. The wireless multi-hop relay station solution is designed to over-
come such limitations.  
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Although relay technologies are not an entirely new concept [3], large-scale de-
ployment of standardised related technology is new. Thus, there is a need for new 
approaches to network planning [4]. Multi-hop Relay (MR) is a deployment that may 
be used to provide additional coverage or performance advantage in access networks. 
In MR networks, the Multi-hop Relay BS (MR-BS) is connected to several RSs, in a 
"multi-hop topology", to enhance the network coverage and capacity density [5]. 

Traffic and signalling between the Subscriber Station-SS2 (i.e., the equipment set 
providing connectivity between subscriber equipment (potentially including customer 
premises equipment-CPE and a BS) and MR-BS are relayed by the RS thereby ex-
tending the coverage and performance of the system in areas where RSs are normally 
deployed. Each RS is under the supervision of an MR-BS. In a system with more than 
two hops, traffic and signalling between an access RS and MR-BS may also be re-
layed through intermediate RSs. The RS is fixed in location. The SS may also com-
municate directly with the MR-BS.  

Fig.1 illustrates the MR-BS (connected to an access service network gateway 
(ASNGW) via a Giga-Ethernet connection) and two-hop RS deployment. For each 
one of the RSs there is an "access link" (i.e. the radio link between a MR-BS or a RS 
and a SS) that covers the current cell and a "backhaul link” to the next cell (i.e. the 
radio link between a MR-BS and RS or between a pair of RSs). 

 

 
Fig. 1. MR-BS and RSs Deployment 

2.1   Relay Scenarios for Network Coverage Extension 

The current outlook for the overall broadband market worldwide shows that wireless 
broadband systems will account for 48% (568 million of 1.175 billion) of broadband 
subscribers worldwide by 2012, significantly higher than the present 17% (69 million 
of 407 million) [6]. Despite the prognosis that the number of wired broadband sub-
scribers will continue to increase, it is also estimated that their penetration rate will 
slow down when emerging markets will be converted in developed ones. And this 

                                                           
2  The term "subscriber station" can be also met as the "user equipment"-UE. It is also known 

as "mobile station" (MS). 
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will happen mainly due to the lack of availability of wired lines and due to their ex-
pensive deployment cost. On the other hand, this exactly constitutes an opportunity 
for the wireless broadband providers [7].  

As it is well known in all mobile communications, at a given power and carrier fre-
quency, the available data rate decreases when the distance from a BS increases. In 
order to achieve a satisfactory radio coverage, high capacity, and advanced service 
quality, the provider should deploy a network with high base stations density. But, in 
this case the overall cost will increase dramatically and, consequently, the end-user 
should be obliged to pay more expensive for services, especially in emerging markets. 
In order to meet the goal of low-cost radio network deployment for both, short-range 
and wide-area coverage, the deployment concept based on layer 2 (multi-hop) relay 
nodes appears to be one of the most promising solutions [8]. 

WiMAX relays can achieve more than simply extending the coverage similar to 
Wi-Fi Mesh or 3G’s technologies. Due to OFDMA (Orthogonal Frequency-Division 
Multiple Access) waveform [9] -which offers network operators the advantage of 
being able to operate with the larger delay spread of the NLOS (non-LOS) environ-
ment [10] - combined with adaptive modulation, adaptive power management, adap-
tive sub-channelization methods [11] and finally an adaptive architecture of the net-
work, relays can be a quite useful tool in the hand of the operators. When analyzing a 
business scenario both for fixed and wireless access, it is informative to breakout the 
end-to-end network as described below and look separately at its parts, i.e.: (i) Cus-
tomer Premise Equipment (CPE); (ii) Base Station / Relay Station Infrastructure, and; 
(iii) Edge, Core, and Central Office (CO) Equipment.  

There are several cases where repeaters could be used as an active "part" of the 
considered network. Forwarding traffic between wireless network nodes is an interest-
ing method to fill "coverage holes" and to improve in-building coverage. For exam-
ple, at an airport where the need for capacity is high at certain peak periods (e.g. de-
partures, arrivals) a repeater could be used in order to "extend" the coverage area of a 
powerful BS. A case where coverage extension is essential would be during the set up 
of a "major" event, e.g. a big festival. Such events are usually set up in the borderlines 
of already established communities, where the required space would be available, but 
the network infrastructure might not be as extended to cover the extra space or may 
not be able to support the sudden temporary increase of users (as at the suburbs of a 
city). This is the case of "nomadic relay stations" which are brought into effect for 
temporary cover. These can also be used for emergencies and/or disasters. 

The terrain morphology (such as height, density, separation, terrain type – hilly or 
flat) plays an important part for planning requirements, since in wireless radio plan-
ning the accurate prediction of electromagnetic field strengths over large areas, both 
land and sea and the regional clutter are required.  For example, a village which is 
located at the foothill of a mountain might not be covered sufficiently by a BS at the 
top of the mountain. In this case a RS placed in between, could solve any coverage-
related problem or inconsistency. Indeed, a RS can efficiently enhance coverage and 
so provides an economically satisfactory solution for the network provider, especially 
in remote areas where usually small communities are situated and a large investment 
for a corresponding BS could not be justified. In such cases, where buildings are 
sparse, the RS will mainly be used for coverage range extension.  
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In fact there are three sub-environments that should be taken under consideration: 
The first case concerns the vehicular environment, where high mobility and nomadic 
devices exist (i.e., the case of a traveller in a train who wants to access the Internet, to 
use multimedia services and to enjoy video streaming or other novel services). In this 
particular case a number of distributed repeaters may be located in the outside envi-
ronment of the vehicle (e.g. on the roof of the train). The bandwidth/capacity offered 
by the network should be "adequate" to support throughput, compatible with data 
services required from such moving users. The second case relates to the in-
door/outdoor environment, where there are static or medium/high mobility devices, 
and thus very few repeaters may be required to cover the group of establishments and 
houses and to form a small network, at which users should have a "proper" access for 
services. Last but not least, are the suburban areas, meaning little populated and 
scarcely networked areas (such as schools and private residential houses), where the 
installation of expensive equipment is not justified and so RS implicates the most 
appropriate solution. Furthermore, there are rural areas which are scarcely populated 
areas with insufficient coverage, usually of “outdoor” nature. These environments 
have often little (or no possibilities) to backhaul high bandwidth connections (e.g. via 
fixed line copper or fiber links or microwave radio links), and consequently, two 
alternatives are applicable: Either dedicated high bandwidth microwave connections 
per base station, or the formation of a mesh-like network by the BSs themselves to 
forward traffic between base stations with no dedicated backhaul connection. This 
option significantly reduces deployment costs (i.e. CAPEX and OPEX).  

Some other notable attributes of relay-based networks is that they can deploy rap-
idly with flexibility in placing relays and, at the same time, they create multiple pro-
tection routes with optimized network load distribution, thus ensuring the ability for 
better quality of service (QoS). A WiMAX repeater provides cost-effective solution to 
extend the coverage of a WiMAX BS beyond its boundaries, as it does not hold as 
much infrastructure requirements (shelter, backhaul, energy consumption, etc.) as in 
the case of a pure WiMAX BS. In addition, the small size of the repeater reduces real 
estate requirements and therefore reduces deployment cost. It even can be co-located 
with already existing cell sites making the network management easier. Wireless low 
cost infrastructure based systems (such as the proposed WiMAX repeaters) may in-
crease the penetration of communications technology in higher levels [12], resulted 
many end-users with different needs and demands. 

3   Essentials of the IEEE 802.16j Protocol Stack 

In WiMAX, the IEEE only defined the Physical (PHY) and Media Access Control 
(MAC) layers in 802.16 [13]. This approach has worked well for technologies such as 
Ethernet and WiFi, which rely on other bodies such as the IETF (Internet Engineering 
Task Force) to set the standards for higher layer protocols such as TCP/IP (Transport 
Control Protocol / Internet Protocol), SIP (Session Initiation Protocol), VoIP (Voice 
over Internet Protocol) and IPSec (Internet Protocol Security).  The main objective of 
the IEEE 802.16 standards is to develop a proper set of specifications of the air inter-
face, while the WiMAX Forum defines system’s profile, i.e. a list of selected func-
tionalities for a particular usage scenario and overall network architectures [14].   
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The sector continues to innovate in many ways; one is the development/promotion 
of new standards to solve "open" problems. Such an initiative (which is currently of 
extreme interest) is the development of the Multi-hop Relay Standard, IEEE 802.16j. 
This is being developed to provide low cost coverage in the initial stages of network 
deployment and increased capacity when there is high utilisation of the network. The 
standard has been identified with a better feasibility and efficiency due to the similari-
ties in the MAC and PHY layers and the support of fast route change3. The standard is 
expected to have significant impact in new 802.16 rollouts.  

When deploying an IEEE 802.16j based WiMAX network, this can be considered 
as a cellular network since they both have the same design principles [15]. The stan-
dard specifies a set of technical issues in order to enhance previous standards with the 
main objective of supporting relay concepts [16]. The 802.16j standard defines an air 
interface between a MR-BS and a RS [17]. Its most important technical issues are 
listed as follows: Centralized vs. distributed control; Scheduling; Radio resource 
management; Power control; Call admission and traffic shaping policies; QoS based 
on network wide load balancing and congestion control; Security, and; Management. 
Besides these issues, when it comes to network deployment the main objective re-
mains the optimal placement of the RSs. Operators are mainly concerned about oper-
ating costs, revenues and the pay-off periods for their investments; but the quality of 
services offered, is also an important issue for them. The IEEE 802.16j protocol layer-
ing for a simple RS is shown in Fig. 2.  

 

 

Fig. 2. Depiction of the IEEE 802.16j Protocol Layering for a Simple Relay Station 

The principles of the above layers are briefly discussed as follows: 

The MAC Converge Sub-layer (CS) is primarily used to "map" any data received 
from the upper layers (e.g. IP, Ethernet) to an appropriate MAC connection, to 
manage data flow from the upper layer and to ensure that QoS requirements are 
fulfilled. More specifically, the CS accepts data from the network layer through the 
CS Service Access Point (SAP) and performs data classification into the appropriate 
MAC Service Data Units (SDUs). A "classifier" is an entity which selects packets 
based on the content of packet headers and categorises them according to a set of 

                                                           
3  Harmonized Contribution 802.16j (Mobile Multihop Relay) Usage Models.  
 http://grouper.ieee.org/groups/802/16/relay/docs/80216j-06-015.pdf 
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"matching criteria" (such as destination IP address). The external higher-layer Pro-
tocol Data Units (PDUs) entering the CS are checked against those criteria and 
accordingly delivered to a specific MAC connection. 

The MAC Common Part Sub-layer (CPS) is a connection-oriented protocol. Con-
trarily to previous wireless network technologies (such as IEEE 802.11), it does pro-
vide QoS guarantees. It receives the MAC SDUs from MAC SAP; next, it delivers the 
MAC PDUs to a peer MAC SAP according to the requested QoS, to perform various 
transport functions (i.e. packing, fragmentation and concatenation). Each MAC PDU 
is identified by a unique connection identifier (CID). In the scope of past IEEE 802.16 
standard versions, in 2004, an operation has been defined where multiple MAC PDUs 
could be concatenated and comprised into a single burst for transmission purposes. 
These PDUs had to be encoded and modulated, by using the same PHY (i.e. using the 
same burst profile); however they could be associated with subscriber stations. The 
position of each burst into the DL (downlink) frame has been specified by DL-MAP4, 
which contained additional Information Elements (IEs). The IEs specify the CID of 
the receiver, the burst profile used, the start time of the burst and a bit indicating 
whether an optional preamble is present. The IEEE 802.16e standard has further ex-
tended the DL MAP IE of legacy IEEE 802.16, in order to carry the identifiers of 
multiple connections (CIDs) in a single IE. However, the last missing link for ena-
bling efficient MAC PDU concatenation on relay link is the capability of supporting 
multiple connections using one uplink (UL) information element. Several approaches 
have been done to extend the UL MAP5 IE for relay link. 

The MAC Security Sub-layer (MAC-SS) handles security issues such as authentica-
tion, key exchange and privacy by encrypting the connections between BS and sub-
scriber station. It is based on the Private Key Management (PKM) protocol, which has 
been enhanced to "fit" the IEEE 802.16 standard. At the time a subscriber connects to 
the BS, they perform mutual authentication with public-key cryptography using 
X.509 certificates [18]. The payloads themselves are encrypted by using a symmetric-
key system, which may be either DES (data encryption standard) with cipher block 
chaining or triple DES with two keys. 

The Relay MAC (R-MAC) Sub-layer has been introduced in the IEEE 802.16j stan-
dard. It provides efficient MAC PDU relaying/ forwarding and control functions, 
(such as scheduling, routing, and flow control). It is applicable to the links between 
MR-BS and RSs and between RSs. 

The Relay Physical (R-PHY) layer provides definition of physical layer design, 
(i.e. sub-channelization, modulation, coding, etc.), for links between MR-BS and RS 
and between RSs. The IEEE 802.16j standard has extended the past IEEE 802.16e 
frame structure to support in-band BS-to-RS communication. A high level diagram of 
the 802.16j frame structure in TDD (Time Division Duplex) OFDMA PHY mode is 
shown in Fig.3. The frame structure supports a typical two-hop relay-enhanced com-
munication, where some MSs are attached to a RS and communicating with a BS via 
the RS, and some MSs connected directly to the BS. 
                                                           
4  Downlink map (DL-MAP) is a MAC message that defines burst start times for both Multihop 

concept in Time Division Multiplex and Time Division Multiple Access (TDMA) by a sub-
scriber station (SS) on the downlink. 

5  Uplink map (UL-MAP): A set of information defining the entire access for a scheduling 
interval. 
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Fig. 3. OFDMA 802.16j Frame Structure 

In Fig.3, the horizontal dimension denotes time and the vertical dimension denotes 
frequency. Frame sections in grey denote receive (Rx) operation, whereas sections in 
white denote transmit (Tx) operation. The BS and RS frames are subdivided into DL 
and UL subframes in order to support TDD operation. Both DL and UL subframes are 
further subdivided into MS and RS zones6. The MS zones, supported at both the BS 
and RS, are backwards compatible with the 802.16e standard. The RS transmits to 
MSs in its coverage in the DL MS zone and receives control and data from the BS in 
the adjacent DL RS zone7. Each MR-BS frame begins with a preamble followed by a 
FCH (Frame Control Header) and the DL-MAP and possibly UL-MAP. The DL sub-
frame shall include at least one DL access zone and may include one or more DL 
relay zones. The UL subframe may include one or more UL access zones and it may 
include one or more UL relay zones. A relay zone may be utilized for either transmis-
sion or reception, but the MR-BS shall not be required to support both modes of op-
eration within the same zone.  

4   Control and Data Flow of the Proposed Architecture 

The REWIND Project examines RS implementations for WiMAX networks, by pro-
posing the design of the novelty software and hardware functional areas of a WiMAX 
                                                           
6 For the DL case we can distinguish: (i) The DL access zone (i.e., a portion of the DL sub-

frame in the MR-BS/RS frame used for MR-BS/RS to MS (or "transparent RS transmis-
sion"), and; (ii) the DL relay zone (i.e., a portion of the MR-BS/RS to RS transmission). In a 
similar way, for the UL case we can consider: (i) The UL access zone (i.e., a portion of the 
UL subframe in the MR-BS/RS frame used for MS to MR-BS/RS transmission), and; (ii) the 
UL relay zone (i.e., a portion of the UL subframe in the MR-BS/RS frame used for RS to 
MR-BS/RS transmission). 

7  Detailed structure of the RS zones is under consideration in the IEEE 802.16j Task Group. 
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Relay station (RS) product. Such a product is to be based on the design of a state-of-
the-art SoC (System-on-Chip) silicon platform. The RS shall incorporate all the BS 
functionality, as well as the relay backhaul and routing functionality, in a single com-
pact, low cost unit. Thus, the Relay node SW shall run all the PHY, MAC, scheduler 
and networking functionalities, required to operate a complete BS with relay func-
tionality, and to integrate the node into the relay network. We so provide an overview 
of the RS SW architecture. The corresponding Relay node is based on a highly inte-
grated SoC device, which incorporates all baseband processing (PHY, MAC and CS), 
networking and control processors required for the Relay station functionality. The 
RS shall incorporate all the BS functionality, as well as the Relay backhaul and rout-
ing functionality. The current section provides a brief overview of the required mod-
ules in the RS SW. The host SW is comprised of the following main packages:  

 Relay Routing Package: It implements the relay routing connections. 
 Frame Manager Package: It implements frame planning and map building. 
 Management MAC Package: It implements the 802.16e MAC management 

procedures. 
 DBS (Database) Package: It implements the BS, MSS and connections databases. 
 CM (Connection Management) Package: It implements the Connections  

Management. 
 Scheduler Package: It implements Data Delivery Services (QoS). 
 Wireless Link Driver (WLD): It implements the drivers to the MAC/PHY machines. 
 Backhaul Package: It implements the backhaul links between the MR-BS and RS. 
 Configuration Management: It implements configuration parameters. 
 RF (radio-frequency) Driver Package: It implements the RF driver. 
 ARQ (Automatic-Repeat-Request) Package: Implements the ARQ mechanism. 
 HARQ (Hybrid Automatic-Repeat-Request) Package: It implements the HARQ 

mechanism. 
 Network Control package: Implements the R6 control plane. 
 Management Package: It implements the unit management (SW upgrade, Telnet8 

and so on). 
 Buffer Management Package: It implements the buffers allocation/free management. 
 Inter-process Communication: It implements the communication between tasks 

that reside on different ARM (Advanced RISC Machine)9 cores. 
 Inter-task Communication: It implements the communication between tasks that 

reside on the same core. 
 Boot Loading Package: It implements the boot loading process. 
 OSA: It implements the Operating System Abstraction (OSA) Layer. 
 ThreadX: High-performance real-time kernel.  

 
Fig.4 describes the Data Flow Diagram (DFD) and the Control Flow Diagram (CFD), 
as both performed in the scope of the proposed relay station SW architecture 
 

                                                           
8  A "Telnet" is a terminal emulation program for TCP/IP networks, such as the Internet. 
9  The ARM architecture (previously, the Advanced RISC Machine and prior to that Acorn 

RISC Machine) is a 32-bit RISC processor architecture that is widely used in embedded 
designs. Because of their power saving features, ARM CPUs are dominant in the mobile 
electronics market, where low power computation is a critical design goal. 
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Fig. 4. Data and Control Flow Diagram 

for the design of relevant product. In the continuity of the present work, we discuss 
the SW architecture used. The data critical path is run by the HW and controlled by 
the Scheduler, the Frame Manager and the Wireless Driver. All other missions are 
performed by other tasks, which have lower priority. DFD is demonstrated by green 
arrows; CFD is demonstrated by the black thin arrows; management messages are 
demonstrated by black wide arrows. 

4.1   Downlink Data Flow 

In the downlink data flow, packets are received via the Ethernet (ETH) port and clas-
sified by the ETH Rx Parser, which delivers the received packets together with their 
CID to the Queue Manager (QM). The latter inserts them to the proper connections 
queues, according to the specified CIDs and updates connections’ reports according to 
the report groups defined by the Scheduler. The Scheduler polls the connection re-
ports (every frame), and defines how many bytes should be transmitted from each DL 
connection. The Scheduler builds a list of requests for the Frame Manager. The Frame 
Manager, for a certain time frame (i.e. each 5ms), tries to "satisfy" Scheduler’s re-
quests, and plans (and builds) segment zones and bursts that contain MPDUs (MAC 
Protocol Data Units) for each connection, according to the specified rate (modula-
tion/FEC (Forward Error Correction) and SISO (single-input, single-output) / MIMO 
(multiple-input, multiple-output) definition). After filling the frame, the Frame Man-
ager builds both the DL MAP (which describes the transmitted bursts and the zones in 
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the frame) and the UL MAP (which contains the Tx allocations for the MSs). The 
Frame Manager creates Tx commands for each transmitted MPDU; it builds Tx burst 
descriptors and zone descriptors and it delivers them to the WLD. The WLD sets the 
zone descriptors and the PHY descriptors to the PHY, and sets the Tx commands of 
each MPDU to the QM. 

4.2   Uplink Data Flow 

In the uplink data flow, for every frame, the Scheduler polls the bandwidth requests (as 
sent by the MSs) and other QoS UL connection attributes, and defines how many bytes 
are granted for each MS, for each UL connection. The Scheduler builds a list of UL 
requests to the Frame Manager. The letter, for the prescribed time of frame, tries again 
to "satisfy" Scheduler’s requests, by using a method identical to the previous DL-
related case. After filling the UL subframe, the Frame Manager builds the UL MAP; 
this describes the UL allocations and the zones in the UL subframe. The Frame Man-
ager builds Rx burst descriptors and zone descriptors and delivers them to the WLD. 
According to the UL MAP, the MSs transmit their MPDUs, as per their UL Tx alloca-
tions. The WLD sets the UL zone descriptors and the Rx burst descriptors to the PHY. 
The PHY/MAC layer receives the UL mobile subscriber station transmission bursts in 
the allocated buffers memory. The hardware MAC extracts MPDUs from the received 
bursts into MPDU buffers, and inserts the MPDU buffers into the connection queues. 
The QM updates the report lists according to the received messages. The Scheduler 
reads the reports and updates the WLD about the received messages. The WLD then 
gets the received management messages and informs the MAC management about the 
management messages. The MAC handles the received management MPDUs and the 
QM inserts the user data traffic into the data user connection queues and creates report 
lists. Finally, the Scheduler reads the reports and orders the WLD to transmit the 
MPDUs to the Ethernet port, according to predefined directions for each queue.  

5   Conclusion 

Relay technology has focused significant attention due to several important and quite 
identifiable reasons i.e., simplicity, flexibility, deployment efficiency and cost effec-
tiveness, as relays can permit a faster network rollout. Conformant to the scope of the 
European REWIND Research Project aiming to develop an effective relay station 
implementation for WiMAX technology, we have discussed several architecture prin-
ciples and benefits for relay-based networks and then we have presented an essential 
description of the related RS software architecture design (PHY and MAC layers 
architecture) for the realization of a proper relay node required for the relay station 
functionality. Our approach has been based on the core concept of the Multi-Hop 
relay network architecture, conformant to the IEEE 802.16j standard.  
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Abstract. New kind of mobile lightweight devices can run full scale applica-
tions with same comfort as on desktop devices only with several limitations. 
One of them is insufficient transfer speed on wireless connectivity. Main area of 
interest is in a model of a radio-frequency based system enhancement for locat-
ing and tracking users of a mobile information system. The experimental 
framework prototype uses a wireless network infrastructure to let a mobile 
lightweight device determine its indoor or outdoor position. User location is 
used for data prebuffering and pushing information from server to user’s PDA. 
All server data is saved as artifacts along with its position information in build-
ing or larger area environment. The accessing of prebuffered data on mobile 
lightweight device can highly improve response time needed to view large mul-
timedia data. This fact can help with design of new full scale applications for 
mobile lightweight devices. 

Keywords: Mobile Lightweight Device; Localization; Prebuffering; Response 
Time; Area Definition.  

1   Introduction 

The usage of various mobile wireless technologies and mobile embedded devices has 
been increasing dramatically every year and would be growing in the following years. 
This will lead to the rise of new application domains in network-connected PDAs 
(Personal Digital Assistants) that provide more or less the same functionality as their 
desktop application equivalents. The idea of full scale applications pursuable on mo-
bile lightweight devices is based on current hi-tech devices with large scale display, 
large memory capabilities, and wide spectrum of network standards plus embedded 
GPS module. Example of such devices is HTC Touch HD. 

Users of these portable devices use them all time in context of their life (e.g. mov-
ing, searching, alerting, scheduling, writing, etc.). Context is relevant to the mobile 
user, because in a mobile environment the context is often very dynamic and the user 
interacts differently with the applications on his mobile device when the context is 
different [1].  
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My recent research of context-aware computing has been restricted to location-
aware computing for mobile applications using a WiFi network (LBS Location Based 
Services). The information about basic concept and technologies of user localization 
such as LBS, Searching for WiFi AP) can be found in my article [2]. On localization 
basis, I created a special framework called PDPT (Predictive Data Push Technology) 
which can improve a usage of large data artifacts of mobile devices [3]. I used contin-
ual user position information to determine a predictive user position. The data arti-
facts linked to user predicted position are prebuffered to user mobile device. When 
user arrives to position which was correctly determined by PDPT Core, the data arti-
facts are in local memory of PDA. The time to display the artifacts from local mem-
ory is much shorter than in case of remotely requested artifact.  

 

 

Fig. 1. Wireless networks and GPS sensor localization possibilities on mobile devices 

The idea of prebuffering may not be only one application method for user position 
knowledge. As well as WiFi is not only one wireless network to use for localization 
of user device. WiFi has advantage in speed in indoor positioning therefore the 
GSM/UMTS can be used in outdoor [Fig. 1]. The GPS sensor is also embedded in 
several types of current mobile devices, or it can be plugged by SDIO or BT interface.  
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I would like to describe a position obtaining from wireless networks background in 
the beginning of next chapter to give a reader more information about these themes. 

2   The PDPT Framework and PDPT Core 

The general principle of my simple localization states that if a WiFi-enabled mobile 
device is close to such a stationary device – Access Point (AP) it may “ask” the pro-
vider’s location position by setting up a WiFi connection. If position of the AP is 
known, the position of mobile device is within a range of this location provider. This 
range depends on type of WiFi AP. The Cisco APs are used in my test environment at 
Campus of Technical University of Ostrava. I performed measurements on these APs 
to get signal strength (SS) characteristics and a combination of them called “super 
ideal characteristic”. More details can be found in chapter 2.3 [5]. The computed 
equation for Super-Ideal characteristic is taken as basic equation for PDPT Core to 
compute the real distance from WiFi SS. 

From this super ideal characteristic it is also evident the signal strength is present 
only to 30 meters of distance from base station. This small range is caused by using 
of Cisco APs. These APs has only 2 dB WiFi omnidirectional antenna. Granularity 
of location can be improved by triangulation of two or more visible WiFi APs. The 
PDA client will support the application in automatically retrieving location infor-
mation from nearby location providers, and in interacting with the server. Naturally, 
this principle can be applied to other wireless technologies like Bluetooth, GSM or 
WiMAX. 

To let a mobile device determine its own position is needed to have a WiFi adapter 
still powered on. This fact provides a small limitation of use of mobile devices. The 
complex test with several types of battery is described in my article [4] in chapter (3). 
The test results with a possibly to use a PDA with turned on WiFi adapter for a period 
of about 5 hours. 

2.1   The Need of Predictive Data Push Technology 

PDPT framework is based on a model of location-aware enhancement, which I have 
used in created system. This technique is useful in framework to increase the real 
dataflow from wireless access point (server side) to PDA (client side). Primary data-
flow is enlarged by data prebuffering. PDPT pushes the data from SQL database to 
clients PDA to be helpful when user comes at final location which was expected by 
PDPT Core. The benefit of PDPT consists in time delay reducing needed to display 
desired artifacts requested by a user from PDA. This delay may vary from a few sec-
onds to number of minutes.  Theoretical background and tests were needed to deter-
mine an average artifact size for which the PDPT technique is useful. First of all the 
maximum response time of an application (PDPT Client) for user was needed to be 
specified.  

Nielsen [6] specified the maximum response time for an application to 10 seconds 
[7]. During this time the user was focused on the application and was willing to wait 
for an answer. The book is over 20 years old (published in 1994). I suppose the mod-
ern user of mobile devices is more impatient so the stated value of 10 second will be 
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shorter. This is for me even better, because my framework is more usable. I used this 
time period (10 second) to calculate the maximum possible data size of a file trans-
ferred from server to client (during this period). If transfers speed wary from 80 to 
160 kB/s the result file size wary from 800 to 1600 kB. More details about the facts of 
slow transfer speed on mobile devices can be found in chapter 2.5 [5]. 

The next step was an average artifact size definition. I use a network architecture 
building plan as sample database, which contained 100 files of average size of 470 
kB. The client application can download during the 10 second period from 2 to 3 
artifacts. The problem is the long time delay in displaying of artifacts in some original 
file types. It is needed to use only basic data formats, which can be displayed by PDA 
natively (bmp, jpg, wav, mpg, etc.) without any additional striking time consumption.  

The final result of our real tests and consequential calculations is definition of arti-
fact size to average value of 500 kB. The buffer size may differ from 50 to 100 MB in 
case of 100 to 200 artifacts. 

2.2   From Data Collection to Localization 

A first key step of the PDPT is a data collection phase. I record information about the 
radio signals as a function of a user’s location. The signal information is used to con-
struct and validate models for signal propagation. Among other information, the 
WaveLAN NIC makes the signal strength (SS) available. SS is reported to units of 
dBm. Each time the broadcast packet is received the WaveLAN driver extracts the SS 
information from the WaveLAN firmware. Then it makes the information available to 
user-level applications via system calls.  

If the mobile device knows the position of the stationary device (transmitter), it 
also knows that its own position is within a range of this location provider. The typi-
cal range wary from 30 to 100 m in WiFi case, respectively 50 m in BT case or 30 km 

 

 

Fig. 2. Localization principle – triangulation 
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for GSM. Granularity of location can be improved by triangulation of two or more-
visible APs (Access Points). The PDA client currently supports the application in 
automatically retrieving location information from nearby WiFi location providers, 
and in interacting with the PDPT server. Naturally, this principle can be applied to 
other wireless technologies like BT, GSM, UMTS or WiMAX. The application (loca-
tor) is implemented in C# language using the MS Visual Studio .NET with .NET 
Compact Framework and a special OpenNETCF library enhancement. Schema on 
figure [Fig. 2] describes a localization process. The mobile client gets the SS info of 
three BSs (Base Stations) with some inaccuracy. Circles around the BSs are crossed 
in red points on figure. The intersection red point (centre of three) is the best com-
puted location of mobile user. The user track is also computed from these measured 
SS intensity levels and stored in database for later use by PDPT Core. This idea is 
applicable in case of WiFi as well as BT and GSM networks.  

In previous research, I focused only to use of WiFi networks while the other wire-
less possibilities remained without a proper notice. Now I made an enhancement of 
Locator component of PDPT framework [Fig. 5] to allow operate with BT and GSM 
networks. 

In BT network case, the position of BT APs must be known to allow the position 
determination. To collect BT APs position info in outdoor environment, the GPS can 
be used. For indoor area, the GIS (Geographic Information System) software with 
buildings map must be used to measure exact position of BT AP against to local envi-
ronment. To manage with BT hardware of mobile device another library InTheHand 
32Feet.NET is used. The source code has a simple implementation:  

Example of a Locator Source Code – Scanning the nearby for BT APs. 

 
using InTheHand.Net.Bluetooth; 
 
BluetoothClient bc = new BluetoothClient(); 
BluetoothDeviceInfo[] bdi = bc.DiscoverDevices();  
                 
foreach (BluetoothDeviceInfo BTdi in bdi) 
{ 
  drDataRow = dtVisibleAP.NewRow(); 
  drDataRow["AP_name"] = BTdi.DeviceName.ToString(); 
  drDataRow["MAC_AP"] = BTdi.DeviceAddress.ToString(); 
  drDataRow["Signal_Strength"] = BTDi.Rssi; 
  drDataRow["Date_Time"] = DateTime.Now; 
  drDataRow["AP_type"] = AP_type.Bluetooth; 
dtVisibleAP.Rows.Add(drDataRow); 

} 
 

GSM network is not local network but a cellular network. The problem is in posi-
tion information of GSM BTSs (Base Transceiver Stations). The operator doesn’t 
provide any such information. One of possible solutions is based on unofficial BTSs 
lists which can be found on internet. The lists are typically available in HTML, TXT 
or CSV formats. The medium rate for BTs with GPS position information is about 
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90 % of all BTs in European countries. In case of PDPT Framework, the list must be 
converted to PDPT server database – GSM_BTS table [Fig. 3]. 

In all three described cases of nearby BSs scanning, the data are saved to Locator 
Table in PDPT server DB [Fig. 3]. Data are processed from Locator Table throw the 
PDPT Core to Position Table. The processing techniques depend on selected wireless 
network. WiFi and BT network provide all visible APs nearby the user. From list of 
these APs is computed actual position (by triangulation [Fig. 2]).  

 

 

Fig. 3. PDPT server DB (Data Base) - New database architecture 

Mobile devices with windows mobile operation system do not provide any GSM 
info to .NET Compact Framework. Even any special framework as in previous two 
cases is not known for me until now. Only possibility is in use of RIL (Radio Inter-
face Layer) library. This library is divided into two separate components, a RIL 
Driver and a RIL Proxy. The RIL Driver processes radio commands and events. The 
RIL Proxy performs arbitration between multiple clients for access to the single RIL 
driver. When a module calls the RIL to get the signal strength, the function call im-
mediately returns a response identifier. The RIL uses the function response callback 
to convey signal strength information to the module [Fig. 4]. 
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Fig. 4. Radio Interface Layer Architecture  

Example of a Locator Source Code – retrieving the GSM BTSs info with LIR.  

 
[DllImport("ril.dll")] 
public static extern IntPtr RIL_GetCellTowerInfo(IntPtr  

lphRil); 
[DllImport("ril.dll")] 
public static extern IntPtr RIL_Deinitialize(IntPtr  

lphRil); 
[DllImport("ril.dll")] 
public static extern IntPtr RIL_GetSignalQuality(IntPtr  

lphRil); 
res = RIL_GetCellTowerInfo(hRil); 
res = RIL_GetSignalQuality(hRil); 

 
RILCELLTOWERINFO rci = new RILCELLTOWERINFO(); 
 
result += String.Format("MCC: {0}, MNC: {1}, LAC: {2}, 
CID: {3}, ", rci.dwMobileCountryCode, 
rci.dwMobileNetworkCode, rci.dwLocationAreaCode, 
rci.dwCellID); 
 
RILSIGNALQUALITY rsq = new RILSIGNALQUALITY(); 
 
result += String.Format("Signal Quality: {0}, MinSig {1}, 
MaxSig {2}, LowSig {3}, HighSig {4}", 
rsq.nSignalStrength, rsq.nMinSignalStrength, 
rsq.nMaxSignalStrength, rsq.nLowSignalStrength, 
rsq.nHighSignalStrength); 
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The GSM network provide only one BS info in each search cycle. This BS has the 
highest signal strength. The more BTSs info is collected by a several iteration cycles.  
During 10 cycles (per 10 seconds) the 4 BTS info is obtained on average. 

The important info from BTSs is Signal Strength and Time Advance (TA). SS is 
refreshed every several seconds (in every scan) whereas TA is provided only during 
some type of communication with selected BTS (e.g. request to talk, move to another 
area - Location Area Code (LAC)). The list of these BTSs with info is further proc-
essed as in previous case for WiFi and BT networks. Only change is in usage of TA if 
it is accessible. 

Another possibility to get the user position in outdoor space is in GPS [8]. GPS 
provide a position by LONgitude and LATitude (X and Y). Only simple conversion 
is needed to transform a GPS coordinates to S-JTSK, which is used in PDPT 
Framework. 

2.3   The PDPT Framework Design 

The PDPT framework design is based on the server-client architecture. The PDPT 
framework server is created as a web service to act as a bridge between MS SQL 
Server (other database server eventually) and PDPT PDA Clients [Fig. 5].  

 

Fig. 5. PDPT architecture – UML design 

Client PDA has location sensor component, which continuously sends the informa-
tion about nearby AP’s intensity to the PDPT Framework Core. This component 
processes the user’s location information and it makes a decision to which part of MS 
SQL Server database needs to be replicated to client’s SQL Server CE database 
[9][10]. The PDPT Core decisions constitute the most important part of PDPT frame-
work, because the kernel must continually compute the position of the user and track, 
and predict his future movement. After doing this prediction the appropriate data are 
prebuffered to client’s database for the future possible requirements. This data repre-
sent artifacts list of PDA buffer imaginary image [Fig. 6]. 
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2.4   PDPT Core - Area Definition 

The PDPT buffering and predictive PDPT buffering principle is shown in [Fig. 6]. 
Firstly the client must activate the PDPT on PDPT Client. This client creates a list of 
artifacts (PDA buffer image), which are contained in his mobile SQL Server CE data-
base. Server create own list of artifacts (imaginary image of PDA buffer) based on 
area definition for actual user position and compare it with real PDA buffer image. 

 

 

Fig. 6. Object diagram of PDPT prebuffering and predictive PDPT prebuffering. Right part 
shows the area definition for imaginary image of PDA buffer. 

The area can be defined as an object where the user position is in the object cen-
tre. I am using the cuboid as the object in present time for initial PDPT buffering. 
This cuboid has static area definition with a size of 10 x 10 x 3 (high) meters. The 
PDPT Core will continue with comparing of both images. In case of some differ-
ence, the rest artifacts ale prebuffered to PDA buffer. When all artifacts for current 
user position are in PDA buffer, there is no difference between images. In such case 
the PDPT Core is going to make a predicted user position. On base of this new user 
position it makes a new predictive enlarged imaginary image of PDA buffer. The 
size of this new cuboid is statically defined area of size 20 x 20 x 6 meters. The new 
cuboid has a center in direction of predicted user moving and includes a cuboid area 
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for current user position. The PDPT Core compares the both new images (imagi-
nary and real PDA buffer) and it will continue with buffering of artifacts until they 
are same. In real case of usage is better to create an algorithm to dynamic area defi-
nition to adapt a system to user needs more flexible in real time. For additional info 
please refer to [11]. 

2.5   PDPT Framework Data Artifact Management 

The PDPT Server SQL database manages the information (artifacts) in the context of 
their location in building environment. This context information is same as location 
information about user track. The PDPT Core selecting the data to be copied from 
PDPT server to PDA client by context information (position info). Each database arti-
facts must be saved in database along the position information, to which it belongs.  

 

Fig. 7. PDPT Framework Data Artifact Manager 

During the creating process of PDPT Framework the new software application 
called “Data Artifacts Manager” was created. This application manages the artifacts 
in WLA database (localization oriented database). User can set the priority, location, 
and other metadata of the artifact [Fig 7]. The Manager allows creating a new artifact 
from multimedia file (image, video, sound, etc.), and work with existing artifacts. 
More info can be found in chapter 3.1 [5]. 

The needs of interface to operate with APs info arose out of the developing process 
of PDPT Framework. The enhancement of Artifact manager was created on that 
ground. Now the Artifact Manager contains a new tab “Base Stations Manager” to 
operate with APs or BSs of selected networks [Fig. 7]. This manager is connected 
directly to PDPT Server database, to tables WiFi_AP, BT_AP, GSM_BTS [Fig. 3].   
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2.6   The PDPT Client Application 

The PDPT Client application realizes thick client to the server side and an extension 
by PDPT and Locator modules. Figure [Fig. 8] shows three screenshots from the 
mobile client. The first one [Fig. 8a] shows the Locator module with selected GSM 
scanning. The info text box “Locator AP ret.” Provide info about last founded GSM 
BTSs and number of recognized BTSs (BTSs with GPS position). In current case the 
6 BTSs was founded and 5 of them was recognized by PDPT Framework. Figure 
[Fig. 8b] shows the classical view of the data artifact presentation from MS SQL CE 
database to user (in this case the image of Ethernet plan of the current area). The 
PDPT tab [Fig. 8c] presents a way to tune the settings of PDPT Framework. The mid-
dle section shows the logging info about the prebuffering process. The right side 
means measure the time of one artifact loading (“part time”) and full time of pre-
buffering in millisecond resolution. More screens and details of PDPT Client can be 
found in chapters 2.7 and 2.8 [5]. 

 

   

Fig. 8. PDPT Client – Left one figure 8a – Locator component with GSM scanning. Middle one 
figure 8b – View of classical client data representation. Right one figure 8c - The PDPT options 
screen allow to start and control the PDPT buffering.  

3   Conclusions 

I am focused on the real usage of the developed PDPT Framework on a wide range of 
wireless mobile devices and its main issue at increased data transfer. For testing pur-
pose, five mobile devices were selected with different hardware and software capa-
bilities. The high success rate found in the test data surpassed our expectations. This 
rate varies from 84 to 96 %. Please see the chapter 4 [5] for more info. 

The PDPT prebuffering techniques can improve the using of medium or large arti-
facts on wireless mobile lightweight devices connected to information systems. The 
localization part of PDPT framework is currently used in another project of bio-
telemetrical system for home care named Guardian to make a patient’s life safer [12]. 
Another utilization of PDPT consists in use of others wireless networks like BT, 
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GSM/UMTS, WiMAX, or in GPS. This idea can be used inside the information sys-
tems like botanical or zoological gardens where the GPS navigation can be used in 
outdoor. The BT and GSM data collecting and processing is described in this article 
along with sample code. Some improvements of Locator module or Artifact Manager 
are described as well as improved architecture of PDPT server database. The larger 
area of PDPT utilization can improve importance of PDPT Framework in wireless 
mobile lightweight systems. 
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Abstract. In this paper the QoS-constrained resource allocation prob-
lem in multicarrier systems is considered. Within the established cross-
layer framework, parameters for subchannel assignment, adaptive mod-
ulation and coding, and ARQ/HARQ protocols are jointly optimized.
Instead of the conventional transmit power minimization, the total en-
ergy consumption for the successful transmissions of all information bits
is set as the optimization goal. The nonconvex primal problem is solved
by using Lagrange dual decomposition and the ellipsoid method. Numer-
ical results indicate that the recovered primal solution is well acceptable
in performance, and efficient in terms of computational effort.

Keywords: resource allocation, multicarrier systems, cross-layer opti-
mization, energy minimization.

1 Introduction

Resource allocation in wireless communication networks is both important and
challenging not only because of the scarcity of radio resources and time-variant
channel conditions, but also due to the increasing demand to support hetero-
geneous quality of service (QoS) requirements of various applications. From a
mathematical point of view, one specific resource allocation corresponds to a
mapping from the available radio resources to a set of QoS values. When param-
eters from different protocol layers are jointly taken into account in the mapping,
the optimizations we do, either optimizing QoS with limited resources or mini-
mizing the amount of resources required to achieve certain QoS, are referred to as
cross-layer optimizations, and the resource allocation itself is termed as cross-
layer assisted resource allocation. In this paper, a QoS provisioning resource
minimization problem at the downlink of a multicarrier system is investigated,
where the cross-layer framework adopted integrates PHY and MAC layer func-
tionalities such as subchannel assignment, adaptive modulation and coding, and
retransmission protocols.

In most studies on resource allocation for wireless communication systems, the
objective for the QoS-constrained resource minimization is to minimize the sum
transmit power, e.g., [1][2]. Since retransmission protocols are taken into account
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in this work, it is of interest and necessity to consider the transmit power spent
over time, i.e., energy, instead of to merely consider the power consumption
for the first transmission, because on the long run, what is consumed at the
transmitter is energy. Based on this analysis, we formulate the minimization
goal as the sum energy consumption required to transmit a certain number of
information bits within respective latency times for a group of end users.

Though having different physical interpretations, structurally similar opti-
mizations can be found in the literature such as in [3], [4] and [1]. However,
due to the discontinuity and nonconvexity of our objective, the methods therein
to solve the optimizations and the optimality conditions derived can not be di-
rectly applied. Exploiting the discontinuity, we set up a look-up table to lessen
the computational burden for the dual methods employed, and a primal recov-
ery scheme is developed to give primarily feasible resource allocations from the
obtained dual optimal solutions.

2 System Model

We consider the downlink scenario of an isolated single-cell multicarrier system
with K users, each having one data stream to be served. The resource alloca-
tion is done on a per slot basis, where a slot is a short time period of length T
during which the wireless channel is assumed to stay constant. As information
bits loaded onto consecutive slots are independently modulated and coded, a
slot can formally be referred to as a Transmission Time Interval (TTI), and
the bit-loading procedure inherently includes packetization of the information
bits. For every TTI, each data stream has a number of information bits to be
transmitted, depending on its throughput requirement. The other relevant QoS
parameter characterizing the data streams, the latency, is defined as:

Definition: The latency τk of a packet from user k is the delay it experiences
until received correctly with an outage probability of no more than the prede-
fined value π(out). Let fk[m] be the probability that it takes exactly m TTI’s
to transmit a packet error-free, then τk = (Mk − 1)(RTD + T ) + T where RTD
represents round trip delay, and

Mk = min
M

M s.t.
M∑

m=1

fk[m] ≥ 1 − π(out).

In the following subsections, the mathematical descriptions of the regarded sys-
tem components are derived which lay the basis for cross-layer optimization.

2.1 Channel Model

The downlink broadcast channel is modeled as frequency-selective fading over the
total system bandwidth and frequency-flat fading over each subchannel, which
is consist of Nc adjacent subcarriers. FDMA is employed meaning the assignment
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of every subchannel is exclusive to one user, and intercarrier interference (ICI) is
not taken into account. Moreover, we restrict ourselves here to the single-antenna
case both at the base station (BS) and at the mobile stations (MS).

Let Hk,n and σ2
k,n be the channel coefficient and Gaussian noise variance

of user k on the nth subchannel, and pn be the amount of power allocated
on subchannel n. When assigned to user k, the signal-to-noise-ratio (SNR) on
subchannel n can be computed as

γk,n =
|Hk,n|2
σ2

k,n

· pn. (1)

Note that throughout this work the index k refers to users and index n refers to
subchannels. And as in the remaining part of this chapter, the focus is on any
one of the subchannels which is assigned to one user, we drop the subscripts k
and n for simplicity.

We choose the TTI to be of length T = 2 ms. The WiMAX standard suggests
a symbol duration of 102.9 μs in a system with 10 MHz bandwidth and an FFT
size of 1024. Based on this number we assume that one TTI contains Ns = 16
symbols for data transmission.

2.2 FEC Coding and Modulation

We assume that modulation and coding across the subchannels are done inde-
pendently, and with reference to the WiMAX standard 8 modulation and coding
schemes (MCS) are chosen as candidates, which are listed in Table 1.

Table 1. Modulation and Coding Schemes (MCS)

Index Modulation Type Alphabet Size A Code Rate R R log2 A

1 BPSK 2 1/2 0.5
2 QPSK 4 1/2 1
3 QPSK 4 3/4 1.5
4 16-QAM 16 1/2 2
5 16-QAM 16 3/4 3
6 64-QAM 64 2/3 4
7 64-QAM 64 3/4 4.5
8 64-QAM 64 5/6 5

Since with the help of cyclic prefix or an equalizer, intersymbol interference
is not present in the system, each subchannel can be modeled as a discrete
memoryless channel (DMC) over which the noisy channel coding theorem [5] can
be applied. Let the modulation alphabet and the coding rate on the subchannel
under consideration be A = {a1, . . . , aA} and R respectively. The cutoff rate of
the subchannel with SNR γ can be expressed as
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R0(γ, A) = log2 A − log2

[
1 +

2
A

A−1∑
m=1

A∑
l=m+1

e−
1
4 |al−am|2γ

]
. (2)

The noisy channel coding theorem states that there always exists a block code
with block length l and binary code rate R log2 A ≤ R0(γ, A) in bits per sub-
channel use, such that with maximum likelihood decoding the error probability
π̃ of a code word satisfies

π̃ ≤ 2−l(R0(γ,A)−R log2 A). (3)

In order to apply this upper bound on code word error probability to the exten-
sively used turbo decoded convolutional code, quantitative investigations have
been done in [2] and an expression for the equivalent block length is derived based
on link level simulations. The result from [2] shows that the performance of a
turbo decoded convolutional code applied to a coded packet of length L in a very
good approximation equals the performance of a block code with block length

neq = β ln L, (4)

where parameter β is used to adapt this model to the specifics of the employed
turbo code, and L = NcNs log2 A. Consequently, the transmission of L bits is
equivalent to the sequential transmission of L/neq blocks of length neq and has
an error probability of

π = 1 − (1 − π̃)
L

neq ≤ 1 −
(
1 − 2−neq(R0(γ,A)−R log2 A)

) L
neq

. (5)

2.3 Protocol

At the MAC layer both automatic repeat request (ARQ) and incremental re-
dundancy hybrid ARQ (IR HARQ) protocols are studied. The data sequence
transmitted in one TTI on one subchannel, i.e., a packet, is used as the retrans-
mission unit.

ARQ: The corrupted packets at the receiver are discarded. Hence we assume
that the packet error probability (PEP) of a retransmitted packet is the same as
that of its original transmission, i.e.,

f [m] = πm−1(1 − π), m ∈ Z+.

When the number of transmissions M is given, the maximum allowable PEP
can be obtained as

M∑
m=1

f [m] = 1 − πM ≥ 1 − π(out) ⇒ π ≤ M
√

π(out).

HARQ: The corrupted packets at the receiver are combined and jointly de-
coded using rate-compatible punctured convolutional codes. For the particular
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IR scheme where the retransmissions contain pure parity bits of the same length
as the first transmission, the code rate for the mth transmission can be expressed
as

R[m] =
B

m · L =
1
m

R[1] =
1
m

R. (6)

Let m̃ denote the maximum number of transmissions determined by the mother
code. The equivalent block length neq is then given by

neq = β ln(m̃L). (7)

Plugging (6)(7) into (5) gives the PEP expression for the mth transmission as

π[m] = 1 −
(
1 − 2−β ln(m̃L)(R0(γ)− 1

m R log2 A)
) mL

β ln(m̃L)
. (8)

When R0(γ) ≤ 1
mR log2 A, (8) suggests that π[m] = 1. And when R0(γ) increases

from 1
mR log2 A, π[m] approaches 0 very fast. As a result, given the number of

transmissions M , π[m] can be approximated by

π[M ] = 1 − π(out), π[m] = 0, m = 1, . . . , M − 1, (9)

where R0(γ) satisfies 1
M R log2 A < R0(γ) ≤ 1

M−1R log2 A.
The quantities mentioned in this section, their notations, as well as their

simulation values are summarized in Table 2.

Table 2. System Parameters

Total bandwidth 10 MHz
Center frequency fc 2.5 GHz

FFT size 1024
Number of data subcarriers 720

Number of subchannels N 30
Number of subcarriers per subchannel Nc 720/30 = 24

Transmission Time Interval (TTI) T 2 ms
Number of data symbols per TTI Ns 16

Round Trip Delay (RTD) RTD 10 ms
Maximum number of transmissions allowed m̃ 5

Turbo code dependent parameter β 32
Outage probability π(out) 0.01

3 Problem Formulation

Suppose for the current TTI, the number of information bits intended for user
k is bk, and the maximum latency time for the transmission is τ

(rq)
k . The energy

minimization problem can be formulated as
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min
B

K∑
k=1

N∑
n=1

ηk,n(Bk,n, τ
(rq)
k )

s.t.
N∑

n=1

Bk,n = bk, k = 1, . . . , K,

B ∈ B,

(10)

where B ∈ ZK×N
+,0 represents the bit-loading matrix with its entry Bk,n as the

number of information bits for the kth user loaded onto the nth subchannel, and
ηk,n(Bk,n, τ

(rq)
k ) is the minimum energy consumption needed for the successful

transmission of Bk,n bits within the latency time τ
(rq)
k . The first constraint in

(10) is the completeness of bit-loading for the K users, and the second constraint
comes from FDMA in which B ⊂ ZK×N

+,0 represents the set of matrices that have
only one nonzero entry in each of their columns.

3.1 The η Function

We define a tuple (A, R, M) which is a modulation type, FEC code rate, and
number of transmissions combination as one mode of operation. With 5 as the
maximum number of transmissions for each packet and 8 available MCS, we have
in all 40 different modes of operation, denoted by set M. For a fixed B, each
mode of operation (A, R, M) leads to a (latency, expected energy consumption)
pair (τ, E) with

τ = (M − 1)(RTD + T ) + T,

E =
⌈

B

R log2 A

⌉
· Ts · γ(A, R, M) ·

M∑
m=1

f [m]
(

σ2

|H |2 +
(m − 1)σ2

|H(avg)|2
)

!= φ ·
M∑

m=1

f [m]
(

σ2

|H |2 +
(m − 1)σ2

|H(avg)|2
)

,

where |H |2 and |H(avg)|2 are the instantaneous and average channel gains, and
σ2 is the noise power on one subcarrier. γ(A, R, M) is the SNR required to
convey the packet within M transmissions when MCS (A, R) is employed, which
can be obtained from a binary search on the cutoff rate curve. Note that φ as
defined is independent of the channel realizations. η(B, τ (rq)) is then given by

η(B, τ (rq)) = min
(A,R,M)∈M

E(A, R, M) s.t. τ(A, R, M) ≤ τ (rq). (11)

Limited by the highest MCS, the number of information bits that can be loaded
onto one subchannel in one TTI is upper bounded by B(u) = 5·NsNc. Let (τ1, E1)
and (τ2, E2) be two (latency, energy) pairs. Analytical derivations show that if
τ1 < τ2 and φ1 < φ2, then E1 < E2. That means, only those modes of operation
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Fig. 1. An exemplary η function for ARQ and HARQ protocols

that are Pareto efficient in (τ, φ)1 can lead to the solution of (11). Therefore,
for each B ∈ [1, B(u)], finding and storing the (τ, φ) Pareto efficient points via
an enumeration of all modes of operation are sufficient to solve (11) given the
instantaneous channel realizations, which is to say, an offline computable look-up
table can be established beforehand. At run time, only some simple calculations
are needed to compute η(B, τ (rq)). An exemplary η function is shown in Fig. 1,
where τ (rq) is set to infinity.

From the visualization some of the expectations of the η function are verified:
it is monotonically increasing with the number of information bits B, the en-
ergy increments for the same increment in B become larger with increasing B,
and HARQ consumes less energy than ARQ for fairly large B. However, the η
function is not convex due to the discrete inputs and changes of the optimum
mode of operation at some B. As a result, the optimization (10) is not convex in
both objective and constraints. Therefore when dual methods are applied, the
solution is bound to suffer from the duality gap.

4 The Resource Allocation Algorithm

4.1 Dual Methods

The Lagrange dual decomposition method and the ellipsoid method are em-
ployed to solve the optimization problem (10), following a similar procedure as

1 A mode of operation (Ã, R̃, M̃) is called Pareto efficient in (τ, φ) if the pair (τ̃ , φ̃) it
leads to is Pareto efficient, i.e., there �(τ, φ) resulting from other modes of operations
inM such that τ ≤ τ̃ and φ ≤ φ̃.
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proposed in [4]. Introducing Lagrange multipliers λ ∈ RK×1 to the K bit-loading
constraints in (10) gives the Lagrangian

L(B, λ) =
K∑

k=1

N∑
n=1

ηk,n(Bk,n, τ
(rq)
k ) +

K∑
k=1

λk(
N∑

n=1

Bk,n − bk), (12)

and the dual function g(λ) follows as

g(λ) = inf
B∈B

L(B, λ)

= inf
B∈B

N∑
n=1

(
K∑

k=1

ηk,n(Bk,n, τ
(rq)
k ) +

K∑
k=1

λkBk,n

)
−

K∑
k=1

λkbk

=
N∑

n=1

inf
B∈B

K∑
k=1

(
ηk,n(Bk,n, τ

(rq)
k ) + λkBk,n

)
−

K∑
k=1

λkbk

!=
N∑

n=1

gn(λ) −
K∑

k=1

λkbk,

where gn(λ), n = 1, . . . , N are N independent optimization problems resulting
from the decomposition of minimizing L(B, λ). In solving the dual problem, i.e.,
max g(λ), the update of the dual variable λ is done efficiently using the ellipsoid
method. We denote the optimal value and solution to the dual problem as d∗

and λ∗ respectively, and the bit-loading matrix obtained with λ∗ as B̃. By weak
duality, d∗ gives a lower bound on the primal optimal value. However, B̃ is not
necessarily primal-feasible, which makes primal recovery necessary.

4.2 Primal Recovery Scheme

Due to the nonconvexity of the objective function of (10), the conclusion drawn
in [3] that the duality gap vanishes when the number of subchannels approaches
infinity is not valid anymore. Consequently, the subchannel assignment (SA) im-
plicitly given by B̃ (B̃k,n > 0 indicates that the nth subchannel is assigned to the
kth user) can not be assumed optimum. In fact, as Bk,n is limited by B(u) from
above, the dual optimum SA can be infeasible, especially when the total number
of information bits to be loaded is large. Therefore, in order to perform primal
recovery based on the dual optimum SA, we have to assure its feasibility first.

The minimum number of subchannels needed by user k can be computed
as N

(l)
k =

⌈
bk

B(u)

⌉
. Let the set of subchannels assigned to user k by the dual

optimum SA be Sk, i.e., Sk = {n : B̃k,n > 0}. If ∃k with |Sk| < N
(l)
k , then the

dual optimum SA is infeasible. Denote the set of users with |Sk| > N
(l)
k as Ko

2.
One adjustment scheme can be to solve
2 An empty set Ko indicates the infeasibility of (10), the case of which should be

tested and excluded at the beginning of the whole program. In order to provide the
resource allocation entity with appropriate traffic loads, a scheduling component on
its top is necessary.
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(k∗, n∗) = argmin
k′∈Ko,n∈Sk′

(
ηk,n(B(u), τ

(rq)
k ) − ηk′,n(B(u), τ

(rq)
k′ )

)
,

and reassign subchannel n∗ to user k instead of its former possessor k∗ by up-
dating Sk and Sk∗ accordingly.

Fixing the feasible SA, we have K decoupled minimization problems, one for
each user, as

min
{Bk,n:n∈Sk}

∑
n∈Sk

ηk,n(Bk,n, τ
(rq)
k )

s.t.
∑

n∈Sk

Bk,n = bk,
(13)

which can again be solved in the dual domain. Let the dual optimal bit-loading
be {B∗

k,n : n ∈ Sk}. If
∑

n∈Sk
B∗

k,n �= bk, we can load or unload the extra bits
one by one on the subchannel that leads to the minimum energy increment or
the maximum energy decrement. Mathematically, we iteratively find

n∗ =

⎧⎪⎪⎨
⎪⎪⎩

argmin
n∈Sk

(
ηk,n(B∗

k,n + 1, τ
(rq)
k ) − ηk,n(B∗

k,n, τ
(rq)
k )

)
,
∑

n∈Sk

B∗
k,n < bk,

argmax
n∈Sk

(
ηk,n(B∗

k,n, τ
(rq)
k ) − ηk,n(B∗

k,n − 1, τ
(rq)
k )

)
,
∑

n∈Sk

B∗
k,n > bk,

(14)
and update B∗

k,n∗ , until
∑

n∈Sk
B∗

k,n = bk is satisfied. Such a recovery scheme is
simple, but greedy and performance-degrading.

5 Simulation Results

For simulations, K = 10 users uniformly located in a cell of radius 2 km are
assumed. The wireless channel is modeled as a frequency-selective fading chan-
nel consisting of six independent Rayleigh multipaths with an exponentially
decaying power profile. The delay spreads are uniformly distributed within 1
μs, resulting in a rms delay spread of about 0.3 μs which is consistent with
the assumed channel coherence bandwidth. The path loss in dB is computed as
PL(d) = 140.6 + 35.0 log10 d following the COST-Hata model, where d is the
distance between MS and BS in km, and the receiver noise level is assumed to
be −174 dBm/Hz.

Each user’s information bits to be served and latency requirements are listed
in Table 3, where the unit for bk is bit and the unit for τk is ms, and α is a scalar
that takes values from {0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4}. Besides the test results of the
algorithm discussed in the previous sections, a static resource allocation scheme
is simulated for comparison purpose. The static scheme first assigns each user
with a fixed set of subchannels and then performs the greedy bit-loading, in the
same way as used for primal recovery. Each test scenario has been simulated
under 1000 independent channel realizations.

In Fig. 2 the statistics of energy consumptions are shown, where Fig. 2(a)
shows the cumulative distributions of the energy spent under different retrans-
mission protocols and resource allocation schemes, and Fig. 2(b) illustrates the
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Table 3. QoS requirements of 10 users for simulation

User bk τk User bk τk User bk τk

1-4 512·α 20 5-7 800·α 40 8-10 1600·α 80
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Fig. 2. Energy Comparisons

35 40 45 50 55 60 65 70
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Transmit power in dBm

C
um

ul
at

iv
e 

di
st

rib
ut

io
n 

fu
nc

tio
n

 

 

 ARQ, primal recovery
 HARQ, primal recovery
 ARQ, static
 HARQ, static

(a) CDF of transmit power at α = 2

0.5 1 1.5 2 2.5 3 3.5 4
35

40

45

50

55

60

65

T
ra

ns
m

it 
po

w
er

 in
 d

B
m

α
 

 

 ARQ, primal recovery
 HARQ, primal recovery
 ARQ, static
 HARQ, static

(b) Average Tx power at different α’s

Fig. 3. Transmit Power Comparisons

average energy consumption over 1000 simulations at each α value. Note that
the actual optimal energy curves lie between the dual optimum and the primal
recovery curves. The corresponding statistics for the transmit power spent for
the first transmission are drawn in Fig. 3.

It is clear from the figures that the algorithm developed in this paper greatly
outperforms the static resource allocation scheme, and HARQ protocol outper-
forms ARQ, in reducing energy consumption as well as transmit power
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consumption. The higher density the traffic has, the more obvious the advan-
tages. However, with increasing traffic density, the deviation from the primal
recovered objective to the dual optimum also gets larger, e.g., the ratio of the
deviation to the dual optimum increases from 8% at α = 0.5 to 50% at α = 4
on average for the HARQ case. On the one hand, this could be caused by pos-
sibly larger optimal duality gaps at higher traffic densities, while on the other
hand, the more frequent situation at higher traffic densities that infeasible SA is
obtained from solving the dual problem, which has to be heuristically adjusted,
may deteriorate the performance of primal recovery and in turn, deteriorate the
performance of the whole algorithm.

6 Conclusions

A novel energy minimization problem for QoS provisions in multicarrier systems
has been formulated and solved, within a cross-layer framework that involves
adaptive modulation and coding and retransmission protocols. By using the
cutoff rate theorem, the channel and user independent parameters are connected
to the time-varying resource allocation parameters with the SNR, which provides
the means to reducing computations by setting up offline-computable look-up
tables. Though the algorithm has been proved efficient at low to medium traffic
densities, there are more issues to be studied: first, the optimal duality gap of the
optimization should be estimated; second, more delicate primal recovery schemes
are necessary to further improve system performance; last but not the least, the
transmit power constraint at the BS should be integrated into the optimization.
The three-fold work will be left to our future research.
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Abstract. We investigate power consumption of a mobile station with
the power saving class of type 1 in the IEEE 802.16e. We deal with
stochastic behavior of mobile station during not only sleep mode pe-
riod but also awake mode period with both downlink and uplink traffics.
Our methods for investigating the power saving class of type 1 are to
construct the embedded Markov chain and the semi-Markov chain gen-
erated by the embedded Markov chain. To see the effect of the sleep
mode, we obtain the average power consumption of a mobile station
and the mean queueing delay of a message. Numerical results show that
the larger size of the sleep window makes the power consumption of a
mobile station smaller and the queueing delay of a downlink message
longer.

Keywords: power saving class, IEEE 802.16e, sleep mode, embedded
Markov chain, semi-Markov chain.

1 Introduction

The IEEE 802.16 standard [1] has been designed to provide communication paths
between subscriber stations and the base station as an emerging broadband wire-
less access system. An amendment to the standard, the IEEE 802.16e, has been
concluded in 2006 [2] with mobility so that subscriber stations can move during
services. This amendment[2] supports handover procedure and power saving of
the mobile station(MS).

Due to the mobility of stations, power saving is one of the significant issues
for the battery-powered MSs. The IEEE 802.16e defines sleep mode operations
called power saving classes of type 1, 2 and 3. Power saving class of type 1 is
recommended for connections of Best Effort (BE) and non-real time variable
rate (NRT-VR) types, power saving class of type 2 for connections of unsolicited
grant service (UGS) and real time variable rate (RT-VR) types, and power sav-
ing class of type 3 for multicast connection and managements operations.

As for the sleep mode operation of the power saving class of type 1 in the
IEEE 802.16e, a few studies have been done to evaluate its performance. Xiao[3]
proposed a simple model for power saving class of type 1 in the IEEE 802.16e

F. Granelli et al. (Eds.): MOBILIGHT 2009, LNICST 13, pp. 196–209, 2009.
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for downlink traffic by focusing on sleep mode period. Xiao[4] and Zhang and
Fujise[5] extended Xiao’s model[3] to cover uplink and downlink traffics. Neja-
tian et al.[6][7] and Zhang[8] developed analytical models for non-Poisson traffic
arrivals. Nejatian et al.[6][7] assumed that the interarrival times of packets fol-
low Erlang distribution, whereas Zhang[8] assumed that the interarrival time
of downlink packet follows hyper-Erlang distribution. They[3][4][5][6][7][8] ob-
tained the average power consumption and the average delay during the sleep
mode period. They[3][4][5][6][7][8] focused only on the sleep mode period, so
they didn’t model any stochastic behaviors of packets during the awake mode
period.

Seo et al.[9], Park et al.[10], Han et al.[11] and Kong et al[12] proposed analyti-
cal models considering both awake mode period and sleep mode period. In Seo et
al.[9] and Park et al.[10], the mobile station was modeled as an M/G/1/K queue.
They[9][10] obtained the power consumption, mean downlink packet delay and
packet blocking probability. Han et al.[11] proposed an analytical model using
semi-Markov chain. Kong[12] mathematically analyzed power saving classes of
both type 1 and type 2. Their models[9][10][11][12] focused only on the downlink
traffic, i.e., they didn’t model any uplink traffic.

We investigate analytical performance on sleep mode operation of power sav-
ing class-type 1 in the IEEE 802.16e with both downlink and uplink traffics.
The main contribution of this paper is that we deal with stochastic behavior
of mobile stations during not only sleep mode period but also awake mode pe-
riod with both downlink and uplink traffics. In the literature mentioned above,
they analyzed either only downlink traffic [9][10][11][12], or only sleep mode
without awake mode[3][4][5][6][7][8]. Additionally, we find the mean queueing
delay to see how sleep mode affects on queueing delay. Our model also takes
account of practical setup times such as switching time from awake mode to
sleep mode, switching time from sleep mode to awake mode and close-down
time.

We organize the rest of this paper as follows. In Section 2, we describe sleep
mode operation of power saving class of type 1 in the IEEE 802.16e. In Section 3,
we present a mathematical model for the power saving class of type 1. Embedded
Markov chains and semi-Markov chains generated by the embedded Markov
chain of MS are constructed. We obtain the average power consumption. In
section 4, we give numerical results and evaluate the performance of the power
saving class of type 1.

2 Sleep Mode Operation of Power Saving Class of Type 1
in IEEE 802.16e

A mobile station(MS) has two modes: awake mode and sleep mode. While the MS
is in the awake mode, it can send or receive data according to the BS’s bandwidth
scheduling. The MS sends a sleep mode request message (MOB SLP-REQ) to
the BS when there is no arrival message destined to the MS during the following
close-down time (called idle frame threshold[11]) after both the downlink buffer
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at the BS and the uplink buffer at the MS become empty. The MS receives a
sleep mode response message (MOB SLP-RSP) from the BS, which contains the
sizes of the initial sleep window, the final sleep window and the listening window,
and the MS goes into the sleep mode. A sleep mode consists of sleep windows and
listening windows, which are switched alternatively until the MS is notified of
the buffered data at the BS, or an uplink data message arrives at the MS. During
the sleep windows the MS may power down physical operation components. If no
messages arrive during a sleep window and a following listening window, the size
of the next sleep window is doubled, but not greater than the final sleep window.
A traffic indication message (MOB TRF-IND) shall be broadcasted by the BS
during the listening window to alert the MS of the appearance of downlink traffic
demand. When the MS receives a positive MOB TRF-IND, the MS terminates
the sleep mode and receives the pending data after the switching time from
sleep mode to awake mode. During the switching time from sleep mode to awake
mode, the BS requests the MS to send a bandwidth request header and confirms
that the MS is in awake mode. The sleep mode is also terminated immediately
if an uplink message arrives at the MS. Fig. 1 illustrates power saving class of
type 1.

BS

MS

Busy 
Period

Close-
down 

�me TC

LAS T1 T2L …L Tn-1L TnL L LSA
Busy 

Period

Awake Mode Period Sleep Mode Period Awake Mode Period

1st

Sleep 
Window

2nd

Sleep 
Window

n-1th

Sleep 
Window

nth

Sleep 
Window

Fig. 1. Power saving class of type 1

3 Analytical Model

3.1 Assumtions

We assume that the downlink message arrivals at the BS toward the tagged MS
and the uplink message arrivals at the MS toward the BS follow independent
Poisson processes of rate λd and λu, respectively. The number of packets in a
downlink message has a geometric distribution with parameter ρd and the num-
ber of packets in a uplink message has a geometric distribution with parameter
ρu. Let Tj denote the length of the j-th sleep window. Let L denote the fixed
length of a listening window. The MS stays in the awake mode period for an
additional close-down time TC after the buffers become empty Let LAS denote
the switching time from awake mode to sleep mode. It is known that LAS needs
at least 4 frames. During the switching time, the MS sends MOB SLP-REQ and
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receive MOB SLP-RSP. Let LSA denote the switching time from sleep mode to
awake mode. It is known that LSA needs at least 3 frames.

Even though uplink arrivals and downlink arrivals are independent and are
served by uplink subframe and downlink subframe, separately, they share a com-
mon sleep mode period. Thus, two traffics interact each other. We assume that
capacity of each queue (in the BS for downlink message and in the MS for uplink
message, respectively) is infinite.

3.2 Analysis of Sleep Mode Period

We calculate the necessary probabilities for finding the steady-state probabilities
of the embedded Markov chain. We find the probability that the MS enters sleep
mode period from awake mode period after both queues become empty. If there
are neither downlink arrivals nor uplink arrival during a close-down time TC , the
MS sends a MOB SLP-REQ to the BS. After getting approval(MOB SLP-RSP)
at the last frame of switching time LAS from awake mode to sleep mode, the MS
goes into sleep mode period and powers down its physical operation components.
If any message arrives during the close-down time or the switching time LAS

from awake mode to sleep mode, the MS keeps on the awake mode period and
sends/receives the message. However, the BS cannot cancel the MS’s initiation
of the sleep mode period due to downlink arrivals during the last frame of LAS .
Let q1 be the probability that there are neither downlink nor uplink arrivals
during TC + LAS − 1 frames. Let q2 be the probability that there are no uplink
arrivals during the last frame of LAS.

q1 = e−(λd+λu)(TC+LAS−1)

q2 = e−λu .
(1)

After both queues become empty, the MS enters the sleep mode period with
probability q1q2.

The instants in terminating sleep mode period are different for uplink traffic
and downlink traffic. In case that downlink traffic occurs during sleep mode
period, sleep mode period is ended in the next listening window. In contrast,
if there are uplink arrivals during sleep mode period, the sleep mode period is
ended immediately.

We consider two cases separately, and find the probability that there are i
downlink messages in the BS and j uplink messages in the MS at the beginning
of awake mode period, i.e. the end of sleep mode period.

– Case 1 - termination by uplink messages: If an uplink message arrives at the
MS during a sleep mode period, the MS terminates the sleep mode period
at the arrival frame and sends the message after the switching time LSA

from sleep mode to awake mode. Note that the arrivals of downlink mes-
sages during the same sleep window and the listening window do not affect
the termination of the sleep mode period. Let αu

n denote the probability that
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a sleep mode period is terminated by uplink arrivals at the MS during the
n-th sleep window or the n-th listening window.

αu
1 = 1− e−λu(T1+L)

αu
n = e−λd(1−L+

∑n−1
k=1 (Tk+L))e−λu

∑n−1
k=1 (Tk+L)(1− e−λu(Tn+L)) n = 2, 3, · · · .

(2)
Let hu

i,j be the probability that a sleep mode period is terminated by uplink
arrivals and there are i downlink messages in the BS and j uplink messages
in the MS at the beginning of the awake mode period. The probability hu

i,j

is obtained by

hu
i,j =αu

1

T1+L∑
k=1

e−λu(k−1)(1− e−λu)
1− e−λu(T1+L)

(λd(1 + k + LSA)ie−λd(1+k+LSA))
i!

e−λu(1+LSA)((λd(1 + LSA))j − (λdLSA)j)
j!

+
∞∑

n=2

αu
n

Tn+L∑
k=1

e−λu(k−1)(1− e−λu)
1− e−λu(T1+L)

(λd(L + k + LSA)ie−λd(L+k+LSA))
i!

e−λu(1+LSA)((λd(1 + LSA))j − (λdLSA)j)
j!

for i ≥ 0 and j ≥ 1

(3)
– Case 2 - termination by downlink messages: If a downlink message arrives

in the BS during a sleep mode period, a positive traffic indication message
(MOB TRF-IND) is sent at the beginning of the following listening window
and the sleep mode period is terminated. Note that the case that any uplink
messages arrive in the MS until the listening window in which the positive
traffic indication message is sent belongs to Case 1. Let αd

n denote the prob-
ability that a sleep mode period is terminated by downlink arrivals in the
BS during the (n − 1)th listening window or the n-th sleep window.

αd
1 = (1− e−λd(1+T1))e−λu(T1+L)

αd
n = e−(λd+λu)

∑n−1
k=1 (Tk+L)−λd(1−L)−λu(Tn+L)(1− e−λd(L+Tn)), n = 2, 3, · · · .

(4)
Let ai,0 denote the probability that a sleep mode period is terminated by
downlink messages and there are i downlink messages in the BS at the end
of the last sleep window. By the assumption that the sleep mode period is
terminated by downlink messages, any uplink messages cannot arrive in the
MS until the end of the last sleep window. ai,0 is obtained by

ai,0 =αd
1

1
1 − e−λd(T1+1)

(λd(T1 + 1))ie−λd(T1+1)

i!

+
∞∑

n=2

αd
n

1
1 − e−λd(Tn+L)

(λd(Tn + L))ie−λd(Tn+L)

i!

(5)
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Let ãi,j denote the probability that i downlink message arrive during the
last listening window(the listening window during which a positive traffic
indication message is sent) and the switching time LSA from sleep mode
to awake mode and j uplink messages arrive during the switching time
LSA.

ãi,j =
(λd(L + LSA))ieλd(L+LSA)

i!
(λuLSA)jeλuLSA

j!
(6)

Let hd
i,j be the probability that a sleep mode period is terminated by down-

link arrivals and there are i downlink messages in the BS and j uplink
messages in the MS at the beginning of the awake mode period. Since we
consider no uplink arrivals during the last listening window, hu

i,j is obtained
as follows

hd
i,j =

i∑
k=1

ak,0ãi−k,j for i ≥ 1. (7)

Thus the probability hi,j that there are i downlink messages in the BS and
j uplink messages in the MS at the beginning of awake mode period is given
by

hi,j = hu
i,j + hd

i,j . (8)

3.3 Embedded Markov Chain

We consider an embedded Markov chain representing the numbers of downlink
and uplink messages, respectively, immediately after the following embedded
points:

– time epoch where an uplink or downlink message completes its transmission,
– the beginning of the transmission of a uplink message at the MS after the

uplink queue becomes empty,
– the beginning of the transmission of a downlink message at the BS after the

downlink queue becomes empty.

Let Xn be the number of downlink messages and Yn the number of uplink mes-
sages immediately after the n-th embedded point. Then, {(Xn, Yn)} is a discrete
time embedded Markov chain with state space {(0, 0), (i, 0), (0, j), (i, j)|i ≥ 1, j ≥
1}. Let {πi,j} be the steady-state probability of the embedded Markov chain.
Before we find one-step transition probability, we calculate the distribution of
the residence time of state (i, j) for the semi-Markov chain generated by the
embedded Markov chain.

Distribution of Residence Times. Let bi,j(n) be the probability that the
residence time at state (i, j) is n frames.

– b0,0(n) : We obtain the distribution of the residence time at state (0, 0) as
follows.
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b0,0(n) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

e−(λd+λu)(n−1)(1− e−(λd+λu))
for 1 ≤ n ≤ TC + LAS − 1

e−λd(TC+LAS−1)e−λu(TC+LAS−1−LSA)(1− e−λu)
for n = TC + LAS

0 for TC + LAS + 1 ≤ n ≤ TC + LAS + LSA + 1
e−λd(TC+LAS−1)e−λu(n−1−LSA)(1− e−λu)

for TC + LAS + LSA ≤ n ≤ TC + LAS + T1 + L− 1 + LSA

e−λd(TC+LAS−1)−λu(TC+LAS+T1+L−1)(1− e−λd(T1+1)−λu)
for n = TC + LAS + T1 + L + LSA

e−λd(TC+LAS+
∑N(n)

k=1 Tk+(N(n)−1)L)−λu(n−1−LSA)(1− e−λu)
for TC + LAS +

∑N(n)
k=1 Tk + (N(n) − 1)L− 1 + LSA ≤ n

≤ TC + LAS +
∑N(n)+1

k=1 Tk + N(n)L− 1 + LSA

e−λd(TC+LAS+
∑N(n)−1

k=1 Tk+(N(n)−2)L)−λu(n−1−LSA)(1− e−λd(TN(n)+L)−λu)

for n = TC + LAS +
∑TN(n)

k=1 Tk + N(n)L + LSA

(9)

where N(n) = max{m|TC + LAS +
∑m

k=1(Tk + L) + LSA ≤ n}, the number
of the sleep window during a sleep mode period.

– b0,j(n), j ≥ 1: Let bu
0,j(n) be the probability that the residence time at

state (0, j) is n frames and the next embedded point is the completion of a
transmission of an uplink message. Let bd

0,j(n) be the probability that the
residence time at state (0, j) is n frames and the next embedded point is the
arrival epoch of a downlink message during an uplink transmission. bu

0,j(n)
and bd

0,j(n) are obtained by

bu
0,j(n) = e−λd(n−1)(1 − ρu)n−1ρu (10)

bd
0,j(n) = e−λd(n−1)(1 − e−λd)(1 − ρu)n (11)

Additionally, the distribution of the residence time from state (0, j) is ob-
tained by

b0,j(n) = bu
0,j(n) + bd

0,j(n) for j ≥ 1. (12)

– bi,0(n), i ≥ 1: Let bd
i,0(n) be the probability that the residence time at

state (i, 0) is n frames and the next embedded point is the completion of a
transmission of a downlink message. Let bu

i,0(n) be the probability that the
residence time at state (i, 0) is n frames and the next embedded point is the
arrival epoch of an uplink message during a downlink transmission. bd

i,0(n)
and bu

i,0(n) are obtained by

bd
i,0(n) = e−λu(n−1)(1 − ρd)n−1ρd (13)

bu
i,0(n) = e−λu(n−1)(1 − e−λu)(1 − ρd)n. (14)
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Additionally, the distribution of the residence time at state (i, 0), i ≥ 1 is
obtained by

bi,0(n) = bd
i,0(n) + bu

i,0(n) for i ≥ 1 (15)

– bi,j(n), i, j ≥ 1: The residence time at state (i, j) is the minimum of trans-
mission time of a uplink message and a downlink message from the begin-
ning of the embedded point. Since we assume that the number of packets in
downlink and uplink messages have geometric distributions with parameter
ρd and ρu, respectively, the minimum of two independent geometric distri-
butions is also a geometric distribution with parameter ρ = ρd + ρu − ρdρu.
The distribution of the residence time at state (i, j) is obtained by

bi,j(n) = (1 − ρ)n−1ρ for i ≥ 1, j ≥ 1 (16)

One-step Transition Probabilities. To find the one-step transition probabil-
ities p(i,j),(k,l) from state (i, j) to state (k, l), we consider all possible transitions
at the following each state:

– p(0,0),(k,l): If a message arrives in the BS or the MS during a close-down
time or a switching time except the last frame (TC + LAS − 1 frames), the
MS stays in awake mode period and receives or sends the message. In this
case, the conditional probability gk,l, given that messages arrive during a
close-down time or the switching time except the last frame, that there are
k downlink messages and l uplink messages at the beginning of the frame
where the transmission starts again after the queues become empty is given
by

gk,l =
1

1 − e−(λd+λu)

λk
de−λd

k!
λl

ue−λu

l!
. (17)

If an uplink message arrives in the MS during the last frame of switching
time, the MS doesn’t enter the sleep mode period, and it sends the message
to the BS. In this case, the conditional probability g′k,l, given that uplink
messages arrive during the last frame of switching time, that there are k
downlink messages and l uplink messages at the beginning of the frame
where the transmission starts again after the queues become empty is given
by

g′k,l =
1

1 − e−λu

λk
de−λd

k!
λl

ue−λu

l!
. (18)

The probability sk,l that there are k downlink messages and l uplink messages
in each queues at the beginning of the frame where the transmission start
again after the queues become empty is obtained by

sk,l = (1 − q1)gk,l + q1(1 − q2)g′k,l + q1q2hk,l. (19)

In other word, p(0,0),(k,l), the one-step transition probability from (0, 0) to
(k, l) is sk,l.
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– p(0,j),(k,l): The probability that the next embedded point is the completion
of a transmission of an uplink message and k downlink messages and l uplink
messages arrive in a state (0, j) is given by

vu
k,l =

∞∑
n=1

bu
0,j(n)

λk
de−λd

k!
(nλu)le−nλu

l!
. (20)

The probability that the next next embedded point is the arrival epoch of a
downlink message during an uplink transmission and k downlink messages
and l uplink messages arrive in a state (0, j) is given by

vd
k,l =

∞∑
n=1

bd
0,j(n)

1
1 − e−λd

λk
de−λd

k!
(nλu)le−nλu

l!
for k �= 0

vd
0,l = 0.

(21)

The one step transition probability p(0,j),(k,l), j ≥ 1 from state (0, j) to state
(k, l) is obtained by

p(0,j),(k,l) =

{
vu

k,l−j+1 + vd
k,l−j , l ≥ j

vu
k,0, l = j − 1

(22)

– p(i,0),(k,l): The probability that the next embedded point is the arrival epoch
of an uplink message during a downlink tranmission and k downlink messages
and l uplink messages arrive in a state (i, 0) is given by

wu
k,l =

∞∑
n=1

bu
i,0(n)

1
1 − e−λu

(nλd)ke−nλd

k!
λl

ue−λu

l!
for l �= 0

wu
k,0 = 0.

The probability that the next embedded point is the completion of a trans-
mission of a downlink message and k downlink messages and l uplink mes-
sages arrive in a state (i, 0) is given by

wd
k,l =

∞∑
n=1

bd
i,0(n)

λk
de−λd

k!
(nλu)le−nλu

l!
(23)

The one step transition probability p(i,0),(k,l), i ≥ 1 from state (i, 0) to state
(k, l) is obtained by

p(i,0),(k,l) =

{
wu

k−i,l + wd
k−i+1,l, k ≥ i

wd
0,l, k = i − 1

(24)

– p(i,j),(k,l), i, j ≥ 1: The probability that k downlink messages and l uplink
messages arrive in a state (i, j) is given by

rk,l =
∞∑

n=1

(1 − ρ)n−1ρ
(nλd)ke−nλd

k!
(nλu)le−nλu

l!
. (25)
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A transition can occur by the transmission of a downlink or uplink message.
The probability that a transition occurs by the transmission of a downlink
message is given by

pd =
ρd − ρdρu

ρd + ρu − ρdρu
(26)

The probability that a transition occurs by the transmission of an uplink
message is given by

pu =
ρu − ρdρu

ρd + ρu − ρdρu
(27)

The probability that a transition occurs by the transmission of both downlink
and uplink messages is given by

pdu =
ρdρu

ρd + ρu − ρdρu
(28)

The one step transition probability p(i,j),(k,l), i, j ≥ 1 from state (i, j) to
state (k, l) is obtained by

p(i,j),(k,l) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

rk−i+1,l−jpd + rk−i,l−j+1pu + rk−i+1,l−j+1 , k ≥ i and l ≥ j

r0,l−jpd + r0,l−j+1pdu, k = i − 1 and l ≥ j

rk−i,0pu + rk−i+1,0pdu, k ≥ i and j = l − 1
r0,0pdu, k = i − 1 and j = l − 1

(29)

Balance Equations By (19)-(29), the steady-state probabilities {πi,j}∞i,j=0 of
the embedded Markov chain satisfy the following balance equations

πk,l =
∞∑

i=0

∞∑
j=0

πi,jp(i,j),(k,l) (30)

and the normalization condition
∑∞

i=0
∑∞

j=0 πi,j = 1. In calculation, we restrict
the state space by large i and j.

3.4 Power Consumption of Mobile Station

Now we consider a semi-Markov chain generated by the embedded Markov chain
to find the mean residence time of the semi-Markov chain at state (i, j) and to
derive sleep mode ratio which is defined as the proportion of the sleep mode
period. The mean residence time ηi,j of the semi-Markov chain at state (i, j) is
given by

ηi,j =
∞∑

n=1

nbi,j(n) (31)

We obtain the expected length of a sleep mode period as follows.

Rsleep =
∞∑

n=1

αu
n[

n−1∑
j=1

(Tj+L)+
Tn+L∑
k=1

k
e−λu(k−1)(1 − e−λu)

1 − e−λu(Tn+L) ]+
∞∑

n=1

αd
n

n∑
j=1

(Tj+L)+LSA

(32)
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Sleep mode ratio is given by

Sleep Mode Ratio =
π0,0q1q2Rsleep∑∞
a=0

∑∞
b=0 πa,bηa,b

(33)

The MS is assumed to consume its energy by Eawake (mJ) per one frame in the
awake mode period and Epowersaving per one frame in the sleep window. The
energy of the MS is consumed additionally by Echange when the MS switches
from a sleep window to a listening window. The average energy consumption
during a sleep mode period is obtained by

Esleep =
∞∑

n=1

αu
n

[ n−1∑
j=1

(TjEpowersaving + LEawake) +
Tn∑

k=1

kEpowersaving
e−λu(k−1)(1 − e−λu)

1 − e−λu(Tn+L)

+
L∑

k=1

(TnEpowersaving + kEawake)
e−λu(Tn+k−1)(1 − e−λu)

1 − e−λu(Tn+L) + nEchange

]

+
∞∑

n=1

αd
n

n∑
j=1

(TjEpowersaving + LEawake + Echange) + LSAEawake.

(34)
The average energy consumption per one frame during a sleep mode period is
given by

ES =
Esleep

Rsleep
(35)

Thus the average power consumption with both uplink and downlink traffics can
be derived as follows:

Power Consumption =(Sleep mode Ratio)ES+(1−(Sleep mode Ratio))Eawake

(36)

3.5 Queueing Delay

The steady-state probability π∗
i,j for the semi-Markov chain generated by the

embedded Markov chain in subsection 3.3 is given by

π∗
i,j =

πi,jηi,j∑∞
a=0

∑∞
b=0 πa,bηa,b

. (37)

Let X(t) be the number of downlink messages and Y (t) the number of uplink
messages at time t. To find the queueing delay for both uplink and downlink
traffics, the steady-state probability pk,l for a stochastic process (X(t), Y (t)) is
given as follows[13]

pk,l =
k∑

i=0

l∑
j=0

π∗
i,j

ηi,j

∞∑
n=1

P (k − i downlink arrivals, l − j uplink arrivals in [0, n])bi,j(n)

=
k∑

i=0

l∑
j=0

π∗
i,j

ηi,j

∞∑
n=1

(λdn)k−ie−λdn

(k − i)!
(λun)l−je−λun

(l − j)!
bi,j(n)

(38)
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Thus, the downlink mean queueing delay and uplink mean queueing delay are
respectively obtained by

mean queueing delay for downlink message =
1
λd

∞∑
i=0

∞∑
j=0

ipi,j − 1
ρd

mean queueing delay for uplink message =
1
λu

∞∑
i=0

∞∑
j=0

jpi,j − 1
ρu

.

(39)

4 Numerical Results

For numerical results, we use the following parameters:

– Listening Window L : 2 frames
– Close-down time TC : 5 frames
– LAS : 4 frames
– LSA : 3 frames
– Eawake : 10 mJ
– Epowersaving : 1 mJ
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– Echange : 10 mJ
– λd : 0.01 /frame
– λu : 0.01 /frame

The length of a message is assumed to be geometrically distributed with mean
10 frames.

Fig. 2 depicts (a) the average power consumption, (b) the mean queueing delay
for a downlink message and (c) the mean queueing delay for an uplink message
as the initial sleep window increases from 4 frames to 256 frames. In Fig. 2,
we assume Tmax = 256 frames. We see that the average power consumption
decreases and the mean queueing delay for a downlink message increases, as the
initial sleep window increases. However, the mean queueing delay for an uplink
message does not depend on the initial sleep window size.

Fig. 3 depicts (a) the average power consumption, (b) the mean queueing
delay for a downlink message and (c) the mean queueing delay for an uplink
message as the final sleep window increases from 8 frames to 512 frames. In Fig.
3, we assume Tmin = 8 frames. We also see that the average power consumption
decreases and the mean queueing delay for a downlink message increases, as the
final sleep window increases. The final sleep window does not influence the mean
queueing delay for an uplink message.
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Abstract. It is expected that Next Generation Networks (NGNs) will offer 
seamless interoperability among heterogeneous access technologies in order 
to provide ubiquitous access. In such settings, short range technologies may 
be used in order to extend the coverage area of cellular systems while coop-
erative diversity can improve the efficiency of the wireless systems. An ad-
vanced, backward compatible, with the 802.11 standard, MAC protocol for 
cooperative ARQ scenarios in NGNs sets the research framework for this 
work. The functionalities of the RCSMA protocol 1 will be enhanced and the 
derived analytical models will be validated at the UNITE Virtual Distributed 
Testbed (VDT) (2). 

Keywords: Ad hoc networks, medium access control protocols, cooperative 
communications, next generation networks, Cooperative ARQ. 

1   Introduction 

The network of the future seems to be a network of diverse wireless access technolo-
gies where the end-users will be able to attain any service, at any time, at the access 
that is optimised for the specific service resulting in a “flexibility and choice” that 
enhances the quality of life of the individuals. To this vision, the ubiquitous access in 
a cost-effective way in an era where spectral resources are important, constitutes an 
emerging challenge.  

Focusing on the network of the future, the Long Term Evolution (LTE) that 
evolves HSDPA is going to offer a communication framework with higher-data-rate, 
low-latency and packet-optimized radio-access technology for both uplink and 
downlink. The 3GPP System Architecture Evolution (SAE) encompasses an IP core 
network infrastructure with IP interfaces targeting multiple RATs (Radio Access 
Technologies), which will not only be restricted to 3GPP legacy systems such as 
UMTS Terrestrial Radio Access Networks (UTRAN) or GSM/EDGE Radio Access 
Network (GERAN), but will also have inherent open interfaces to accommodate 
wireless networks (WLAN, WMAN) through the IEEE 802.21 Media Independent 
Handover Function. In this context, the research of new transmission paradigms and 
techniques as the so-called cooperative communication schemes, have been getting 
special interest in the very last time. 
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The proposal herein presented addresses cooperative ad-hoc networking and con-
siders heterogeneity with the final aim to ensure undiminished service perception 
whilst the subscriber terminal migrates freely between networks that might belong to 
different operators. We will consider enhancement techniques, which include net-
working to provide “virtually” collocated cellular and wireless coverage reflecting a 
converged network infrastructure. In this case the ad-hoc network, comprising ad hoc 
relay-capable nodes can be used to “fill” (guarantee the coverage of) the regions that 
are not covered by a cellular (WiMAX or UMTS-LTE) or an infrastructure-based 
WLAN. In such a kind of scenarios we identify the characteristics of a MAC protocol 
for cooperative Automatic Repeat reQuest (ARQ) and we define framework for a 
realistic performance evaluation. 

The paper is organised as follows: Initially, the reference scenario of the EU 
funded project PASSENGER (Provision of optimum radio AcceSS at the Emerging 
Next GEneration NetwoRks) is presented as an indicative scenario of the network of 
the future. Then, a literature review of cooperative communications is presented. 
Section 4 analyses the UNITE Virtual Distributed Testbed (VTD) that will be em-
ployed for the validation of the proposed cooperative communication schemes.  
The way how the variants of the advanced MAC protocol for cooperative ARQ and 
optimization mechanisms will be uploaded at the UNITE framework is discussed at 
Section 5. Finally, Section 6 concludes the paper. 

2   PASSENGER Scenario 

In the context of PASSENGER project an innovative scenario is proposed considering 
the joint application of session roaming and ad-hoc networking with relay-based con-
nectivity. In this case the ad hoc network comprising relay-capable nodes can be used 
to “fill” the regions that are not covered by the WiMAX/UMTS-LTE or the infra-
structure-based WLAN. This scenario requires the existence of an additional WR 
(Wireless Router) on the WLAN side which will keep connections with both the in-
frastructure-based and the ad hoc networks. For a node belonging to the ad hoc net-
work the WiMAX/UMTS-LTE and the infrastructure-based WLAN networks are 
virtually collocated in the sense that the test node can use any of them to gain access 
to the “outside” world. Central entity in this scenario is a multi-radio wireless router 
(WR), equipped with both WLAN and WiMAX/UMTS-LTE network air-interfaces. 
This entity is not just a conventional node in a general ad hoc network but possesses 
enhanced functionality by being able to communicate with the WiMAX/UMTS-LTE 
network thus providing internet connectivity to the rest of the ad hoc nodes. Technical 
challenges in this scenario are, among others, the functionality of the WR, network 
discovery and association mechanism, the multi-hop routing protocol used in the ad-
hoc network, and cooperative ARQ protocols. 

In this work, we focus on the research framework of MAC protocols for coopera-
tive ARQ schemes. Preliminary results of the Relay Carrier Sensing Multiple Access 
(RCSMA) 1 protocol in ARQ scenarios in wireless systems call for more extensive 
research in heterogeneous wireless networks. RCSMA makes an advance on the state 
of the art by introducing the petitioner concept in the operation of the protocols, 
where cooperation can be claimed by the receiver. In this work, the operation of the 
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Fig. 1. Ad-hoc networking to provide “virtually” collocated WiMAX/UMTS-LTE and WLAN 

protocol is enhanced by introducing the persistency concept. In addition, the use of 
advanced Radio Resource Management techniques based on Cross-Layer algorithms 
in the selection of the adequate set of relays in order to guarantee certain QoS and 
energy saving mechanisms will further optimize the performance of the protocol. 
Likewise, the overhead introduced by the cooperation phase will be also considered as 
an advanced in the state of the art since all the proposed in the literature MAC proto-
cols only focus on the cooperation process. 

3   State-of-the-art 

The main reasons for introducing ad hoc networks in existing wireless systems are to 
increase and improve the services for packet users, as well as to reduce the cell plan-
ning difficulties for operators. The potential of wireless ad hoc networks was investi-
gated by several EU research projects. For example, the FleetNet project developed a 
wireless multi-hop ad hoc network for inter-vehicle communication to improve the 
driver’s and passenger’s safety and comfort. The IST-MobileMAN project investi-
gated the potential of the Mobile ad hoc network paradigm. Specifically, the project 
aimed at the definition and development of a metropolitan area, self-organizing, and 
totally wireless network called Mobile Metropolitan Ad hoc Network (MobileMAN). 
In the project IST-ROMANTIK, multi-hop architectures for capacity and coverage 
enhancement for 3G and beyond-3G wireless systems were investigated. Finally, 
exploitation of ad-hoc-networking aspects for coverage enhancement is currently 
being studied in the scope of the IST-WINNER project.  

The broadcast nature of wireless communication systems makes possible to im-
prove their performance by allowing users cooperating with each other. In multi-user 
environments, the use of distributed diversity seems to offer an interesting alternative 
to overcome the practical implementation drawbacks found out when experimenting 
with Multiple Input Multiple Output (MIMO) techniques using relatively small de-
vices. The basis of cooperative communications is to exploit the fact that in the wire-
less channel, any transmission can be overheard by all the nodes within a certain 
transmission range; once a message is transmitted from a source to a given destination 
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node, all nodes in the transmission range of the source station become potential help-
ers, referred to as relays, that could help out in the communication link. Since nodes 
in the network may be spatially distributed, the different copies received at each node 
can be used to create a spontaneous time and/or spatial diversity scheme. The im-
provement induced by exploiting cooperation in wireless networks can be achieved in 
terms of higher transmission rate, lower transmission delay, more efficient power 
consumption, or even increased coverage range. 

The fundamental theory behind the concept of cooperation has been deeply studied 
among researchers during the last years 1-4 while significant effort and huge amount 
of innovative results for cooperation in the physical layer have been presented in the 
literature. However, significant less effort has been dedicated to the development of 
higher layer protocols. 

Automatic repeat request (ARQ), which requests the data link layer of the transmit-
ter to repeat the packet when a packet is erroneously received, had been widely used 
in wireless communications systems. Therefore, if multiple nodes had also received a 
copy of the transmitted, they could collaborate on the retransmission of such packet 
when needed and could increase the coverage area of a cellular network. This is 
known as Cooperative ARQ (C-ARQ) and introduces the cooperative transmission 
concept into the Date Link Control. C-ARQ topics have been addressed in several 
works in the literature. In 7, the SNR gain and average number of retransmissions of a 
single source cooperative ARQ protocol is studied. In 5 the saturation throughput of 
three double-source cooperative ARQ protocols is presented. Cerutti and al. present in 
6 a delay model for single-source and single-relay cooperative ARQ protocols. They 
propose a simple set of retransmissions rules and their aim is to reduce the signalling 
and control overhead in the network, the hardware and algorithm complexity. In 8 
three ARQ protocols are presented. In the first protocol the relay node always re-
transmits the packet. In the second, only the one with the better channel conditions 
between the relay and the transmitter is requested to repeat the packet. Likewise, 
space-time codes are used in order to repeat simultaneously the packet transmission in 
the third protocol. Finally, in 9 Morillo et all propose a collaborative ARQ protocol 
that exploits diversity through collaboration in wireless networks. They demonstrate 
that when M neighbouring nodes collaborate using the proposed algorithm can get the 
same efficiency as an array of M antennas. In most of the previous works on coopera-
tive transmission focus is put on analyzing the gains of cooperation from a fundamen-
tal point of view and simple TDMA schemes are considered. Therefore, the design of 
MAC protocols which coordinate the cooperative retransmissions in is an interesting 
research challenge. 

Finally, some projects funded by the 6th and 7th framework programs include 
cooperative communications in their objectives. The aim of IST-COOPMAC Pro-
ject is to provide the advances that will permit the deep understanding of both the 
theoretical and practical aspects of cooperative and opportunistic communications. 
The IST-FIREWORKS project aims to improve the current IEEE 802.16 by an 
enhanced multi-hop relaying deployment concept using cooperative technology. 
The ICT-CODIV will try to solve open problems on cooperative transmission both 
in the Physical and MAC layers while the ICT-REWIND will address cooperative 
relaying schemes in the framework of WIMAX-based systems. 
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Regarding distributed test-beds, several EU funded projects such as the IST-
UNITE, the ICT-PII and the ICT-One Lab2 propose different solutions for the inter-
connection of federated testbeds for Future Internet Research and Experimentation. 

4   Overview of the UNITE Framework 

The UNITE VDT system aims to address two main functional requirements. The first 
relates to the derivation of a simulation facility for composite wireless networks by 
interconnecting existing simulators of diverse radio technologies running on different 
platforms. The second has to do with the incorporation of facilities for joint Radio 
Resource Management functions (called URRM functions). 
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Fig. 2. The UNITE VDT logical levels 

These requirements can be realized by the functional architecture depicted in Fig.2. 
This architecture relies on the identification of four conceptual levels for the distrib-
uted virtual testbed and the definition of discrete building blocks residing at these 
levels. At the topmost level, the end-user interface provides access to the UNITE 
controller, which is responsible for connecting the VDT platform with the external 
world. Using this interface and the facilities provided by the UNITE controller (e.g., 
identification of available simulators, retrieval of simulator parameters etc.), end-
users compile simulation plans and submit them for execution (plans are created 
through a Scenario Editor, called VDT Simulation Plan Editor). Additional function-
alities of this component include management of user authentications and permis-
sions, retrieval of past simulation plans from the repository, validation of simulation 
plans, scheduling of the simulation instance execution and storage of simulation plans 
to the repository for future use (the repository is implemented as part of the UNITE 
Data Base – UDB). 

When a simulation is eligible for execution, the UNITE controller hands over con-
trol to the Central Controller. The latter is comprised of four modules: 
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• the UDB module responsible for storing simulation results and simulation plans, 
• the statistics module that performs statistical processing on the data of the UDB, 
• the module that implements the joint URRM algorithm. 

The Scenario Manager (SM) that undertakes functions like terminal management, 
service and traffic stream management and simulator clusters time management.At 
the lowest level of the VDT architecture, there are a number of modules responsible 
for simulating radio technologies. Legacy simulators are attached to the distributed 
virtual platform by forming VDT modules. These modules are comprised of three 
entities (Fig.3): 

• the actual simulator (in general, the federated service), 
• the federated gateway which manages the simulation cluster and translates simula-

tor-specific messages to VDT messages and vice versa, 
• the VDT module API, which provides the interface (functions and parameter defi-

nitions), through which VDT modules communicate with the components of the 
Central Controller.  

The Federated Gateway (FG) communicates with the other entities of the distributed 
testbed and transforms messages received from the testbed to simulator-related ac-
tions. The simulator calls specific functions from the Federated Gateway to send VDT 
Events. On the other hand, a specific function from the simulator is called each time a 
VDT Event is received from the VDT Central Controller, so that the event can be 
processed. 

The communication framework is supported by an event-based middleware im-
plemented using SOAP over HTTP. The control of the events and their routing to-
wards the distributed components registered for them is undertaken by the Central 
Controller. The whole translation of events (SOAP messages) to simulator-specific 
functions is implemented through an API, providing functions and parameter defini-
tions, in order simulator developers to easily attach their simulation engine to the 
VDT. 

Federated 
Service

Federated 
Gateway

API

 

Fig. 3. The structure of a VDT module 

The VDT module is the basic building block of the VDT architecture and it can be 
used for any function that needs to be implemented in a separate hardware/software 
environment. In general, the VDT module can be considered as an abstract implemen-
tation of a desired function serving a specific purpose. In this regard, the notion of the 
VDT module can perfectly apply as well to the simulation control functions of the 
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Central Controller (in fact, Fig.2 has been sketched with this assumption in mind). 
Additionally, the federated service of a VDT module can also correspond to an emu-
lated or physical networking testbed. 

5   Research Methodology 

In PASSENGER the proposed research methodology includes analysis, using Markov 
chains, and validation, by means of simulation using the UNITE VDT, of the pro-
posed protocols in different scenarios and conditions. 

5.1   Development of PASSENGER Algorithms 

Several infrastructure technologies such as WiMAX (802.16 e//j), UMTS-LTE, 
WLAN (802.11 b/g/n) will be taken into account in the proposed scenario while 
WLAN (802.11 b/g/n) will be considered for the ad hoc network.  

The proposed MAC protocol will be based on the RCSMA protocol for coopera-
tive ARQ. In RCSMA a new control packet was defined at the MAC layer in order to 
Claim For Cooperation (CFC). This CFC could be implemented following the struc-
ture of the RTS packet considered in 802.11-based systems, but indicating that both 
the source and destination of the data packet are the address of the node asking for 
cooperation. When a destination node needs to ask for cooperation, it must listen to 
the channel for a Short Inter Frame Space (SIFS) time. If the channel remains idle for 
that time, it will be able to broadcast the CFC. It is worth mentioning that the opera-
tion of the MAC protocol defined in the IEEE 802.11, sets a longer IFS (named DIFS) 
before getting access to the channel for the transmission of a data packet. Therefore, 
cooperation processes in RCSMA get higher priority than regular transmissions. At 
the reception of the CFC, the source node knows that has to wait for a cooperation 
procedure instead of executing the back-off procedure triggered by the lack of an 
ACK reception. On the other hand, the relay set initiates the cooperation process with 
the destination node. During the cooperation phase, the set of relays use the access 
rules defined in the 802.11 standard. Once the destination node is able to have a cor-
rect copy of the original packet, it is responsible for indicating to the source node and 
to its neighbouring nodes that the required cooperation procedure has finished. To do 
so, an ACK packet is transmitted. 

In the context of PASSENGER, persistency is used, where the relays nodes  
continuously transmit the requested packet in order to overcome the problem of non 
sufficient number of relays 1. It is worth mentioning, that the proposed protocol is 
backward compatible with the existing MAC protocols in 802.11 standards in order to 
be easily exploited in the near future. Analysis is based on Makov Chains and existing 
models such as the ones proposed by Bianchi and Wu have been adapted to evaluate 
the efficiency of the proposed protocol. Both saturated and non-saturated network 
conditions for the ad hoc nodes are considered. In the former case, all ad hoc nodes in 
the system have already a packet for transmission in their buffer and when coopera-
tion is claimed they use the existing back-off window. In the later case, we consider 
that all nodes reset their back-off window and initiate a random back off period in 
order to avoid collision in the first transmission whenever cooperation is claimed.  
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The protocol will be further optimized by minimizing the overheads due to the co-
operation phase. Moreover, we will address the relays selection problem by using 
advanced Radio Resource Management algorithms based on cross-layer techniques. 
Therefore, channel conditions, loss-rates, energy consumption, interference, traffic 
load and status of node’s battery may be considered, among other variables, in the 
selection of the adequate set of relays in order to optimize the average contention time 
and/or the total energy consumption. Finally, the aforementioned protocol will be 
extended in order to cover various schemes of cooperative relaying and various op-
tions for relay nodes (decode and forward, amplify and forward etc…). The previous 
scenarios will be studied both with fixed and mobile relays. Depending on the sce-
nario and the application the previous schemes will be studied under QoS and energy 
constraints.  

The proposed protocol will be evaluated in terms of the required delay to recuper-
ate the original packet, the total throughput of the system and the total energy con-
sumption, for different values of the back-off window and number of cooperative 
relay nodes.  

5.2   Validation of PASSENGER Algorithms 

PASSENGER algorithms are intended to run on separate URRM modules that will be 
VDT modules attached to the VDT system. At this case, the Federated Service of 
these VDT modules will not be simulators but the algorithms themselves. The follow-
ing issues have to be addressed: 

Implementation of the URRM 

• Implementation of the URRM VDT modules 
• Attaching of the URRM VDT modules to the central controller 

Storing of simulation results 

• Definition of results to be stored into the UDB 
• Definition of the structure of these results when sent through the UpdateValues 

event 
• Implementation of storing of these results to the UDB 
• Testing 

Retrieving of simulation results 

URRM must retrieve simulation results from the UDB in order to take decisions. This 
is done through the getSystemInformation or getMobileInformation events. The fol-
lowing have to be addressed: 

• Definition of the parameters that each event will have 
• Definition of the structure of the information that each event will contain. For ex-

ample, getMobileInformation will contain all the simulation results concerning a 
specific mobile. How will these results be extracted from the event in the Feder-
ated Gateway of the URRM VDT? 
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• Implementation of retrieving of the results from the UDB, packing them in a pre-
defined structure and embodying them in the getSystemInformation or getMo-
bileInformation events, when requested. 

• Testing 

Service IDs 

Three services are supported so far with static parameters. Service parameters must be 
dynamic: 

• Definition of more parameters in the SendStreamToMobile and StartTxToMobile 
events, so as to support dynamic configuration of their parameters, which will be 
dependent to each service 

• Change in the definition of the scenario story so as to support dynamic configura-
tion of service parameters  

• Implementation of the new scenario story to the VDT editor 
• Implementation of reading of the new scenario story from the UNITE controller 

and embodying the service ID parameters in the SendStreamToMobile and 
StartTxToMobile events. 

• Testing  

QoS parameters 

Each service ID should be accompanied with QoS parameters, the values of which 
should be able to be configured dynamically by the user: 

• The steps for the case of service IDs stand in this case as well.  

After all the above issues are addressed, the steps needed to integrate the algorithm 
are the following: 

 

 
Fig. 4. The structure of a VDT module 

6   Conclusions 

The UNITE Virtual Distributed Testbed constitutes an ideal environment where co-
operative communications schemes could be validated. Building at this potential, the 
paper discusses how the PASSENGER schemes are going to be uploaded and tested 
at VDT. In this context a synergy between two EC funded projects is achieved. 
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Abstract. In this paper we investigate the feasibility of using UHF RFID as a 
tool for identifying individuals. We first developed a demo application for 
greeting conference speakers by incorporating a passive UHF tag into a user 
badge. Next, based on participant feedback we carried out additional tests to 
gauge the reliability of the user identification. Results of our experiments are 
very encouraging. If certain technical precautions are kept in mind, UHF RFID 
has a high percentage of success and is more widely accepted in the user com-
munity than is active sensor technology.  

Keywords: UHF RFID, identification, measurement, safety. 

1   Introduction 

In the late 1990s, the Internet revolutionized ICT and our entire society. The Web has 
changed the world profoundly, introducing millions of users to the network, with 
great economic, social and cultural impact. Today ubiquitous computing promises to 
revolutionize our society even further, providing “last mile” technology to bring ap-
plications and services to everyone.  

In 1991 Mark Weiser, the father of ubiquitous computing wrote: “The most pro-
found technologies are those that disappear. They weave themselves into the fabric of 
everyday life until they are indistinguishable from it.” [16]. In his prophetic vision, 
Weiser imagines that computers vanish into the background, technology is embedded 
in the environment and user interaction becomes simple and natural. The future is 
thus “disappearing computing” and “calm technology”, no effort is required of users 
to use the technology [16]. According this philosophy, RFID technology (Radio-
frequency identification) could be a valuable tool for building context and position-
aware services if it allows people to behave naturally without imposing constraints 
(i.e. requiring a short read distance or the use of active tags). In this paper we describe 
an experimental study that investigates the feasibility of UHF RFID as a tool for iden-
tifying individuals.  

As ubiquitous computing becomes increasingly common, new applications begin 
to permeate every aspect of daily life. Today RFID and sensor technologies embedded 
in everyday objects are used to sense environmental data, convey information and 
enable services. Specifically Radio-frequency identification is a technology for  
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automatic identification of objects, persons and animals, using radio waves. It consists 
of two components: readers and tags. Tags store information (usually a unique identi-
fier) that can be retrieved by readers. This kind of distributed information transmitted 
via wireless networks and elaborated from resource-rich devices, makes services 
available everywhere and under any conditions. Thus RFID has become a key tech-
nology for enabling “object-based” services.  

Tags can be passive, active (battery-powered) or semi-active. Passive tags transmit 
their unique id by using the energy induced by the reader. Passive tags are especially 
convenient since they are small, cheap and do not pose maintenance problems,  
i.e. have a potentially infinite life. Tags and readers operate in four frequency ranges, 
which are usually applied in different fields ([17]): 

• Low-frequency (LF), i.e. 125/134 kHz and 140/148.5 kHz, used for tracking ani-
mals, human implants (to store personal medical info), and electronic keys (to ac-
cess hotel rooms, controlled areas); 

• High-frequency (HF) 13.56 MHz which follows two standard specifications with 
different aims: 

• ISO 15693, which optimizes performance of tag reading, is used for inventory  
and tracking of food, goods, etc. and also for automating libraries; 

• ISO 14443 which supports high levels of security, for e-passports, non-contact 
payments, credit cards, e-tickets, etc. 

• Ultra-high frequency (UHF) 915 MHz (US) and 868 MHz (Europe), applied in 
logistics and inventory systems;  

• 2.4 GHz and higher (Microwave tags) are commonly used for mobility and  
interports. 

Radio-frequency identification may be a valuable tool for building new ubiquitous 
applications, if it allows people to behave naturally without imposing any awkward 
constraints. This paper investigates the feasibility of using UHF RFID technology for 
identification of people by inserting a passive tag in a badge, creating a kind of "intel-
ligent badge”. As previously discussed we aim to remove user constraints, and thus 
chose to focus on ultra-high frequency, which allows greater read distance of tags 
compared to high frequency (HF). Hereafter, we only refer to UHF RFID systems and 
passive tags. 

RFID passive tags include an integrated circuit (for storing information, modulat-
ing/demodulating a signal) and one or more antennas, for receiving and transmitting 
the signal (from/to the RFID reader) [17]. Each tag comes with a unique id stored in 
its memory (usually a 24-character code). New generation tags are programmable, 
which means it is possible via SW to write product codes and other information in 
their memories. Therefore, RFID tags form a kind of distributed memory surrounding 
persons and environments, which may be advantageously used in a great number of 
new applications [9]. Considering that tag memory is constantly increasing, new and 
powerful applications will be designed in the near future. 

The reader utilizes one or more antennas (linearly or circularly polarized). Depend-
ing on the frequency used and antenna features (i.e. size, polarization) the read dis-
tance of tags varies from one-half to seven meters. The availability in the market  
of different reader families (small, medium, large) offers a vast range of choices. 
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Readers integrated in handheld devices are interesting due to their effectiveness and 
simple use. Obviously an antenna integrated in a handheld device is small so the read 
distance is reduced as well. For example, at the moment the maximum declared read 
range of the Psion palm device, which integrates an RFID reader, is 80 cm or 1.50 m 
depending on the frequency (868 or 915 MHz) [12]. 

2   Issues in UHF RFID Technology 

When applying RFID technology to a real case, reliability of the reading is crucial. 
RFID data are large-volume streams characterized by inaccuracy; duplicate, missed 
and ghost reads due to interference or temporary malfunction of some components 
make RFID data noisy and unreliable [14]. Thus reliable SW for data filtering and 
aggregation is crucial for the successful introduction of RFID technology. 

Different frequencies can present different challenges. In the following we only 
consider problems of UHF RFID technology. 

Tag reading may be challenging depending on features of tagged items: i.e. size, 
composition of materials, packaging, and tag placement. Three issues affect the read-
ing: RF reflection, shadowing and absorption [15]: 

• Metal reflects UHF; however an appropriate insulation separating the tag from the 
surface can improve reading;  

• Shadowing occurs when several tags are placed very close and their antennas mask 
each other, by decreasing the read rate;  

• Liquids (such as water) absorb RF and hinder tag reading. Since the human body is 
mostly composed of water and thus absorbs RF, this means that a person placed 
between the reader antenna and the tagged item prevents the reading (i.e. breaks 
RF propagation). 

Furthermore, tag placement (i.e. its physical position in space) is crucial: in the worst 
case, if antenna and tag are perpendicular, the reading may fail. Lastly, motion (hand-
held readers or tagged items) facilitates tag reading [15].  

3   Examples of Presence-Aware Applications 

In the following we briefly outline three possible uses of RFID-based identification, 
conceived for our work environment. An extensive analysis of RFID state-of-art 
which also includes several examples of applications and future developments to 
enable pervasive computing is addressed by [13].   

Public Safety 

One possible application of the intelligent badge is in the field of public safety, such 
as in the case of fire. In our Research Area there are two very large 3-floor buildings 
containing offices with one, two or three desks. There are only a few labs with four or 
more people. Every building has numerous exits every 100 m. Thus, in case of 
evacuation people should be evenly distributed throughout the area. The only 
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crowded place might be the 300-seat conference room located on the ground floor, 
with three emergency exits opening directly onto the lawn. 

At entry/exit points of the building all persons would be identified by their intelli-
gent badge and the relative data inserted in a database. In the event of evacuation and 
reunion at a meeting point (1 for each institute), a portable reader (connected to a 
wireless network) belonging to the security guard receives the list of all present in the 
institute. As individuals arrive at the meeting point they are crossed off the list. Any-
one missing is thus quickly identified without resorting to a roll-call.  

Speaker Introduction 

Another use of the intelligent badge and vocal synthesis (as shown in the following in 
our SW prototype) could be automatic speaker presentations in conference sessions, 
to speed up the process. A few sentences could be loaded by the speaker (describing 
his/her activities) via web. When speakers wear the intelligent badge, the session 
chair is aware of their presence without needing to ask if all speakers are present, who 
they are, etc. Furthermore, if one speaker arrives late during the session, the chair 
knows exactly who is entering the room, identifying him visually and leading to 
greater flexibility in last-minute scheduling.  

When the speaker is approaching the speech area, the reader gets the tag id and, if 
the person is the next speaker (the time schedule of talks is checked via SW) his/her 
description starts automatically after a few seconds (or alternatively can be activated 
by one click). 

Traffic Gate Control 

The intelligent badge could be used to control access to the CNR area, automatically 
opening/closing a traffic gate.  

Each worker wears an intelligent badge. The UHF reader reads the unique id and 
opens the traffic gate. This would have an advantage over inserting the badge into the 
magnetic band reader (as currently used), by activating the bar from a configurable 
distance, for instance inside a car (in case of rain) or in a pocket, wallet or bag, if the 
user is on a bike or walking, thus shortening access time. 

Compared to using an HF RFID reader which requires the badge to be a short dis-
tance away (5-10 cm), UHF technology allows greater reading distance, with all its 
related advantages. 

4   Study Start-Up 

In order to understand how introducing RFID is perceived, we set up a demo applica-
tion to show the potential of this technology, then stimulated a discussion about de-
signing new ubiquitous applications. Previous studies showed that systems are more 
successful when associated with a wide range of organizational issues dealt with 
throughout the development process and ensuring that members of the user commu-
nity are actively involved [2].  

We created a simple application for greeting conference speakers and committee 
members. Inside additional participant badges we inserted the Alien 9540 passive 
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tags, which have a bi-directional circle-polarized antenna. The application interacts 
with the Alien ALR-8800 Enterprise RFID Reader (http:// www. alientechnology. 
com/), which is EPC Gen 2 and ETSI-Compliant (EN 302-08 and EN 300-220 com-
pliant) and operates at 915 MHz. The Alien evaluation kit includes two circularly 
polarized antennas (called in the following antenna 0 and antenna 1) which are con-
nected to the reader via cables. In this configuration the read distance covers up to 2 
meters. 

The application is developed by using the Alien Java SDK (which interfaces the 
ALR-8800 RFID Reader) and relies on open source SW:  

• Java SPEECH APIs which relies on the Java voice synthesizer FreeTTS 
(http://freetts.sourceforge.net/); 

• JDBC APIs which interacts with the MySQL DB running on a Linux server is used 
for storage. 

In order to simplify deployment, the application was split into two parts:  
• a java code for checking the RFID reader and for writing tag information in a 

mySQL database; for the demo the database was populated with 30 entries; 
• a graphical UI which is actually a web page including details about observed tags, 

which reads entries from the database. The interface is built in PHP and refreshes 
every 3 seconds. 

The reader runs in autonomous mode and, when it sees tags, it sends the Java applica-
tion a table containing all tag identifiers and other associated information. The reader 
was set up in inventory command mode for multiple contemporary readings. The 
reading time was set up at 1 second.  

The two antennas were located 4 m apart on the same side of a wall. Access to the 
demo room consisted of a single door, thus 2 antennas were sufficient to perceive 
entering and exiting individuals. When there is a transition from antenna 0 to 1 (i.e. 
the reader first sees the tagi with antenna 0 and then with antenna 1) the voice synthe-
sizer announces “Hello Namei Surnamei” of the person wearing the badge containing 
the tagi. This info was previously stored in the db with other data (role, organization, 
email). Vice versa, when a person leaves the room the SW announces the appropriate 
phrase, i.e. “Bye bye Namei”. Simultaneously to vocal synthesis, the Name, Surname 
and Role of individuals were shown in a web interface (Fig. 1). 

By performing the demo we learned a great deal. First, our SW suffered from a 
lack of synchronization between voice (i.e. greetings) and the text shown in the web 
user interface since speech consisting of several words is intrinsically sequential while 
their visualization is parallel. If a group of attendees came close to the reader antenna, 
there was a delay in the announcement of their names since the speaking queue was 
longer. This could be annoying.  

We also encountered one reading problem (no tags were perceived) when a person 
carried a cell phone next to the RFID tag (i.e. in a shirt pocket). Holding the tagged 
badge in one’s hand facilitated the reading but a feeling of unreliability was perceived. 
As remarked in [7] trustiness of service depends on the reliability and robustness of the 
application and its ability to manage any event that might occur in a production envi-
ronment. In addition, one individual was not recognized in a group crossing the room, 
possibly due to RF emission broken by the person’s body, since the only two available 
antennas were located on the same side of the wall in order to track the subject’s en-
try/exit. Thus position as well as number of antennas is crucial for successful reading. 
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Fig. 1. A screenshot of the web UI shown in the Demo 

5   Measurements 

The demo was designed to stimulate user curiosity, encourage discussion, gather new 
ideas, and verify acceptance of automating some basic organizational processes and 
services. After the demo we decided to perform some tests to verify the amplitude of 
the abovementioned problems. At the beginning we performed a pre-test to verify RF 
adsorption by the human body and potential interference with handheld devices and in 
general with devices which produce electro-magnetic fields.  

We verify that RF is absorbed independently of body size. A hand covering the en-
tire badge (and thus the tag) was enough to make the reading impossible. Instead, the 
reading was successful if one of the tag antennas remained uncovered.  

Then we performed a test with a G17 Sharp cell phone. Interference when the cell 
phone was ringing or a person was talking was not observed, but the reading was 
impossible if the phone covered both antennas of the tag. Partial covering of one an-
tenna did not impact reading reliability. Furthermore, placing the phone behind the 
tag (from the keyboard side) with the antenna in front hid the tag from the reader. 

In order to verify reliability of the tag reading, we then carried out two tests with 
10 colleagues wearing the “intelligent badge”. We also split the group into two sub-
sets of five persons each to determine whether any variation occurs according to the 
sample size.  

Pilot Test and Set-Up 

We arranged the 2 antennas of the Alien reader in different positions on the walls of 
our Institute building, to verify whether and how tag-reading percentage varies in 
different configurations. Antennas 0 and antenna 1 have the same features (i.e. size, 
polarization, etc.) and configurations (RF attenuation, etc.). 
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We registered tag read details (i.e. tag id, antenna, data, time) in a file and then 
processed collected data, calculating the average of readings for each tag. Specifi-
cally, single percentages were calculated for each tag as Ni/20 values where Ni is the 
number of readings for each tagi during 20 passages between antennas.  

Since the reading was set at 1 second, a slow subject may be identified more than 
once during each passage. The total read percentage, shown in Table 1 is the mean of 
read percentages of each tag, for each experiment. 

A pilot test was carried out before starting the experiments. Analyzing the data we 
found that not all tags performed in the same way. Specifically, one tag was read only 
once in this test. Thus during setup we checked all tags involved in the tests before 
starting data collection and defective tags were discarded. In the following our data 
refers to reliable tags; however on a large scale defective tags might be found, which 
would affect the reading.  

Tag size also influences the success of a reading. We used squiggle tags, which are 
small and thin. Other tags may present different reading percentages. Last, as already 
mentioned, movements and positioning of participants may also cause results to vary.  

Lateral Antennas 

In this experiment, the two antennas were located on two parallel walls 2 m apart, at 
1.25 m from the ground. Then we instructed the groups of subjects to walk between 
the reader antennas 10 times in one direction (until exiting the antennas’ range of 
action) and 10 times in the opposite direction, for a total of 20 passages. In order to 
simulate behavior in case of building evacuation, we asked people to walk rapidly, 
talking and trying to remain as close to each other as possible. Table 1 summarizes 
results. 

By using two antennas, results showed 100% identification of a 5-member as well 
as the 10-member groups. Identification with only one antenna decreased to 85.25% 
for the 10-person group and to 86.5% for the 5-person group, depending on antenna 
position (right or left) and the location and movement of participants.  

Orientation of tags may lead to a missed reading when the badge is perpendicular 
to the antennas (parallel to RF flow). In addition, unless people are in single file, one 
body may block another and absorb the radio emission flow. The number of readings 
varies depending on the physical distribution of group components: people in the 
external lines are read more frequently than subjects on the inside.  

As previously mentioned, a slow individual might be identified more than once 
during each passage. The maximum number of readings for a single tag (by both 
antennas) was 56 while the minimum was 27. With only one antenna, the maximum 
number of readings for a single tag was 37 (or 28) while the minimum was 8 (or 7) 
for antenna 0 (for antenna 1).  

Frontal, Inclined Antennas 

In this experiment the two antennas were placed on both sides of a wall over the door 
at a height of 2.10 m, and inclined at a 30o angle from the wall (60o angle from the 
floor) in order to “see” people entering the door from the front. In this case the tag 
was parallel to the antennas (i.e. perpendicular to RF flow). In this set-up the reliabil-
ity of identification was 100% for both groups (Table1).  
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With only one antenna identification decreased to 89.25% for the 10-member 
group and to 95% for the 5-person group depending on antenna position and the loca-
tion and movement of participants (Table 1). Probably to permit easy walking, each 
individual was physically somewhat distant from the next in line, so antenna coverage 
increased compared to the previous test.  

The maximum number of readings for a single tag was 64 and the minimum was 23 
for two antennas. With only one antenna, the maximum number of readings for a sin-
gle tag was 37 (or 28) while the minimum was 8 (or 7) for antenna 0 (or antenna 1).  

Table 1. Percentage of identification of two groups (of 5 or 10 persons) with different locations 
and number of antennas 

Persons 1 antenna  
h. 1.25 m. 
 (lateral) 

2 parallel antennas  
at 2 m.; h. 1.25 (lateral) 

1 antenna  
h. 2.10 m.  
(frontal, inclined) 

2 antennas 
 h. 2.10 m.  
(frontal,  
inclined) 

5 86.5% 100% 95% 100% 
10 85.25% 100% 89.25% 100% 

6   Discussion 

Concerning tag reading, we believe that in order to obtain a reliable degree of identi-
fication, four antennas should be placed at every gate. Two or more antennas  
may offer a good degree of identification, however a 100% reading is not always 
guaranteed due to several factors: 1) cooperation of people is essential for allowing 
tag reading 2) position of tag in relation to the antenna is unpredictable 4) absorption 
or reflection is possible 5) rarely, a tag may be defective. With only one antenna the 
percentage of identification greatly decreases. Results of our experiments showed the 
technical feasibility of UHF-based identification if there is user collaboration. Thus 
user acceptance is a key factor in the success of presence-awareness services.  

By simplifying processes and increasing efficiency, ubiquitous computing enables 
new ways of working but user acceptance plays a critical role in widespread adoption 
of ubiquitous applications. The perception of losing both privacy and control of the 
RFID environment is a great concern [4]. Although security and privacy issues are 
widely addressed in numerous studies and surveys [6], [10], [5], [3], [11], classic 
security data techniques such as user authentication, symmetric and asymmetric ci-
phering algorithms, public key infrastructure combined with ad hoc techniques such 
as killing, sleeping or blocking tags, tag password, tag pseudonyms, or the proxy 
approach are not enough to disperse the black cloud that surrounds the use of RFID 
systems. Thus, security and privacy issues should be carefully considered and in-
cluded in the design of new pervasive services. 

In our application, RFID-based identification may pose a serious privacy problem 
since including tags in worker badges could allow people within the Institute to be 
tracked without user knowledge (if readers were scattered throughout the Institute 
area). Several colleagues have expressed doubts about this.  
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Another common concern was related to the safety level of exposure to RF emitted 
from antennas, for human beings. It is remarkable that people are not equally afraid of 
using their cell phones or computers! As stated in the reader manual, there is a safe 
distance (at least 20 cm) which should be maintained by workers in daily contact with 
antennas. In our empirical experience we noticed that women were more sensitive to 
this problem. Two pregnant women at our Institute were extremely worried about 
having contact with RF. To our knowledge the very few studies in this field have not 
proved any health damage in the short term but we are unable to exclude it over time 
since reliable results should include very long-range data and observations (at least 
one or two decades). In the context of our application, exposure to RF is sporadic, 
limited to crossing the traffic gate of the Institute, and thus is not a problem.  

However, in real applications, improved efficiency may overcome user fear. Kour-
outhanassis et al. by implementing and testing a prototypal application with users in a 
retail context, verified enhanced user experience in supermarket shopping [8]. Fur-
thermore, Konomi et al. [7] observed that after an initial skepticism the introduction 
of smart shelves in a shoe shop gained wide acceptance from sale staff, due to im-
proved efficiency and work simplification. In our experience, after people’s initial 
fear of being tracked and having their privacy invaded, we observed a general interest 
in this technology as a way to simplify tasks and automate work. For instance, its 
potential for tracking objects, such as inventory and document workflow, appears to 
be quite useful and interesting. 

7   Conclusion 

This paper investigates the feasibility of using UHF RFID readers and passive tags for 
identification purposes. We performed this experimental study in order to better un-
derstand the limits, costs and performance of UHF RFID as a tool for identifying 
individuals.  

First, we developed a simple application for greeting speakers at a conference. We 
then carried out several tests to verify the feasibility of using UHF RFID technology 
in “intelligent” badges in terms of percentage of successful readings. Results showed 
the technical feasibility of this approach, as long as the user collaborates. Despite its 
simplicity, and keeping in mind certain technical precautions, UHF RFID has a high 
percentage of success and is more widely accepted in the user community than active 
sensor technology. 

In conclusion, UHF RFID is technically suitable for creating a range of useful new 
applications beyond the usual fields of logistics and inventory; however privacy and 
security issues should be carefully considered even in the design phase, to encourage 
general acceptance and ensure user collaboration. 
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Abstract. Evolution towards the Future (Internet) networks necessitates inclu-
sion of self-management capabilities in modern network infrastructures, for a 
satisfactory provision of related services and for preserving network perform-
ance. We have considered a specific targeted methodology, in the form of the 
generic cognitive cycle model, which includes three distinct processes (i.e. 
Monitoring, Decision Making and Execution), known as the “MDE” model, 
able to support dynamic resource allocation and traffic routing schemes. For 
further understanding of the issue we have examined two essential use-cases of 
practical interest, both in the context of modern wireless infrastructures: The 
former was about dynamic spectrum re-allocation for efficient use of traffic, 
while the latter has examined intelligent dynamic traffic management for han-
dling network overloads, to avoid congestion. 

Keywords: Autonomic communications, cognitive networks, Future Internet, 
generic cognitive cycle model, self-configuration, self-management, self-
organization, spectrum re-allocation, traffic routing, WiMAX. 

1   Introduction 

The scope of the global Internet implicates much more than a “simple communication” 
system. The current Internet practically “unlocks” the global wealth of information and 
knowledge while the offered feature of “universality” allows formerly unconnected 
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people and organisations with similar and diverse interests to find each other, thus re-
sulting in new and wide-ranging communities of interest, supply chains, and markets 
(and networks) for several intents [1]. Today’s Internet has become the indispensable 
means for networked innovation and a proper “highway” to globalisation and circula-
tion of services/facilities and knowledge. Its size, complexity and role in modern society 
has far exceeded the original expectations of its creators. With the further deployment of 
wireless and mobile technologies, the number of users is expected to jump to some 4 
billion in a few years. 

In this fast evolutionary context, networks and services of the future continue to 
generate new economic opportunities with new classes of networked applications, 
whilst reducing corresponding operational expenditures [2]. The actual challenge 
faced by all relevant sectors (i.e. the state, public sector, private businesses, manufac-
turers, operators and service/application providers, users, etc.) is to “properly deliver” 
the next generation of ubiquitous and converged networks and services for communi-
cation, computing and media [3], as several societal and commercial usages are 
strongly “pushing” the current Internet architecture to its “limits”. As the Internet 
expands its effectiveness, a multiplicity of novel and innovative services is intro-
duced, demanding an environment able to support innovation, creativity and eco-
nomic growth. Thus, the issue of the “Future Internet (FI)” is attracting more and 
more attention, as it impacts all underlying network technologies. 

The Future Internet will provide the means to share and distribute new multimedia 
content and services, together with appropriate network resources and related facili-
ties, with superior quality and striking flexibility, in a trusted and personalized way, 
improving quality of life and safety. Such an option also entails overcoming the scal-
ability, flexibility, dependability and security bottlenecks, as today’s network and 
service architectures are primarily “static” and able to support a limited number of 
devices, service features and limited confidence. Novel infrastructures will permit the 
emergence (or “re-shaping”) of a large variety of business and economic models ca-
pable of dynamic and seamless end-to-end composition of resources across a multi-
plicity of devices, networks, providers and service domains. 

2   Self-management Activities in the Future Internet 

An increasing number of processes (many of which have explicit business impacts) 
need to be automated in the networks of the future, i.e. they have to be performed upon 
relevant autonomous decisions, without any human intervention. Today’s ICT systems 
are not inherently able to “learn” from past (or current) experience and cannot contex-
tualize and adapt to evolutionary processes, based on their own observation and learn-
ing processes. However, many ICT applications cannot be developed further, if there 
are no new breakthroughs in systems’ intelligence and engineering [4]. Overcoming 
such technology “roadblocks” can permit the emergence of a wide range of opportuni-
ties in novel application fields, also including management (and re-configuration) of 
communications networks. In the context of the Future Internet, networks possessing 
cognitive features are often quoted as being one the “key” next-generation communica-
tions technologies [5] and are expected to lead to a much improved communication 
service, while providing efficient solutions to various problems currently experienced 



232 I.P. Chochliouros et al. 

by market “actors”. A prime challenge of the Future Internet is to provide means that 
will enable cognitive network management through dynamic, ad-hoc and optimized 
resource allocation and control, fault tolerance and robustness associated with real-time 
trouble shooting capabilities.  

Thus, the attribute of autonomic network management (or “self-management”) be-
comes an essential issue as it affects variable domains, most of which are essential for 
the effective network’s behaviour, under several (predicted or even unpredicted) cir-
cumstances. The unified network infrastructure of the future (composing the “Future 
Internet”) should support a number of parallel network architectures with distinctive 
traffic and quality characteristics. The anticipated traffic rates and new usage patterns 
challenge the current static and peak/best effort-based network configurations and/or 
dimensioning, calling for more efficient and flexible infrastructures that can support 
dynamic resource allocation and new traffic routing (i.e. “intelligent routing”) 
schemes. Such options are further discussed in the continuity of the work, in the scope 
of two fundamental use-cases, dealing with network management. 

2.1   Defining a Generic Cognitive Cycle for Self-management Purposes 

In the context of the present work we propose a specific targeted methodology, in-
tending to conceptualize and to develop novel concerns, for an effective realisation of 
the evolution towards to Future Internet networks/structures. The main aspect of the 
advancements of the current approach lies upon the introduction of cognition and 
autonomy in networks (also at the level of individual network elements-NEs) as well 
as in the collective ability of corresponding management functionalities. This presents 
the major driving concept based on the cognition in various system aspects and the 
realization of the Generic Cognitive Cycle Model (Monitoring-Decision Making-
Execution or “MDE”) as shown in Fig.1. 

 

 

Fig. 1. Description of the Generic Cycle Cognitive Model 

The above Generic Cognitive Cycle Model consists of three distinct phases, i.e. 
Monitoring (M), Decision-Making (D) and Execution (E). “Monitoring” involves 
gathering of information about the environment, and the internal state of any entity 
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considered as an “autonomic element”1. “Decision-Making” includes learning, knowl-
edge building and decision-making for reconfiguration and/or adaptation, by utilizing 
the developed knowledge model and situation awareness. Finally, the “Execution” 
process involves (self-) reconfiguration, software-component replacement or re-
organization and optimisation actions. The model is present in several network ele-
ments (as well as in the collective management facilities) and constitutes advance-
ments of current systems. It can ease the “transition” to the Future Internet by ad-
dressing multitudes of challenges (e.g. explicit protocol design for a wireless world, 
integrated functional design, alternative stacks, data-aware network equipment and 
handling service and network complexity) [6]. 

3   Autonomic Management of Future Internet 

Defining and validating appropriate self-management methods (especially for a vari-
ety of network-related management issues) can facilitate, significantly, any process 
for making real Future Internet’s vision. However, challenges emerge in terms of 
scalability, mobility, flexibility, security, trust and robustness of networks. In particu-
lar, at the network level, a major instigation lies on the proper “incorporation” of 
flexible and ad-hoc management capabilities.  

Traditional network management involves complex labor-intensive processes per-
formed by experts (humans and dedicated tools/systems). For example, some impor-
tant configuration tasks such as installing or reconfiguring a system, provisioning 
network services and allocating resources typically engage a large number of activi-
ties involving multiple NEs. The latter may be associated with proprietary configura-
tion management instrumentation and may also be spread across heterogeneous  
network domains thereby increasing the complexity of the relevant management ac-
tivities. Human-guided (or “manual”) processes currently involved with network 
management are rapidly reaching their “limits”, as networks become more complex 
and implement a plethora of modern and innovative services. On the other hand, 
Future Internet networks will require minimal human involvement in the network 
planning and optimisation tasks; consequently, self-management can provide the 
proper countermeasures to that purpose [7]. Thus, related technologies are expected to 
pervade the next generation of network management systems and so to affect 
considerations for their deployment and exploitation, while the essential aim is to 
ensure that network continues to function, even if one or more nodes (or other ele-
ments) fail.  

The rapid growth of Internet, both in terms of data traffic and in terms of diversity of 
services, has led to a high complexity of network architectures, which are even harder 
to manage. Challenges resulting from the current complex Internet architectures are 
manifold, and the goals for the envisioned architectures are sometimes conflicting. 
Future networks are complex systems with a large number of control mechanisms and 

                                                           
1 An “autonomic element” may be a network element (e.g., router, base station (BS), and mo-

bile device), a network manager, or any software element that lies at the service layer. Such 
an element, equipped with embedded cognition, has a process for monitoring and perceiving 
internal and environmental conditions, and then for planning, deciding and adapting (self-
reconfiguring) on relevant conditions. 
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parameters, acting at diverse time scales (i.e. from milliseconds to hours, or even 
more); noteworthy interdependencies can occur among them, usually accompanied by 
constraints on measurements, signalling and processing. Understanding, interpreting, 
analyzing, categorizing and handling such potential intricacies, can affect the design 
and the usage of effective network management functionalities. For example, recent 
actions demonstrate that newly added base stations are self-configured in a “plug-and-
play” fashion, while existing base stations continuously self-optimize their operational 
algorithms and parameters in response to changes in network, traffic and 
environmental conditions. Adaptations and interventions are so desirable, in order to 
provide the targeted service availability and quality, as efficiently as possible. In the 
same approach, it should be expected that several flexible and cognitive network man-
agement and operation frameworks should be developed, to enable dynamic, ad-hoc 
and optimised resource allocation and control, administration with accounting that 
ensures expansion of usage, differentiated performance that can be accurately moni-
tored, fault-tolerance and robustness, associated with real-time trouble shooting capa-
bilities. It is essential for the novel management architectures to target self-organised 
operations and support cooperative network composition as well as service support 
across multiple operator and business domains. There is a variety of external and influ-
encing available definition on self-management related work. In addition, many of the 
aspects of self-management are not defined as guiding definitions with practical reali-
sation but as “light” visions that provide conceptualization of the features in a system. 

In the following sections, we examine two distinct examples of how a self-
management conformant to the M-D-E scheme (i.e., including Monitoring actions, 
Decision-Making complexities and Execution options) can be implemented in specific 
wireless network environments. Both cases depict examples of “practical” impor-
tance, as they are usually concerned by network operators. The first case relates to the 
performance management of a wireless network, where spectrum reallocation should 
take place, either when traffic requirements at a certain link exceed the maximum 
achievable limit or in order to avoid interference effects. The second use-case refers to 
the intelligent dynamic traffic management of a wireless network environment (also 
considering multi-service provisioning); the aim there is to suitably “handle” any 
potential network overloads and to avoid (or overcome) congestion phenomena that 
may affect network performance. The proposed analysis is based on high autonomy of 
NEs in order to allow distributed management, fast decisions, and continuous local 
optimization. The collection of issues presented indicates the complexity of the 
framework associated with cognitive processes in systems. The process is useful to 
formulate relevant criteria for defining “degrees of success”, when handling situations 
of interest. The suggested use-cases can help to “add” novel operational capabilities 
on the underlying system, mainly by introducing distinctive self-management fea-
tures. Benefits can be considered either in reducing (time-based or actions), removing 
or instructing human interventions for tackling situations in the relevant system. In 
fact, self-management methods deal with operational aspects of the system for which 
the reduction (or even the “removal”) of human intervention is not the dominant crite-
ria of success but for which there is a “collection” of evaluation criteria such as vari-
ous delays, diverse consideration for throughputs, reduction or minimization of packet 
losses, thus affecting performance. 
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3.1   Dynamic Spectrum Reallocation for Traffic Handling 

New wireless access technologies will continue to emerge, including new versions of 
802.11 (WiFi), 802.16 (WiMAX), 3G cellular, ad-hoc mesh networks, and more. All 
these offer enhanced opportunities to the end-users: they provide more efficient cover-
age, make available higher data rates at greater distances, and improve the quality and 
capacity of communications, while offering customers greater choice and flexibility. 
However, current networking technology cannot always respond, efficiently, to com-
plex problems which arise from increasingly bandwidth-demanding applica-
tions/services competing for scarce resources. When this correlates to complex  
network structures with variable parameters and network performance objectives, the 
task of selecting the ideal network “operating state” may seem difficult. In order to 
upgrade network’s performance, self-management may be considered. This usually 
incorporates a number of distinct operations with pre-defined roles in the overall sys-
tem. Currently, the immense majority of the wireless systems are using fixed spectrum 
blocks between different wireless links. While the vast majority of the frequency spec-
trum is licensed to different organizations, recent observations provide evidence that 
usage of the licensed spectrum is by far not complete neither in the time domain nor 
the spatial domain [8].The most important issue which concerns operators worldwide 
is the fact that these  spectrum blocks are “pre-arranged” or “pre-assigned” and do not 
have the option of dynamic change, when traffic requirements at a certain link exceed 
the maximum achievable limit [9]. The same happens when there is interference at a 
link between a user and a Base Station (BS) or between two BSs – either man-made 
interference or interference caused due to natural phenomena (e.g. storms, rains, snow, 
etc.). In order to assure the proper functioning of the system as for both the above dis-
tinct cases, spectrum should be dynamically reallocated among the existing links either 
by “removing” a part of it from one link and then by reassigning it to another link, or 
by reallocating the whole spectrum that is normally used, conformant to the actual 
technical/regulatory requirements. Furthermore, modern applications (such as VoD 
(video-on-demand), HDTV (high definition TV), IPTV, etc.) require additional spec-
trum and, therefore, a dynamic spectrum management is appropriate. The need of 
introducing/deploying new wireless applications, necessitate the use of dynamic spec-
trum access to turn existing networks into dynamic spectrum access ones. 

The following use-case relates to the occurrence of significant spectrum interference 
between cognitive radio links supporting wireless communications. In such cases, either 
a network (or a wireless node) “modifies” its transmission/reception parameters in order 
to efficiently communicate by avoiding interference, when the latter occurs. This 
parameters’ alteration is based on the active monitoring of several factors in the external 
and internal radio environment such as RF spectrum, user behavior and actual network 
state. Such radios, able to have an adequate knowledge of their surrounding electromag-
netic spectrum environment, can facilitate the entire system to make any proper adjust-
ments/modifications to the transmission characteristics when necessary, to diminish 
interference [10] to the minimum possible extent and so to preserve its normal function-
ing [11]. The purpose is to achieve a dynamically coordinated spectrum sharing & to 
facilitate interoperability between systems ([12,13]) thus optimizing network capacity, 
coverage and QoS and achieving reductions on operational or capital expenses of the 
system [14]. Thus, detecting any unused spectrum and sharing it without harmful 
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interference with users when there is a need, becomes an important network 
requirement [15,16]. Future wireless communications can have major benefits from 
such functionalities operated by reconfigurable networks and related terminals [17]. In 
the present case, the interconnected NEs can form dynamically collaborative structures 
in order to identify/solve specific configuration or optimization problems (e.g., optimal 
spectrum usage) to improve their behaviour locally, taking into account the global be-
haviour of the network compartment where they participate [18]. Each network element 
(or user equipment) can cooperate and exchange local information in a peer-to-peer 
mode in order to achieve global properties/behaviour. This means that if, for example, 
frequency 2 for the link between two BSs is running large applications (and so requires 
extension of its spectrum usage), then a block of spectrum from frequency 3 will be 
removed and reassigned to frequency 2, to fulfill extra requirements (Fig.2). 

 

Fig. 2. Dynamic Spectrum Reallocation for efficient Traffic Use 

The above example essentially relates to the network elements level (i.e. access 
points and BSs), where information has to be identified, collected, stored and treated, 
and then subsequent decisions have to be made. The case affects traffic transmission 
management, the decision for spectrum selection and for allocation capabilities of 
individual network elements (as well as “clusters” of them). We consider an approach 
conformant to M-D-E model. 

Monitoring (M) data may include a variety of QoS and/or general wireless service 
performance indicators (i.e. data traffic, required link/service bandwidth, interference, 
signal coverage, (dynamic) network topology, available spectrum, utilization of spec-
trum, etc.). Data is to be collected and measurements are to be performed on a “con-
formant” basis, via suitable network counters. Measurements of channel characteristics 
and/or traffic aspects may then be processed to provide information for the related 
broader self-management activities: Here, the case essentially addresses the require-
ments of “self-optimization” and “self-configuration”. The required accuracy (and 
periodicity) of collected information depends on specific mechanisms used. Each net-
work elements (or mobile device), through the monitoring mechanisms collaborate 
with neighboring NEs, to exchange local monitoring data and detect inefficiencies or 
optimization opportunities. In more dynamic environments, such mechanisms are nec-
essary to discover the neighboring network elements. 
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The Decision Making (D) process should refer to the identification of the “critical” 
physical parameters of operated wireless links (e.g. interference and network coverage) 
concurrently with the required bandwidth for supported services and the autonomic 
dynamic spectrum re-allocation between links to optimize network performance. The 
aim is to adapt, appropriately, the corresponding resource management parameters to 
sudden or to gradual variations in system traffic and/or propagation conditions. Per-
formance measurements that derive either from individual NEs or are collectively 
calculated may prompt links to initiate autonomously a re-organization query in their 
vicinity, and decide a re-configuration action (i.e., spectrum re-allocation). The identi-
fication of the re-organization opportunities is the first step of the “negotiation phase”; 
it involves identification of available NEs and of spectrum resources, correspondingly. 
The negotiation among NEs includes policies and other local information exchange, to 
define the collaboration agreement among the involved entities and their interaction 
principles. After conclusion of that phase where available spectrum resources have 
been identified, then the involved elements “decide”, in a distributed way, the new 
formation (i.e. spectrum re-allocation actions). 

The Execution (E) phase mainly includes the processes of dynamically/ autono-
mously re-allocating spectrum between network links, to optimize traffic transmission 
and/or diminish harmful interference. Furthermore, policy rules and knowledge models 
are updated in the new formation, by considering the occurred reconfiguration action. 
Further evaluation can focus on determining whether wireless service provisioning can 
be improved (or preserved at a prescribed quality level considered as “adequate”) by 
using cognitive dynamic spectrum re-allocation procedures for a flexible spectrum 
management and/or by examining spectrum utilization, QoS and network capacity 
criteria. In the same frame it is appropriate to evaluate the time required, success rate 
and gain of “self-management” actions, especially by comparing the effectiveness of 
the new formation to the previous one(s), and so “re-initiate” the M-D-E cycle. 

3.2   Traffic Management for Multi-service Provisioning 

The main issues traffic management [19] has to deal with are controlling and allocat-
ing network bandwidth, reducing delay, and minimizing congestion on networks [20]. 
The efficient management of network resources is very important for user require-
ments, especially in terms of bandwidth and service levels, for both operators and 
end-users. Almost all networks are subject to failure, in the sense that occasionally, 
for certain reasons, nodes can fail and so become unavailable to carry existing flow, 
thus leading to enormous service disruptions. A primary aim of network administra-
tion is the proper monitoring of routers/switches for “anomalous” traffic behaviour 
like outages, configuration changes, flash crowds and abuse. Identifying anomalous 
behavior is often based on ad-hoc methods developed from years of experience in 
managing networks [21]. Congestion can typically occur where multiple links feed 
into a single one. During periods of heavy congestion, directives can be dispatched to 
appropriate network modules to step-down traffic load to the network. As network 
congestion subsides, such directives can be dispatched to step-up traffic load until a 
normal level of traffic is restored [22]. Rate controls derived from traffic classifica-
tion/prioritization can facilitate a meaningful congestion management [23], including 
prevention, avoidance, and finally recovery [24, 25]. 
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Up-to-now, service providers desired to maintain their network(s) performance at 
satisfactory levels and so to keep an advanced QoS. The fast rising and gradual pene-
tration of streaming services in the marketplace necessitates more enhanced reliabil-
ity. By definition, a cognitive network is required to provide, over an extended period 
of time, better end-to-end performance than a non-cognitive one [26]. Cognition 
methods like “self- configuration” and “self-organization” can be used for improve-
ment of the network performance via the proper handling of network traffic. 

 

Fig. 3. Traffic Handling for Multi-Service Provisioning 

The present use-case considers the improvement of congestion management in a 
large wireless network, supporting multiple services through dynamic traffic routing 
and source throttling. Congestion management is a very frequent and serious issue 
that network operators have to encounter; it directly impacts the overall network per-
formance and, correspondingly, the customers’ experience and satisfaction. The case 
concerns the situation when there is a bandwidth bottleneck at a certain wireless route 
directly affecting network performance, or when a certain link between two network 
nodes (e.g. routers) becomes suddenly congested. When this happens, then the load 
traffic should be routed to another appropriate link that can handle the extra traffic; 
otherwise, traffic may be distributed between a number of different links; or a notifi-
cation can be sent to the relevant causal sources so that the latter to “throttle” their 
actual flows. The approach can use intelligent cognitive routers suitably programmed 
to acquire the traffic data of each link and, when a congested link is detected, to 
autonomously “re-route” traffic appropriately or to “signal”/notify the causal sources 
(as mentioned above). The case will take into account relevant traffic types and nec-
essary resources. For example, Fig.3 illustrates the instance where the capacity of 
Link 1 is overloaded, for congestion reasons, and so extra traffic is routed to Link 2, 
to maintain overall network performance. 

Monitoring (M) concerns measurement of current (and of average) loads to produce a 
variety of traffic (and occasionally of congestion) indicators, also in respect of QoS and 
service performance. Suitable parameters can be taken into account, which may include, 
inter-alia, identifying the controlled variable, the control structure, convergence and 

Link 1 
Link 2 
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stability, and parameter configuration. Data should be collected appropriately, so that 
periodic measurements may be able to provide a dynamic “image” of the network loads, 
at proper time intervals. Once again, the required accuracy (and periodicity) of the col-
lected information may depend on the specific mechanisms used. This use-case addresses 
the Future Internet requirements of “self-optimization” and “self-configuration”. In sev-
eral instances it could also deal with “self-healing”, when network’s performance is seri-
ously threatened and immediate remedy is required, to avoid any potential corruption (or 
undesired “alteration”) of network operation. The corresponding triggering event con-
cerns the local recognized overload of a link for intermediate action and is initiated by 
performance data indicating high congestion between certain links in the network and/or 
associated performance degradation (in respect to resource allocation). Network 
overloads can seriously degrade the quality or availability of telecommunications 
services if they are not effectively controlled. Autonomic mechanisms will be triggered 
by procedures monitoring both network traffic and the performance of wireless service 
provisioning.  

The Decision Making (D) process will react, autonomously, in an intermediate and 
longer term sense. Intermediate reactions will only have a few possibilities where in 
longer terms a general route re-configuration can take place. Requirements for 
appropriate overload controls and network traffic management can be considered, in 
terms of the conditions under which network links must operate and the behavior they 
should exhibit. 

Execution (E) may implicate some among the following actions, that is: reconfigura-
tion of routing tables, signaling of overload through causal sources, fair packet drop-
ping and bandwidth reallocation. It should be expected that the appearance of network 
congestion phenomena should be reduced, while the overall network performance 
should be improved (or at least “preserved” at normal conditions). 

In traditional networks, an overload situation over the shortest path results in sig-
nificant packet loss. Self-management capabilities results in re-routing of packets along 
a path that has suitable resources available. This may occur either at network element 
level (where a proactive distribution of alternative routes allows local decision based 
on current load) or at network level (where overload indications can be the triggering 
event). Alternatively, suitable dynamic communication protocol mechanisms may use 
overload indications to reduce the amount of incoming traffic. In the previously exam-
ined use-case the system becomes able to “assess” its functional situation and to pro-
vide various operations targets that indicate a “desired operational status” (in this case 
for “solving” congestions). 

4   Conclusion 

Future Internet’s vision affects an immense multiplicity of issues, and implicates major 
challenges for various domains of activities as it rapidly expands its effectiveness and 
penetrates several related environments (mainly network and service technologies). The 
perspective of autonomic network management (or “self-management”) becomes a 
matter of “extreme priority” and of “prime importance” for the wider electronic com-
munications sector, as it strongly influences network’s behaviour. We have proposed a 
specific targeted methodology based on the introduction and the deployment of both 



240 I.P. Chochliouros et al. 

cognition and autonomy in networks (also applicable at individual NEs). This method-
ology appears in the form of the generic cognitive cycle model (M-D-E) able to facilitate 
a satisfactory transition to the Future Internet, when coupled with available technologi-
cal advancements at the network level. In order to further analyze that concept, we have 
proposed and presented two essential use-cases for study, which both deal with practical 
network management situations: The first one relates to dynamic spectrum re-allocation 
for the purposes of the efficient use of traffic in a modern wireless network. The second 
refers to the intelligent dynamic traffic management of a wireless network environment 
(also considering multi-service provisioning) with the aim of suitably handling any 
potential network overloads and in order to avoid (or to overcome) congestion phenom-
ena that may affect network performance. The network can optimize, repair, configure 
and protect itself on its own, without external intervention. 
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Abstract. We present in this paper a master-slave, self-organized, spon-
taneous, passive, and dynamic clustering algorithm embedded into the
Medium Access Control (MAC) layer for Mobile Ad hoc Networks. Any
mobile station gets access to the channel by executing a contention-based
mechanism similar to the IEEE 802.11 Standard. However, once it seizes
the channel, it establishes a temporary cluster to which closer neigh-
bors can get synchronized. Within each cluster, any infrastructure-based
MAC protocol can be executed. Link-level computer simulations have
been carried out to show that this approach can remarkably improve the
performance of ad hoc networks at the MAC layer.

Keywords: MAC, DQMAN, DQCA, Clustering, Ad hoc, Self-organizing.

1 Introduction

Mobile ad hoc networks (MANETs) offer a set of advantages that look very
promising to suit some of the hard and challenging requirements of a great
number of new applications, which range from low-cost commercial systems or in-
home applications, to rescue operations [1]. The need for continued connectivity
and spontaneous networking has turned mobile ad hoc networking into a hot
research topic over the last years.

MANETs consist of a set of mobile stations that can freely move and want
to communicate with each other. Since there is no central point of coordination,
all the decisions should be made in a distributed manner and communications
must be done by establishing peer-to-peer links between pairs of source and
destination stations. In some cases, the source of information and its intended
destination might not be within the same transmission range and, in this case,
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cooperation is a must. Stations might relay packets in a multi-hop fashion in
order to establish end to end links through a variable number of hops. The
management of this kind of spontaneous scenarios is very challenging and has
attracted many researchers. The goal is to design efficient protocols that can
bring to life all the potential advantages of ad hoc networking.

Regarding the unpredictable nature of ad hoc networks, the design of those
protocols should take into account the dynamics of these systems. First, the ca-
pability of the terminals to freely move in the network makes difficult to consider
a frozen topology. Second, the radio channel is time-varying and thus the con-
nectivity of the network is hardly predictable. Third, the variety of stations and
services with different data traffics, requirements of quality of services, and het-
erogeneous constraints in terms of delay and throughput, is growing day by day.
In order to deal with such complex network architecture, next-generation proto-
cols should be self-configurable and dynamically adaptable to the conditions of
the environment or system.

On the other hand, and regarding the strict performance requirements posed
by new applications, those protocols should also attain high-performance in
highly dynamic environments. Unfortunately, the design of such protocols has
been mainly focused on infrastructure-based scenarios.

Having these two concerns in mind, a novel self-configuring technique is pre-
sented in this paper to extend the use of high-performance medium access control
(MAC) protocols to distributed mobile networks. The main idea is to integrate a
dynamic clustering algorithm into the MAC layer to create a spontaneous, tem-
porary, and dynamic virtual backbone wherein any infrastructure-based MAC
protocol could be used.

The remainder of the paper is organized as follows. Section 2 is devoted to
overview the concept of self-organization in mobile wireless networks. Cluster-
ing techniques as a means of self-organization are presented in Section 3. The
concept of integrating a spontaneous clustering technique into the MAC layer is
introduced in Section 4. A case study with the Distributed Queueing Collision
Avoidance (DQCA) protocol [2] is also analyzed in this section. Finally, Section 5
concludes the paper and gives some final remarks.

2 Self-organizing a Mobile Wireless Network

The concept behind self-configuration is the capability of a system to detect
changes in the local environment and react to them in order to either minimize
or obtain the most of their potential consequences. Regarding communication
networks, a more specific definition could be the one expressed in [3]; a system is
self-organized if it is organized without any external or central dedicated control
entity. Mobile stations may exchange local information in a peer-to-peer fashion
to achieve an overall organization. Among other possibilities, stations might
decide, in a distributed manner, to establish a virtual hierarchical structure in
which some of them act as directors or coordinators for their local neighborhood.

Although the design of efficient techniques to self-organize a hardly pre-
dictable and mobile wireless network is not a trivial task, the potential benefits of
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self-organization make the effort worth it. Among these benefits we can empha-
size the increase of the capacity and coverage range of the network by allow-
ing relay communication, the reduction of planning and deployment costs, the
flexibility and scalability of the network to add or remove terminals, and the
robustness towards station failures.

The concept of self-organization is very heterogeneous and multidisciplinary.
In [4], the concept of self-organization in cellular wireless networks is presented as
a mechanism to minimize the costs of both network planning and deployment. As
indicated by the ETSI (European Telecommunications Standards Institute), it
is convenient to work on systems that avoid the need for frequency planning and
make easier the addition or removal of any base station. This was, for example,
one of the motivations for selecting Code Division Multiple Access (CDMA)
as the air-interface for UMTS (Universal Mobile Telecommunications System),
instead of the previously used Time Division Multiple Access (TDMA) in GSM.
In [5], self-configuration mechanisms are used as a way to improve the scalability
of hybrid networks by means of combining cellular and relay ad hoc wireless
networks. Another approach of self-configuration is the IP address configuration.
In the past, an administrator should provide each of the stations of a network
with an IP address. With the DHCP (Dynamic Host Configuration Protocol),
and, furthermore, with the development of a stateless auto-configurable IPv6 [6],
this burden is avoided. The congestion control of the Transport Control Protocol
(TCP) is another bite of self-configuration mechanisms that demonstrates the
effectiveness and the scalability of decentralized systems.

In the field of MANETs, since the operation of each layer is tightly coupled
with the other layers due to the high complexity and dynamism of such kind
of networks, the self-configuring paradigm applies to the whole protocol stack
at once. This means that the concept of self-configuration should be applied
at the MAC layer, at the routing mechanisms, and at the network protocols
in conjunction. This is the approach presented in this paper, where a sponta-
neous clustering mechanism is integrated into the MAC layer. Before getting into
the details of the proposed self-organizing mechanism later in Section IV, the
fundamental concepts of clustering are briefly overviewed in the next section.

3 Clustering: A Method for Self-organizing MANETs

Recently, experimental research has demonstrated that flat structures applied to
MANETs perform well to a certain extent. When the size of a network grows in
number of stations or in amount of traffic, the achievable performance in terms
of throughput and delay is considerably reduced. However, by defining a hier-
archical structure in which stations are classified into groups following certain
rules, the management of the network can be made easier and the overall per-
formance can be improved. This is the main motivation of clustering techniques
by which the stations of a network get self-organized into groups or clusters.

Within a cluster, each station can play different roles depending on either its
position or function. A station might be set to cluster head if it is the principal
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Fig. 1. Clustering Taxonomy

station in the cluster and it manages its one-hop neighborhood or to cluster
member if it is connected to a cluster head. Furthermore, a station may act as
a cluster gateway, if it is connected to more than one cluster head at the same
time and, therefore, it is a potential relay for the inter-cluster communication,
or as a cluster guest, if it is able to connect to a cluster member but not to a
cluster head. This discussion is depicted in Figure 1.

One of the benefits of clustering is channel spatial reuse, which is strongly
determined by the size of the clusters. Although small clusters can lead to a
better spatial reuse, the end to end delay can be dramatically increased due
to the potential occurrence of long paths, in terms of number of hops, between
some pairs of stations. On the other hand, the use of big cluster sizes allows
reducing these delays, but the spatial reuse is diminished and the interference
range is increased. Therefore, a trade-off has to be managed when designing the
size of the clusters, and thus the spatial reuse factor of the clustering scheme. In
addition, typically the stations forming a MANET have a finite battery and thus
the cluster-size must be properly selected. Big clusters imply higher transmission



246 J. Alonso-Zárate et al.

power, and therefore, higher power consumption. Moreover, as this power con-
sumption does not grow linearly with the increase of the distance, the total
energy cost of the transmission is also affected by the increase of the cluster size,
which may be conveniently limited.

The set up and maintenance of a cluster topology may have a cost in terms of
loss of the available resources, which may be caused by either i) the need for the
explicit exchange of clustering information, ii) the time required to execute the
clustering mechanisms, or iii) the costly process of re-clustering as the mobility
of the network yields frequent changes in the topology and connectivity among
the stations.

On the other hand, there is another trade-off between the benefits and draw-
backs of applying some kind of cluster head centralization in a network; while the
creation of a virtual backbone may be very useful for the overall network opera-
tion, cluster heads may become a bottleneck of the network, thus compromising
its scalability.

Regarding the classification of clustering techniques, lots of clustering algo-
rithms have been proposed in the literature and most of the strategies differ
in the dynamic mechanisms to set up and maintain the cluster architecture. A
survey on different clustering proposals can be found in [7] where authors clas-
sify them into six categories: dominating set-based clustering, low-maintenance
clustering, mobility-aware clustering, energy-efficient clustering, load-balancing
clustering, and combined-metrics-based clustering, depending on their criteria to
define the cluster set. The main conclusion of that survey is that although differ-
ent proposals are well suited for certain scenarios, it cannot be guaranteed that
any of them is the best for all situations. Some examples of clustering schemes
can be found in [8]-[13].

Taking into account this background, we present in this paper an approach
to apply a spontaneous clustering mechanism at the MAC layer for networks
without infrastructure.

4 Dynamic Clustering at the MAC Layer

4.1 Motivation

Traditionally, clustering algorithms have been based on the idea that the more
stable the cluster set, the better the network will perform. The process of re-
clustering a part of the network may entail a high cost in terms of resources due to
the fact that one cluster head reassignment could trigger the re-configuration of
the entire network. This could happen, for example, when the topology changes
due to the mobility of the stations. This is known as the ripple effect of re-
clustering and it has been traditionally avoided, especially in the case of large
MANETs. However, when mobility is present, cluster stability is difficult to
attain. In addition, if some stations are to be selected as cluster heads, it is
difficult to design efficient criteria for selecting cluster heads in an extremely
dynamic and changing environment as in the case of mobile wireless networks.
As demonstrated in [14] the optimal cluster head set problem is NP-complete,



Self-organizing Mobile Ad Hoc Networks 247

and therefore, suboptimal clustering must be carried out in a highly dynamic
environment.

Taking into account these considerations, and in order to extend the use of
high-performance infrastructure-based MAC protocols to totally distributed net-
works, a dynamic clustering algorithm integrated into the MAC layer is presented
in this paper. Up to our knowledge, the approach of integrating a spontaneous
clustering mechanism into the MAC layer has never been tackled before in the
literature.

Clusters are spontaneously created without explicit control information ex-
change whenever a station has data to transmit. The cluster structure is main-
tained for as long as there are data pending to be transmitted among all the
stations associated to a cluster. Therefore, the cluster structure is spontaneously
established and broken up according to the aggregate traffic load and the mobil-
ity of the network. Furthermore, cluster membership is soft-binding in the sense
that there are no explicit association and disassociation processes, but a station
belongs to a cluster as long as it simply receives the control packets broadcast
by the master. Computer simulations discussed later in this section demonstrate
that the performance of this spontaneous and dynamic mechanism outperforms
legacy standard MAC protocols in mobile ad hoc networks by balancing a low-
cost re-clustering mechanism with the benefits of employing a high-performance
infrastructure-based MAC protocol in a distributed network. The clustering pro-
tocol is described in the next subsection.

4.2 Clustering Description

The proposed one-hop hierarchical clustering algorithm is based on a master-
slave architecture wherein any station can operate in one of the following three
modes; master, slave, or idle. Any station should be able to switch from one
mode of operation to another one according to the dynamics of the network.

Despite the hierarchical cluster structure, all the communications can be done
in a peer-to-peer fashion between any pair of source and destination stations.
Note that the term destination in this context refers to the next-hop destination
of a packet (which will be specified by the routing protocol), and not necessarily
to its final destination station. For the description of the protocol, a slotted time
scale is considered.

The mechanism works as follows. Any idle station with data to transmit lis-
tens to the channel for a deterministic period of time, as in [15], to determine
whether the channel is idle or busy. If the channel is sensed idle, then the station
attempts to establish a Master Service Set (MSS) by setting itself to master
mode and starts broadcasting a clustering beacon (CB) every Tframe seconds.
This transmission defines a MAC frame structure and allows neighboring stations
to get synchronized with the master and become slaves. Slaves are responsible
for transmitting an in-band busy tone (BT) upon the reception of each CB
transmitted by the master. As long as any idle station willing to become master
listens to the channel for at least Tframe seconds, these BTs ensure a minimum
distance of three hops between masters and allow combating the hidden terminal
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problem. In addition, they constitute a collision detection mechanism for those
stations which attempt to become master. The time elapsed between the BTs
and the next CB is devoted to the exchange of data and control MAC Protocol
Data Units (MPDU), wherein, indeed, any MAC protocol could be executed.
This MAC frame structure is illustrated in Figure 2.

On the other hand, if an idle station senses the channel busy when attempting
to establish a cluster, it initiates a Master Selection Phase (MSP) and sets its
Master Selection Silent Interval (MSSI) counter to a random value within a MSSI
window measured in time slots (as in the IEEE 802.11 Standard [15]). Likewise,
any station performing a MSP listens to the channel and decrements the MSSI
counter by one after each time slot as long as the channel is sensed idle. When
the counter gets to zero, the station attempts to establish its cluster.

The value of the MSSI counter is determined as the sum of a deterministic
period of time β and a randomized value selected within a constant-size con-
tention window of length α. The purpose of the fixed period of time is to reduce
the probability that a station becomes master twice consecutively in time, while
the randomized time interval is required to reduce the probability of collision.
It is worth mentioning that the size of the contention window should be prop-
erly selected as a function of the number of active stations in order to avoid
either unnecessary wasted time in idle periods or a high probability of collision.
A collision occurs when more than one station attempts to establish a MSS si-
multaneously. Any station which attempts to establish its MSS interprets that a
collision with at least another station has occurred if no busy tones from slaves
are received after the transmission of the CB. The stations involved in the col-
lision reinitiate a new MSP by selecting a new value for their respective MSSI
counters as soon as the collision is detected. Whenever a cluster is successfully
established, its life time depends on the traffic load of the network. On the one
hand, any station operating in master mode breaks its MSS and reverts to idle
whenever there are no more pending data transmissions among all the stations
associated to its MSS (including its data traffic). Whenever a slave mishears
a number of CBs from the master, it reverts to idle mode. On the other hand,
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and in order to avoid static cluster sets under heavy traffic conditions, any station
operating in master mode also reverts to idle after a certain time, referred to as
the Master Time Out (MTO), regardless of the pending data to transmit within
its cluster.
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4.3 Performance Evaluation

A performance evaluation of this spontaneous mechanism embedded into the
MAC layer is presented in this section. In this case, it is considered that the
high-performance DQCA MAC protocol [2] is executed within each cluster. The
integration of the aforementioned dynamic clustering into the DQCA protocol is
named Distributed Queueing MAC Protocol for Ad Hoc Networks (DQMAN).
Masters act as access points and use the CB slot to transmit a Feedback Packet
(FBP). An example of such a configuration is illustrated in Figure 3. Two sta-
tions, M1 and M2, have established their independent MSS (clusters). These
stations periodically send the beacons FBP1 and FBP2, respectively, defining a
time frame structure which allows stations S1 to S5 to get synchronized with
their closest master. The time between beacons is used for the transmission of
data where the MAC frame structure of DQCA is executed. This frame structure
is divided into three parts:

1. A contention window further divided into access minislots wherein stations
with data to send transmit an Access Request Sequence (ARS).

2. An almost collision-free data transmission part.
3. A control information part reserved for the transmission of ACK packets

from any destination which receives a data packet and the FBP broadcast
by the master. the FBP attaches feedback information on the state of each of
the access minislots of the current frame. This is the only control information
required by all the stations to execute the protocol rules described in [2].

Short Inter Frame Spaces (SIFS) are left after the transmission of either data or
control information to tolerate non-negligible propagation delays and turn around
times to switch from transmitting to receiving mode. Those stations operating in
idle mode, labeled with ID in the figure, should wait until the cluster structure
is modified due to the mobility of the network, the occurrence of an idle period

Table 1. System Parameters

Parameter Value Parameter Value

Data packet length 1500 bytes Message length 15000 bytes
Data Tx. Rate 54 Mbps Control Tx. Rate 6 Mbps
MAC header 34 bytes PHY preamble 96 μs

ACK length 14 bytes SlotTime 10 μs

DQMAN
FPB length 14 bytes (α, β) (32,10)

Access minislots 3 ARS 10 μs

MTO 100 (frames) Busy Tones 10 μs

IEEE 802.11
DIFS 50 μs SIFS 10 μs

CWmin 32 CWmax 256
RTS length 20 bytes CTS length 14 bytes
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(no data packets pending to be transmitted within a MSS), or the execution of a
MTO mechanism. In any of these cases, a reclustering process is triggered.

Link-level computer simulations in a custom-made C++ simulator have been
performed to evaluate the performance of both DQMAN and the IEEE 802.11
Standard MAC protocol with both the basic and the collision avoidance access
methods. A single-hop scenario has been considered and the emphasis has been
put on calculating the saturation throughput of the two protocols as a function of
the number of stations. The parameters used for the simulations are summarized
in Table 1.
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4.4 Results

As illustrated in Figure 4, DQMAN outperforms IEEE 802.11 in all the con-
sidered scenarios. No only the saturation throughput is superior, but it is also
more independent of the number of active stations. The saturation throughput
of the IEEE 802.11 Standard drops dramatically as the number of active sta-
tions grows. For example, when 100 stations are considered, DQMAN attains
150% and 250% superior performance than the collision avoidance and basic
access modes of the Standard, respectively. This is mainly due to the fact that
the higher the number of stations, the higher the probability of collision. The
probability of collision as a function of the number os stations is illustrated in
Figure 5. Results show that the probability of collision can get close to 1 if the
contention window size is not tuned dynamically. This is the reason why the
802.11 MAC protocol yields extremely poor performance for high number of
stations. On the other hand, since the time devoted to contention in DQMAN is
confined to clustering phases, a high probability of collision only causes a slight
reduction of the saturation throughput. Therefore, the performance of DQMAN
is less dependent of the configuration of the contention window.

In addition, it is worth noting that when the number of active stations is low,
e.g. 10 stations, a minimum performance improvement of at least 30% and 16%
in terms of throughput is still present due to the lower overhead of DQMAN
compared to the IEEE 802.11 Standard in the collision avoidance and basic
access modes, respectively.

5 Conclusions

The dynamic and spontaneous nature of MANETs poses hard challenges in their
management and efficient operation. Since there is neither previous infrastruc-
ture nor any central point of coordination, all the decisions must be made in
a distributed manner among the stations forming the network. Self-configuring
techniques constitute a powerful tool to improve the performance and scalability
of such kind of networks. The most common implementation of self-configuration
in the field of MANETs is the use of clustering algorithms through which mobile
stations get organized into groups or clusters.

We have presented in this paper the integration of a spontaneous and dynamic
clustering algorithm into the MAC layer. Stations get access to the channel fol-
lowing a distributed contention-based access method. However, once they gain
the control of the channel, they establish a temporary cluster structure where
any infrastructure-based MAC protocol can be executed. Computer-based sim-
ulations show that the approach can enhance the performance of legacy 802.11
Standard networks up to 250%.
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Abstract. In this paper, we exploit the potential of positioning technologies in 
wireless broadband communications, which are based on worldwide interopera-
bility for microwave access (WiMAX), in particular the IEEE802.16* stan-
dards. By utilizing the additional features in WiMAX including multiple input 
multiple output (MIMO), adaptive modulation and coding (AMC), beamform-
ing, relay station and power control, we believe that the features can be used for 
enhancing the location estimation accuracy in location services.  

Keywords: WiMAX features, positioning. 

1   Introduction 

As the wireless technologies develop further, many useful and promising applications 
come into our lives. In the recent years, location and positioning based services are 
among the most promising applications which have brought us with great conven-
ience. For instance, by knowing a user’s location many new applications often called 
as Location Based Services (LBS) can be enabled. However, one of the current key 
issues for LBS is the positioning technologies in wireless broadband communications. 

Most current positioning systems are not functioning properly where people spend 
much of their time, meaning that coverage in these systems is either constrained to 
outdoor environments or limited to a particular building or campus with installed 
location infrastructure. For an example, the most popular positioning system, Global 
Positioning System (GPS) operates worldwide, but it requires a clear view of the skies 
and signals from at least four satellites. It does not work indoors and operates poorly 
in many cities where the so called “urban canyons” formed by buildings prevent GPS 
receiver units from seeing enough satellites to get a position lock [1]. Meanwhile, 
purpose-built systems such as Active Badge, Cricket, The Bat etc., can be used in 
indoor environments [2]. However, for cost reasons, people prefer to use existing 
infrastructure such as mobile phone networks, and wireless LAN (WLAN). 

Predictions regarding wireless broadband communications and wireless internet 
services are cultivating visions of unlimited services and applications that will be 
available to the user “anywhere and at anytime” [3]. Users expect to surf the Web, 
access e-mail, download files, have several multimedia applications, such as real-time 
audio and video streaming, multimedia conferencing, interactive gaming and perform 
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a variety of other tasks through a wireless communication link. The user further ex-
pects a uniform user interface that will provide access to the wireless link whether 
shopping at the mall, waiting at the airport, walking around town, or even driving in 
the car. Current wireless infrastructures, however, as well as next-generation propos-
als cannot furnish the necessary bandwidth and capacity to provide these services to 
mobile stations (MSs) [4]. Unfortunately, mobile users will likely be the most de-
manding of bandwidth and wireless services. Clearly, a broadband wireless solution is 
needed to provide MSs the high-bandwidth mobile service they demand at a low cost.  

Of these, WLAN (also known as ‘Wi-Fi’) that supports wireless broadband com-
munications can be implemented with the least effort, as its associated consumer 
hardware is the most readily available. However, Wi-Fi works within a limited range 
of an access point and suitable only for fixed wireless broadband. Besides that, to 
ensure the success of delivering high bandwidth and less interference from Base Sta-
tion (BS) to users especially for MSs, the system depends on accurate positioning 
systems. 

With the arrival of WiMAX recently, the technology is able to fullfill the criteria of 
the next generation wireless systems. WiMAX is a wireless standard to enable mobile 
broadband services at a vehicular speed of up to 120 km/h [5]. WiMAX complements 
and competes with Wi-Fi and the third generation (3G) wireless standards in terms on 
coverage and data rate. More specifically, WiMAX supports a much larger coverage 
area than WLAN. On the other hand, it operates at both outdoor and indoor environ-
ments as well, does not require line of sight (LOS) for a connection, and is signifi-
cantly less costly and provides higher data rate as compared to the current 3G cellular 
standards. Although the WiMAX standard supports both fixed and mobile broadband 
data services, the latter have a much larger market. In addition, WiMAX supports 
additional features that can be used for enhancing location and positioning technolo-
gies, such as MIMO, AMC, power control, relay station and Beamforming.  

The remainder of this paper is organized as follows. Section 2 explains briefly lite-
rature review about existing location and positioning techniques. Section 3 discusses 
proposed techniques to enhance location and positioning in WiMAX. Finally section 
4 concludes the paper.   

2   Existing Location and Positioning Techniques 

The location of the mobile users can be determined in several different ways. Gener-
ally, there are three main groups of location and positioning technologies available in 
the market, namely Satellite based Positioning, Network-based Positioning and Indoor 
Positioning [6]. 

The most popular satellite-based positioning is Global Positioning System (GPS). 
The positioning technique used in GPS is known as Trilateration (distance measure-
ment) by which the user’s position is calculated using the intersection of the spheres 
determined by the distances between the each satellite and the GPS receiver. Having 
signals from at least three or four satellites, it is sufficient to compute the physical 
location of a device equipped with a GPS receiver with the location error varies from a 
couple of meters to several tens of meters depending on the propagation environment.  
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An example for Network-based Positioning is Global System for Mobile Commu-
nications (GSM). The most common positioning methods for GSM are Cell ID, Angle 
of Arrival (AOA), Received Signal Strength (RSS), Time of Arrival (TOA), and Time 
Difference of Arrival (TDOA).The Cell ID is used to determine the serving Base 
Station (BS) and then use the position of the BS as an estimate of the mobile’s posi-
tion. Its accuracy is directly proportional to the cell size in the network. For many 
location-based services, the accuracy of the Cell ID technique is not sufficient. The 
AOA involves measuring the angle of arrival of a signal from a BS at mobile phone 
or vice versa. In either case, a measurement produces a straight-line locus from a BS 
to a mobile phone. Another AOA measurement will yield a second straight line; the 
intersection gives the estimation of the mobile’s position. The RSS method deter-
mines the user’s position by signal strength received based on the known mathemati-
cal model for the relation of the signal strength and the distance between the mobile 
phone and the BS.  

The TOA technique on the other hand determines the distance between mobile 
phone and BS by measuring the propagation time (absolute time) of radio wave be-
tween them. Using the same concept of trilateration, at least three BS are required to 
determine mobile user’s position. The TDOA is a hyperbolic position determining 
technique. At two base stations, the time difference of arrival of the signal from a 
mobile unit is measured. Then the possible solutions where the time difference is 
constant lie on a hyperbola with each base station located in one of its foci. Forming 
those hyperbolas between different pairs of base stations, the position of the mobile 
unit is determined by intersection of all hyperbolas. 

Finally, the common positioning technology used in indoor environment is Wire-
less Fidelity (Wi-Fi). Wi-Fi is based on the IEEE802.11 family of standards and is 
primarily a local area networking (LAN) technology designed to provide in-building 
broadband coverage [9]. In general, current Wi-Fi systems based on IEEE802.11a/g 
support a peak physical layer data rate of 54 Mbps and typically provide indoor cov-
erage over a distance of 100 feet. Obviously, Wi-Fi is not designed and deployed for 
the purpose of positioning. However, it has found that the most current solutions to 
determine the location of any mobile users are based on the utilisation of signal 
strength. The signal strength values from the reference stations (access points (APs)) 
are measured by the positioning device. And based on the use of signal information 
(signal quality, signal strength, SNR and so on), there have been two possible imple-
mentations – the fingerprinting approach and the propagation approach. 

3   Proposed Location and Positioning Based on WiMAX 

There are many approaches in determining a user’s location – some of which are 
explained in [1, 2, 6-8] – however, location and positioning (L&P) technologies based 
on WiMAX is not widely investigated yet although there exist some proposal such as 
in [10, 11]. WiMAX has some useful features that can be employed to enhance the 
positioning accurracy including MIMO, AMC, Beamforming, Relay Station and 
power control.    

Based on the concept of ‘Trilateration’ that are used in many existing L&P technol-
ogies, we proposed an idea to determine WiMAX user’s location as illustrated in figure 
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1. According to figure 1, each MIMO BS and MS are equipped with MIMO antennas 
that consist of multiple transmitters and receivers (multiple antennas) on both sides 
which is Nt transmit antenna on the BS and Nr receive antenna on the MS. In this case, 
Nt different signals are transmitted simultaneously over minimum of Nt x Nr transmis-
sion paths and each of those Nr received signals is a combination of all the Nt transmit-
ted signals and distorting noise. Hence, the multiple of transmission path may be 
achieved by adopting MIMO systems as compared to conventional 1 x 1 systems that 
use single antenna at both ends of the link with the same requirement of power and 
bandwidth. On the other hands, multiple number of simultaneous signals can be trans-
mitted from a MIMO BS, and by applying trilateration method, more signals will be 
detected by MS. Therefore, we believe that MIMO will not only improve the capacity 
and the throughput of a wireless link significantly but can also be used to enhance the 
accuracy of a user’s location. Furthermore, each MIMO BS will transmit the signals to 
the Network Management Systems (NMS) which in turn monitors the network accu-
rately and provides L&P services for updating the user’s location. 

 

Fig. 1. Proposed System Architecture of Location and Positioning in WiMAX Services 

Meanwhile, AMC allows WiMAX system to adjust the signal modulation scheme 
(64QAM, 16QAM, QPSK or BPSK) depending on the signal-to-noise (SNR) condition 
of the radio link. The idea behind the AMC is to dynamically adapt the modulation and 
coding scheme to the channel condition so as to achieve highest spectral efficiency at 
all times. However, this causes the signal level to be almost the same throughout a BS 
coverage area, so that the signal level measurement cannot be used to estimate the  
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location of mobile users. In addition, WiMAX uses power control to adjust the signal 
quality based on SNR. As a result, the same scenario as above can be seen in the signal 
level. Nonetheless, by taking the information from both the physical layer (the type of 
modulation scheme used and power control reading) and MAC layer at WiMAX BS, 
the data can be used to determine the MS’s location as shown in figure 2.  

 

 

Fig. 2. Scheme for the Utilization of AMC 

In order to determine the area covered by each modulation scheme, the maximal 
distance, Ri between BS and MS must be calculated first using a corresponding mod-
ulation. This distance is determined using the maximal SNR a user should received 
without data loss. Different values of received SNR for different modulation/coding 
scheme have been calculated in [13] and are shown in Table 1. Then, Ri can be calcu-
lated using information in Table 1. Without loss of generality, we study AMC in the 
presence of path loss for free space only (other sources of interference are negligible) 
and the model is given by [9]: 

 (1) 

where λ is the wavelength,  and  is tranmitter and receiver antenna gain, respec-
tively and Ri is the distance between the transmitter and the receiver. Equation (1) is 
also equal to: 

 (2) 

where  is the transmitter power and  is the thermal noise which is given by: 

 (3) 

where 1.38 10  is the Boltzman constant, T is the temperature in Kel-
vin 290  and W is the transmission bandwidth in Hz. 

Using the above equations, we can calculate the relationship between the distance 
and the SNR as follows: 

 (4) 
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Table 1. Receiver SNR Assumptions 

Modulation Coding Rate Receiver SNR (dB) 
BPSK ½ 3.0 
QPSK ½ 6.0 
 ¾ 8.5 
16-QAM ½ 11.5 
 ¾ 15.0 
64-QAM 2/3 19.0 
 ¾ 21.0 

 
And the area of each region for each modulation is given by: 

 (5) 

It is worth noting that wireless relay has been proposed as a solution to extend the 
coverage of a single base station. In 2006, the IEEE approved a project called 
P802.16j (802.16j), for a mobile multihop relay (MMR) specification to extend BS 
reach and coverage without the backhaul requirement [13]. The MMR-BS provides 
the primary area of coverage. It also has a backhaul connection, such as leased copper 
or fiber optics. The relay station (RS) extends the BS coverage. A MS can connect to 
BS, an MMR-BS or a RS. Therefore, multiple relay stations, in addition to a BS are 
not only to be used for enhancing the throughput and improving the range of the BS, 
but they can be used for positioning purpose. In this feature, the concept to determine 
MS position is the same with other positioning methods by applying trilateration 
method based on at least three number of base station. However, in the case of Wi-
MAX positioning, we propose to use only one BS with assisted relay stations which 
means that the MS can be estimated within a cell by using the serving BS with as-
sisted of relay stations as shown in figure 3. 

 

 

Fig. 3. WiMAX BS with Assisted Relay Stations 
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4   A Simulation Example 

This section presents preliminary results from the simulation of a simple MIMO 
communication system and the effect of AMC on coverage area. In the case of MIMO 
simulation, we compare the location estimation accuracy at different types of base 
antenna mode between SISO and MIMO antennas. We consider the antenna as a 
diversity antenna, so that only the time of arrival (TOA) measurements are taken into 
account. For simplicity, we make assumption that transmitter and receiver are perfect-
ly synchronized.  

In the TOA measurements, the range data are created by calculating the true dis-
tance from an MS position to known BS positions and measurement noise are added 
to the true calculated range to get the measured range data.  The measurement noise is 
assumed to be Gaussian distribution with standard deviation of  100 . Then the 
estimate of an MS position can be determined by using trilateration method as shown 
in Figure 1. The scenario consists of three synchronized BSs, organized in a cell with 
radius of about 500m and the true position of an MS is located near the center of the 
all BSs coverage. Table 2 compares the estimated error of the location between SISO 
and MIMO antenna. From the results, we can see that the MS location can be esti-
mated with high accuracy as the number of antenna increases. 

Table 2. Comparison of Average RMSE with Different Antenna Mode Configurations 

Antenna Mode 
Configurations 

Mean Distance Error 
[meter] 

Standard Deviation 
[meter] 

SISO 105.73 64.14 
2x1 MIMO 87.32 49.89 
2x2 MIMO 75.67 40.13 
4x2 MIMO 71.73 35.45 
4x4 MIMO 66.21 31.23 

 
To illustrate the effect of coverage area from the BS upon the usage of AMC, let us 

consider the following example based on the licensed band for WiMAX outdoor envi-
ronment which has carrier frequency and system bandwidth equal to 3.4GHz and 20 
MHz, respectively. At this transmission bandwidth, the thermal noise can be equal  
to -100.97 dBm. According to the maximum allowed Effective Isotropic Radiated 
Power (EIRP) of 1W, the transmitters are assumed to have transmission power  of 
1W which equals 30 dBm. We consider the case of antennas in BS and MS without 
gain. Based on Table 1, we run 500 samples for different SNR values and the result 
can be seen in figure 4. From the figure, we can see that a particular modulation and 
coding scheme (MCS) will be employed if the MS is within a certain distance from 
the BS. Therefore by using this logic, we can say that if an MS is using a particular 
MCS, we can approximate its distance from the BS. This is achieved by assuming that 
the selection of the MCS is based solely on the distance from the BS and other factors 
such as channel condition do not influence the selection of that particular MCS.  
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Fig. 4. Received SNR Function as Distance 

5   Conclusion 

In this paper, we presented the potential of wireless broadband communications usage 
in particular the WiMAX or the IEEE 802.16* standards for positioning technologies. 
Depending on the required accuracy and network topology, different positioning me-
thods such as trilateration/triangulation, round trip delay, Cell ID, fingerprinting etc 
can be employed for WiMAX [14]. We have proposed a location and positioning 
service for WiMAX based on trilateration concept by taking into consideration the 
offered features of WiMAX so it can enhance the accuracy of user’s location. Prelim-
inary simulations for MIMO and AMC have been carried out. The MIMO results 
validate that the positioning accuracy of the MIMO antenna modes is better than that 
of SISO antenna modes, while the AMC could be used to approximate the distance of 
MS from BS. Our next step shall be on employing more accurate channel model to 
replace the gaussian channel model used in this work. Furthermore, we will include 
the parameters from the features of WiMAX such as relay, beamforming and power 
control in the calculation of the location of the MS. 
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Abstract. A promising solution for wireless environments is the wireless mesh 
technology that envisages supplementing wired infrastructure with a wireless 
backbone for providing Internet connectivity to mobile nodes (MNs) or users in 
residential areas and offices. The IEEE 802.11 TGs has started to work in de-
veloping a mesh standard for local area wireless networks. Although a lot of 
progress has been made and a few new drafts have been released recently, there 
exist many issues that demand enhanced or even new solutions to 802.11s mesh 
networking. This paper aims to overview the latest version of the IEEE 802.11s 
protocol (Draft 2.02), especially the MAC and routing layers, and to point out 
the challenges that these networks have to overcome in these layers. 

Keywords: Wireless mesh network, IEEE 802.11s, routing, MAC, power  
management. 

1   Introduction 

The IEEE 802.11 protocol family has become the dominant solution for Wireless 
Local Area Networks (WLANs), due to its high performance, the low cost and its 
easiness in deployment. However, the increasing demand for wireless broadband 
access and high speed rates create new challenges for local area wireless networking, 
due to the fact that in order to increase the data rate the Access Points (APs) of the 
WLANs ought to decrease their transmission range in order to support a range of 
innovative services and access to the mobile users. Although, the interconnection of 
WLANs with a fixed infrastructure could be a solution, the cost is an inhibitory factor 
for this implementation.  
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A promising solution for wireless environments is the wireless mesh technology that 
envisages supplementing wired infrastructure with a wireless backbone for providing 
Internet connectivity to mobile nodes (MNs) or users in residential areas and offices, 
and could be called the Web-in-the-sky [1]. A Wireless Mesh Network (WMN) con-
sists of mesh routers and mesh clients [1]. Mesh routers have minimal mobility and 
form the mesh backbone for mesh clients. Furthermore, in order to further improve the 
flexibility of mesh networking, a mesh router is usually equipped with multiple wire-
less interfaces built on either the same or different wireless access technologies. A 
comprehensive survey regarding the mesh technology can be found in [2]. 

In order to provide wireless Internet connectivity at lower cost than the classic 
Wireless Fidelity (WiFi) networks, several companies are developing their proprietary 
WMN solutions, such as Motorola [9] with “MOTOMESH” and Proxim Wireless 
Corporation [10] with “ORiNOCO”. Also, in order to develop a mesh standard for 
local area wireless networks the Extended Service Set (ESS) Mesh Networking Study 
Group (SG), authorized by IEEE 802.11 Working Group (WG), has been established 
in 2003. Its main task was the definition of the Project Authorization Request (PAR) 
and Five Criteria (5C), which are needed to request formation of a new Task Group 
(TG). From July 2004, “Mesh Networking” became TG “s”. 

A call for proposals was issued in May 2005, which resulted in the submission of 
15 proposals submitted to a vote in July 2005. After a series of eliminations and 
mergers, the proposals dwindled to two (the "SEE-Mesh" and "Wi-Mesh" proposals), 
which became a joint proposal in January 2006. This merged proposal was accepted 
as draft version D0.01 after a unanimous confirmation vote in March 2006. Although 
a lot of progress has been made and a few new drafts have been released recently, 
there exist many issues that demand enhanced or even new solutions to 802.11s mesh 
networking [8]. As of September 2008 the draft is at version D2.02 [3].  

Since the standardization of the 802.11s in an ongoing recent work, many changes 
have made from the one draft version to the other. The scope of this paper is to give an 
overview of the IEEE 802.11s draft (version 2.02), and especially of the MAC and 
routing layers, as well as, to point out the challenges that these networks have to be 
overcome in these layers. It should noticed that in this paper we follow the latest ter-
minology for the 802.11s mesh networking, the one defined in draft (version 2.01) [4].  

The rest of the paper is organized as follows: The new key terms of the IEEE 
802.11s mesh networks are defined in Section 2. In Section 3 and 4 the proposed 
IEEE 802.11s MAC and routing layer enhancements are presented, respectively.  
Section 5 discusses challenging research issues that still exist in the current 802.11 
standard at MAC and routing layer. Finally, Section 6 concludes the paper. 

2   Terms and Definitions 

In the IEEE 802.11s standard, all the devices that have mesh functionalities are called 
Mesh Stations (Mesh STAs or MSTAs). The term “mesh capabilities” means that the 
device can participate in the mesh routing protocol and forward data on behalf of 
other mesh points according to the proposed 802.11s amendment [1]. A set of Mesh 
STAs consist a Mesh Basic Service Set (MBSS) that may be used as a distribution 
system (DS). Each mesh STA is a member of exactly one MBSS. 
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Fig. 1. The ESS 802.11s Network Architecture  

Also, Mesh STAs that have additionally access point functionality are called mesh 
access points (mesh APs). IEEE 802.11 stations that do not have mesh capabilities can 
connect to mesh APs in order to send data over the mesh network. 

A Mesh STA that has a connection to a wired network and can bridge data between 
the mesh network and the wired network is called Portal. Therefore, in order to 
uniquely identify a Mesh STA in an IEEE 802.11s, a Mesh BSSID is assigned to each 
Mesh STA, similar to the use of Service Set IDentifier (SSID) to represent an ESS in 
legacy 802.11 networks [6].  

An IEEE 802.11s network architecture is illustrated in Fig. 1.  

3   Medium Access Control 

The IEEE 802.11s employs the EDCA specified in IEEE 802.11e [7]. It also provides 
an optional Coordination Function (CF) that is called Mesh Deterministic Access 
(MDA) that allows supporting Mesh STAs that support MDA to access a certain pe-
riod with lower contention, called MDA OPportunity (MDAOP). To use the MDA 
method for access, supporting Mesh STAs must be synchronized to each other. MDA 
capable Mesh STA negotiates with their neighbor Mesh STAs on the reservation of 
multiples of 32 μs time slots. Once accepted, the transmitter is referred to as the 
owner of the MDAOP. 
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During an MDAOP period, the owner of the MDAOP and the receiver follow a 
different procedure: The owner of MDAOP that has highest priority for medium ac-
cess, attempts to use Carrier Sense Multiple Access with Collision Avoidance 
(CSMA/CA) with new backoff parameters to set up a Transmission Opportunity 
(TXOP), while the non owner of MDAOP has to defer its access by setting its Net-
work Allocation Vector (NAV) to the end of the MDOAP or by using a carrier sens-
ing scheme. 

The proposed MAC mechanisms facilitate also synchronization, beacon collision 
avoidance, congestion control, and power saving. 

3.1   Beaconing and Synchronization 

Synchronization is an optional feature for Mesh STAs. With synchronization, each 
Mesh STA updates its timers with time stamp and offset information received in bea-
cons and probe responses from other Mesh STAs. Thereby a common Time Synchro-
nization Function (TSF) timer is maintained, called Mesh TSF timer.  

In 802.11s also beaconing procedures are defined not only for synchronized Mesh 
STAs but also and for unsynchronized Mesh STAs. More specifically, the standard 
also specifies a beacon collision avoidance mechanism, called Mesh Beacon Collision 
Avoidance (MBCA) mechanism. MBCA mechanism is utilized to detect and mitigate 
the contiguous collisions among beacon frames transmitted from hidden nodes.  

In contrast, unsynchronized Mesh STAs transmit their beacons as APs in BSS net-
works, each maintaining independent TSF timer and Target Beacon Transmission 
Times (TBTTs).  

3.2   Intra-mesh Congestion Control 

In an IEEE 802.11s network intra-Mesh congestion control is achieved by implementing 
the following three main mechanisms: Local congestion monitoring and congestion 
detection, congestion control signaling, and local rate control. 

Although Mesh STAs may support multiple congestion control protocols, as stated 
in 802.11s (draft version 2.0), there is only one congestion control protocol active in a 
particular mesh network at a time. The default congestion control protocol specifies 
only congestion control signalling. Specific algorithms for local congestion monitoring 
and congestion detection, as wells as, local rate control algorithms are beyond the 
scope of the default congestion control protocol.  

3.3   Power Management 

All Mesh STAs have the capability to operate in power save mode. More specifically, 
two different power states are considered: 

• Awake: the Mesh STA is able to transmit or receive frames and is fully 
powered. 

• Doze: the Mesh STA is not able to transmit or receive and consumes very 
low power. 
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The manner in which an Mesh STA transitions between these two power states is 
determined by the Power Management mode of Mesh STA. These include: 

• Active mode: the Mesh STA shall be in the Awake state all the time. 
• Power save mode: the Mesh STA alternates between Awake and Doze 

states, as determined by the frame transmission and reception rules. 
The Mesh STA in Power Save mode can either operate in light sleep 
or in deep sleep mode. 

4   Routing in WMNs 

In the IEEE 802.11s, the default hybrid wireless mesh protocol (HWMP) combines 
the flexibility of reactive on-demand route discovery and the efficiency of proactive 
routing. Specifically, the reactive on-demand mode in HWMP is based on the Radio-
Metric Ad hoc On-demand Distance Vector (RM-AODV) protocol, while the proac-
tive mode is implemented by the tree-based routing. Such a combination in HWMP 
can achieve the optimal and efficient path selection. The draft standard (1.0) also 
defines an optional Radio Aware-Optimized Link State Routing (RAOLSR) that uses 
multipoint relays, a subset of nodes that flood a radio aware link metric, thereby, 
reducing control overhead of the routing protocol [5]. However, starting from draft 
1.07, the optional routing protocol is removed from the 802.11s [6].  

All modes of the HWMP operation utilize common processing rules and primitives. 
HWMP information elements are the Path Request (PREQ), Path Reply (PREP), Path 
Error (PERR) and Root Announcement (RANN). The metric cost of the links deter-
mines which paths HWMP builds. In order to propagate the metric information be-
tween Mesh STAs, a metric field is used in the PREQ, PREP and RANN elements. 

The HWMP can support various radio metrics in the path selection, such as 
throughput, QoS, load balancing, power-aware, etc. The default metric is the airtime 
cost metric, which considers the PHY and MAC protocol overhead, frame payload, 
and the packet error rate to reflect the radio link condition. The airtime cost at each 
link ca is given by 
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where O and Bt are constants for each 802.11 modulation type (see Table 1), and the 
parameters r and ef are the data rate in Mb/s and the frame error rate for the test 
frame with size Bt respectively. The rate r represents the data rate at which the Mesh 
STA would transmit a frame of standard size Bt, based on current conditions and its 
estimation is dependent on local implementation of rate adaptation. The frame error 
rate ef is the probability that when a frame of standard size Bt is transmitted at the 
current transmission bit rate r, the frame is corrupted due to transmission error; its 
estimation is a local implementation choice. Frame drops due to exceeding Time-Τo-
Live (TTL) should not be included in this estimation as they are not correlated with 
link performance. 
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Table 1. Airtime Link Metric Constants  

Parameter Recommended Value Description 
O varies depending on PHY Channel access overhead, which  

includes frame headers, training  
sequences, access protocol frames, etc. 

Bt 8192 Number of bits in test frame 

5   Challenging Issues in WMNs 

Although several standard drafts have been released by 802.11s, many issues still 
remain to be resolved. The following of this section discusses and points out chal-
lenges, especially at the MAC layer and routing layer (Table 2). 

5.1   Medium Access Control 

The medium access protocols, which are currently used in mesh networks, were ini-
tially designed for single-hop networks. Therefore, these protocols do not work well 
in IEEE 802.11s WMNs, since data transmission and reception at a node is not only 
affected by nodes within one hop, but within two or more hops away and also from 
the fact that a mesh STA MAC is usually equipped with multiple wireless interfaces 
built on either the same or different wireless access technologies. Therefore, there 
exist several major challenging issues that ought to be addressed, these include: 

• Multi-channel Operation: Although a Mesh STA can have multi- radio in-
terfaces, however, no multi-channel mechanism has been specified 
in 802.11s. In 802.11 draft (version 0.04), the concept of Common 
Channel Framework (CCF) was introduced in order to deal with 
multi-channel operation. However, because of many problems that 
were not resolved effectively, the proposal was removed from the 
draft [6]. Therefore, multi-channel operation is still an open issue.  

• Scalable MAC: Scalability is an important factor for the performance of a 
mesh network. However, this issue has not been studied in depth in 
the 802.11 standard. In order to really achieve spectrum efficiency 
and improve the per-channel throughput, the scalable MAC proto-
col needs to consider the overall performance improvement in mul-
tiple channels [12]. Therefore, new distributed and collaborative 
MAC schemes must be proposed to ensure that network perform-
ance (e.g., throughput and even QoS parameters, such as delay and 
delay jitter) will not degrade as network size increases [12]. 

• Network Integration: In WMNs, mesh routers can operate in various wire-
less technologies, such as IEEE 802.11 and IEEE 802.15.4, and 
IEEE 802.16. Hence, in the MAC layer, advanced bridging func-
tions should be designed. In this way, different wireless technolo-
gies can work together seamlessly [11], [12]. 
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• Adaptivity to Network Configuration Change: In WMNs, new nodes can 
be joined and some nodes can be left from the network dynamically. 
Hence, the MAC layer and the associated channel assignment 
schemes need to be adaptive to these network configuration changes 
[11]. 

• QoS: Support for different QoS levels in a multiradio multi-channel architec-
ture using IEEE 802.11e should be investigated [1]. 

5.2   Routing 

Although the standard defines the HWMP as the default routing protocol, HWMP has 
several shortcomings. Scalability in this protocol is limited and it cannot support route 
optimization between two mesh STAs [6]. Also, more routing metrics are needed for 
multi-channel operation, as well as, interaction with MAC layer since HWMP is con-
sidered as a module at the MAC layer [6]. Therefore, there still exist several major 
challenging issues that ought to be addressed, these include: 

• Load balancing and QoS: Most applications of WMNs are broadband ser-
vices with heterogeneous QoS requirements. Therefore, routing al-
gorithms are needed to provide QoS guaranteed paths or at least 
some support for QoS provisioning. Also, the proposed routing al-
gorithms need to perform load balancing and to ensure that a router 
does not become a bottleneck node [2]. 

• Integrated Routing/MAC Design: In WMNs, the routing layer needs to 
work interactively with the MAC layer in order to maximize its per-
formance. Integrating adaptive performance metrics from layer-2 
into routing protocols or merging certain operations of MAC and 
routing protocols can be promising approaches [11]. 

• Routing Metrics: Although the airtime cost metric considers the PHY and 
MAC protocol overhead, frame payload, and the packet error rate to 
reflect the radio link condition and other factors, such as the power 
saving feature, the mobility, the multi-channel operation s may need 
to be devised in order to take into account the peculiarities of multi-
channel multi-radio wireless mesh networks [11]. 

Table 2. 802.11s Challenging Issues  

Layer Issues 
Multi-Channel Operation 
Scalable MAC 
Network Integration 
Scalability 
Adaptivity 

MAC 

QoS 
Load balancing & QoS 
Cross Layer Routing Routing 
Routing Metrics 
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6   Conclusions 

A promising solution for wireless environments in order to provide wireless Internet 
connectivity at lower cost than the classic Wireless Fidelity (WiFi) networks is the 
wireless mesh technology. A Wireless Mesh Network (WMN) consists of mesh 
routers and mesh clients. Mesh routers have minimal mobility and form the mesh 
backbone for mesh clients. Furthermore, in order to further improve the flexibility of 
mesh networking, a mesh router is usually equipped with multiple wireless interfaces 
built on either the same or different wireless access technologies. 

In order to develop a mesh standard for local area wireless networks the IEEE 
802.11 TGs has been established in 2003. Although a lot of progress has been made 
and a few new drafts have been released recently, there exist many issues that demand 
enhanced or even new solutions to 802.11s mesh networking. The paper aims to over-
view the latest IEEE 802.11s (Draft 2.02), especially at the MAC and routing layers, 
and to point out the challenges that these networks have to be overcome in these  
layers. 
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Abstract. WiMAX is emerging as a broadband wireless access technology to 
satisfy end user expectations, containing a new set of advantages in terms of 
throughput, coverage and QoS support at the MAC level which allows conver-
gence of several different types of applications and services. For that reason, the 
allocation of resources or scheduling becomes of greater importance. This paper 
focuses on a cross-layer scheduling optimization solution for IEEE 802.16. The 
relevant features of the proposed packet scheduling optimization scheme con-
sist: of prioritization of users within the same traffic class, allowing for example 
to an operator, differentiated treatment among users, for instance distinguishing 
between premium or gold users and silver users; and also cross layer optimiza-
tion which implies radio resource optimization and a more effective scheduler 
decision. Simulation scenarios are presented to demonstrate how the scheduling 
solution allocates resources through particular WiMAX MAC layer implemen-
tation in the NS-2 simulator. Results show that the new mechanism implemen-
tation results in an improvement to the simple Round Robin fashion present in 
the original simulation model, being able to increase differentiation between 
different classes and decrease packets delay, due to its cross-layer processing 
and traffic prioritization. 

Keywords: QoS, WiMAX, Scheduling, NS-2, WiMAX Forum. 

1   Introduction 

Applications such as video and audio streaming, online gaming, video conferencing, 
Voice over IP (VoIP) and File Transfer Protocol (FTP), demand a wide range of QoS 
requirements such as bandwidth and delay. Existing wireless technologies that can 
satisfy the requirements of heterogeneous traffic are very costly to deploy in rural 
areas and “last mile” access. Worldwide Interoperability for Microwave Access  
(WiMAX) provides an affordable alternative for wireless broadband access support-
ing a multiplicity of applications. The IEEE 802.16 standard provides specification 
for the Medium Access Control (MAC) and Physical (PHY) layers for WiMAX. A 
critical part of the MAC layer specification is the scheduler, which resolves conten-
tion for bandwidth and determines the transmission order of users: it is imperative for 



 IEEE 802.16 Packet Scheduling with Traffic Prioritization 273 

a scheduler to satisfy QoS requirements of the users, maximizing system utilization 
and ensuring fairness among the users.  

IEEE 802.16 [1][2] is a broadband wireless technology that already contains in-
trinsic QoS support, with the usage of Connection Identifiers (CID) to identify service 
flows with specific characteristics, the downlink and uplink classification and sched-
uling mechanisms. Nevertheless these mechanisms are not present in the standard 
[1][2] and were left for proprietary implementation by vendors. 

In this paper, the QoS support for WiMAX is addressed, to provide service differ-
entiation over WiMAX networks. It is proposed and evaluated a scheduling solution 
that uses prioritization and dynamic cross layer information for scheduling decisions 
in WiMAX networks. The base IEEE802.16 simulation model was implemented by a 
consortium under the WiMAX Forum [3][4][5] Application Working Group, spe-
cially involved in the realization of a WiMAX simulation model based in ns-2. At the 
moment, the model is only distributed to members and is under development. In order 
to validate the proposed scheduling solution, a set of QoS oriented scenarios have 
been simulated and the obtained results show that the implemented scheduler is able 
to efficiently differentiate between the traffic classes defined in the WiMAX model 
and achieve gains in throughput and delay, when compared to the base model. 

The remainder of this paper is organized as follows. Section 2 provides an over-
view on WiMAX and section 3 describes the base simulation model proposed by 
WiMAX Forum. Section 4 details on the proposed scheduling scheme and section 5 
discusses the simulated scenario and the obtained results, comparing the proposed 
algorithm in terms of QoS performance with the base WiMAX Forum simulation 
model. Finally, section 6 concludes this paper. 

2   Overview of IEEE 802.16 Quality of Service 

The physical channel defined in the IEEE 802.16 standard [1][2] operates either in 
PTP (point-to-point) or PTM (poin-to-multipoint) fashion, using a framed format. 
Each frame is divided in two subframes: the downlink subframe is used by the BS 
(Base Station) to send data and control information to the SSs (Subscriber Stations), 
and the uplink subframe is shared by all SSs for data transmission. In TDD (Time 
Division Duplexing) mode, uplink and downlink transmissions occur at different 
times since both subframes share the same frequency. Each TDD frame has a 
downlink subframe followed by an uplink subframe. 

The 802.16 MAC protocol is connection-oriented. In this sense, an SS must regis-
ter to the BS before it can start to send or receive data. During the registration proc-
ess, an SS can negotiate the initial QoS requirements with the BS. These requirements 
can be changed later and new connections may be established. 

Service flows (SF) in the WiMAX standard are used for establishing connections 
from SS to BS and vice-versa. Each SF is characterized by the set of QoS parameters 
that determine the QoS needed by the connection; for example, they can specify the 
maximum tolerated delay, required bandwidth, the way in which the SS can request 
the bandwidth, and the behavior of the scheduler. 
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The QoS requirements may be either per connection based or per SS based. For the 
purpose of supporting QoS at the MAC level, the BS must allocate slots using a spe-
cific algorithm based on the QoS requirements, bandwidth request sizes, or network 
parameters. 

The basic approach for providing the QoS guarantees in the WiMAX network con-
siders that the BS performs the scheduling for both the uplink and downlink direc-
tions; an algorithm at the BS has to then translate the QoS requirements of SSs into 
the appropriate number of slots. When the BS makes a scheduling decision, it informs 
all SSs about it by using the UpLink and DownLink management messages (UL-MAP 
and DL-MAP) in the beginning of each frame. These special messages define explic-
itly slots that are allocated to each SS in both the uplink and downlink directions. The 
algorithm to allocate the slots, the scheduling policy, is not defined in the WiMAX 
standards and is left open for proprietary implementations. 

To support a wide variety of multimedia applications, the IEEE 802.16 standard 
defines five different scheduling classes, or traffic classes, each with different QoS 
requirements. Each connection between the SS and the BS is associated to one service 
flow. The Unsolicited Grant Service (UGS) receives fixed size data grants periodi-
cally. The real-time Polling Service (rtPS) receives unicast polls to allow the SSs to 
specify the size of the desired grant. QoS guarantees are given as bounded delay and 
assurance of minimum bandwidth. The extended real-time Polling Service (ertPS) 
uses a grant mechanism similar to the one for UGS connections. Moreover, periodic 
allocated grants can be used to send bandwidth requests to inform the required grant 
size. For the non-real-time Polling Service (nrtPS), the BS provides timely unicast 
request opportunities; besides that, the SS is also allowed to use contention request 
opportunities. Minimum bandwidth guarantees are also provided to nrtPS connec-
tions. The Best Effort service (BE) requests bandwidth through contention request 
opportunities as well as unicast request opportunities. 

3   WMF 802.16 Model 

This section briefly describes the ns-2 WiMAX forum release 2.1 of the 802.16 mod-
ule, specifically addressing QoS and scheduling capabilities. The merge of the efforts 
to produce a scheduling model in ns-2 was taken from the independent development 
efforts supported by the Application Working Group (AWG) of the WiMAX Forum 
[7] and NIST [9]. This collaboration resulted in a release software module for OF-
DMA PHY [3][4][5]. The teams at Rensselaer Polytechnic Institute (RPI) and Wash-
ington University in St. Louis (WUSTL) are the primary development teams, among 
others, supported by the AWG. The authors of this paper are also involved in this 
group. 

The model currently implemented is based on the IEEE 802.16 standard  
(802.16-2004) and the mobility extension 80216e-2005. A set of features are inherited 
and present in both models, such as WirelessMAN-OFDM with configurable modula-
tion and TDD at the physical level; it also encompasses the standard management 
messages to execute network entry without authentication. At the MAC level, frag-
mentation and concatenation are supported as well. Nevertheless, this model features 
a series of new capabilities to the existing ones, not only with the introduction of an 
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OFMA physical layer, but also with the implementation of QoS and SFs, as the most 
important ones. A description of available features that were included in the WMF 
model are listed below [3]: 

 

• OFDMA physical layer; 
• Selectable fast fading models: ITU PED A, PED B, VEHIC A; 
• Service Flow and QoS scheduling; 
• ARQ (without ARQ blocks). 

3.1   Packet Classification 

In terms of packet classification, this model implements an approach using the desti-
nation MAC address located in the packet and the packet type to determine the proper 
CID. The data traffic transmission takes place through a general Data connection. 

However, one of the most important enhancements in terms of QoS in the WMF 
model is the implementation of SFs. This module has the basic infrastructure for re-
questing and establishing SF with given QoS, although the actual establishment of 
connections and SF that are based on application requirements is not implemented. 
Each connection can be associated with a SF and corresponding QoS parameters. The 
list of flows is configurable in each SS. These provisioned flows are stored as static 
connections. They are established every time the SS attaches to a new BS. While the 
structure supports the definition of QoS flows, it is the scheduler that makes use of 
that information. Furthermore, no admission control mechanisms are provided. The 
model accepts all the flow requests from the mobile stations, hence congestion and 
packet loss might occur. 

Some parameters used to configure the list of flows that must be setup after net-
work entry are the following [5]: 
 

• Direction -  Downlink (DL) and Uplink (UL);  
• Data Rate (bytes/s); 
• Scheduling Type (BE/rtPS/nrtPS/UGS); 
• Data size (bytes). 

3.2   Scheduler Mechanism 

This section describes the scheduler operation in the WiMAX Forum release of ns-2 
module, including both scheduling mechanisms in the BS or SS. 

The model presents two schedulers: one for the BS and one for the SS. The BS 
scheduler is responsible for filling up the downlink subframe. The SS scheduler is 
responsible for dividing the bandwidth allocated to it amongst its various connections. 
An interface is defined between the scheduler and the remaining code. The interface 
defines a set of input parameters and expects the map structure as an output. 

The downlink interface returns the DL Map; the uplink interface returns the UL 
Map. To the downlink/uplink scheduler, a list of downlink/uplink connections is sent.  

The DL scheduler is a round robin priority scheduler that allocates bandwidth to a 
connection when it has data to be sent. It performs round robins through various con-
nections in the following order: UGS, rtPS, nrtPS, and BE. Prior to allocating band-
width for data connections, it allocates bandwidth to basic, primary and secondary 



276 J. Monteiro et al. 

connections. These features and scheduling rules are similar in both models. The 
bandwidth allocation is performed in multiple of slots. Bandwidth in the uplink direc-
tion is allocated per SS. This means that, if a SS has multiple connections, the band-
width allocated to it is represented by a single UL Map, that is, in a frame in which 
the allocated bandwidth is the aggregate bandwidth for all its connections. In the 
WMF model, for all other connections apart from UGS, the scheduler checks the 
bandwidth request (BWR) packet received from the SSs. For rtPS connections, the BS 
increments the allocated bandwidth by the amount of bandwidth required to send 
another BWR packet.  

The UL scheduler needs to split this bandwidth amongst all its connections, as it 
serves the various connections in the same round robin fashion used in DL, and only 
proceeds to the next class if there is more bandwidth left in the uplink direction. For 
UGS, a fixed amount of bandwidth is allocated depending on the rate at which band-
width has been reserved for the connection. Currently, an SS can have only one con-
nection in the DL and UL direction: the scheduler checks which connection it is  
related to, and transmits data from that connection. For all connections, apart from 
UGS, a BWR packet is created and queued for transmission.  

4   Priority-Based and Cross-Layer WiMAX Scheduler 

In this section, a proposal for the WiMAX scheduler that is capable of allocating slots 
based on the QoS Service class, traffic priority or the WiMAX network and transmis-
sion parameters is described. To test the proposed solution, the QoS model for the 
IEEE 802.16d/e MAC layer in the NS-2 simulator developed by the WiMAX forum 
and detailed in the preceding section, was taken as base.  In section 5, simulation 
scenarios and traffic are presented to demonstrate how the scheduling solution allo-
cates resources in various cases. Simulation results will reveal an optimized schedul-
ing solution that ensures the QoS differentiation of the different WiMAX service 
classes and sharing of the free resources in a fairly manner, taking into account the 
instant transmission conditions. 

4.1   Description 

The proposed algorithm depicted in Figure 1 represents an enhancement to the previ-
ous WiMAX Forum algorithm. This algorithm, called Enhanced Round Robin 
(eRR), by using the same approach as the simple round robin solution, introduces 
more elements in the decision making process of packet allocation in each frame . 
These elements are either used to distinguish traffic and applications, and to give 
transmission preference to terminals with best radio conditions and its connections. 
The dynamic decisions are based on the actual transmission channel conditions. 

More specifically, not only the traffic is mapped using fixed priorities to different 
service classes but also different priorities are possible inside the same traffic class, 
making possible to distinguish with more granularity the kind of traffic to prioritize in 
terms of transmission. Also, apart from the static traffic prioritization, the scheduler 
performs cross layer information processing: it first prioritizes connections from ter-
minals which present the highest received power signal strength, commonly called  
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Fig. 1. Enhanced Round Robin Algorithm 

RSSI (Received Signal Strength Indication), applying these rules in the case the 
connections are from the same traffic class and possess equal priority inside the re-
spective class. According to this last rule, terminals with equal service class connec-
tions and traffic priority will be served in a certain order that privileges the ones that 
have better radio conditions, or are closer to the transmitting antenna. In practice, the 
algorithm initially performs the same round robin procedure as explained in the pre-
vious models, i.e. serving first connections in the following order: UGS, rtPS, nrtPS 
and BE. From the list of existing connections inside the same class, a priority is also 
established and used to allocate the corresponding packets in the given frame that is to 
be allocated at the present time. Assuming that more than one connection from the 
same class has equal traffic priority, the connections will be served taking into ac-
count the RSSI value for the given node, from the highest RSSI to the lowest, thus 
achieving some degree of radio resource optimization as well as guaranteeing that 
connections with better radio conditions are served minimizing also transmission 
errors. 

This algorithm was implemented using the WMF IEEE802.16 Release 2.1 simula-
tion model. The intended optimization considered only the uplink scheduler imple-
mented in the model and modifications were mainly performed on the uplink frame 
allocation function uplink_stage() present in the bsscheduler.cc; the SF class was 
easily extensible to support the static traffic priority assignment using the configur-
able SF in the tcl simulation scripts. Apart from that, a structure is created each time 
an allocation is performed in which all the existing connections that are passed to the 
scheduler are stored with the instant value for their respective terminal’s RSSI calcu-
lation. Finally, the information is processed in order to give the scheduler allocation 
decision based on the information that is present at the time. 
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5   Performance Evaluation 

This section presents the results and performance comparison in order to evaluate the 
proposed model, in terms of efficiency, considering both throughput, delay and differ-
entiation metrics. For this purpose, simulation scenarios were implemented to test QoS 
using a Point-to-multipoint (PMP) network topology,in which the number of SS’s is 
increased We take WMF model as a basis for comparison with the new scheduler. 

5.1   Simulation Parameters/Scenarios 

The network topology considers differentiated traffic traversing the uplink direction 
from different hosts. A PMP wireless scenario is considered (Figure 2), in which 
single hosts are connected to SSs, with each host’s traffic representing one connection 
flow per SS in the uplink direction. In order to test the different network topologies, 
assuring differentiation between the different service classes, we defined and imple-
mented new traffic sources. As an example, BE traffic generator contains a variable 
packet size and interval to emulate FTP/web traffic, and an UGS traffic generator 
contains a constant transmission rate. rtPS traffic presents a variable packet size and 
interval, consistent with real time video transmission. Table 1. presents the different 
values adopted for these traffic generators.  

 

Fig. 2. PMP scenario 

Table 1. Traffic generator parameters 

Packet Type Bitrate (Kb/s) Packet Size (bytes)

BE 200  512 to 1024 

UGS 200  300 

rtPS 200 200  980 

5.2  Simulation Results 

In this scenario we have defined the relevant PHY layer simulation parameters. The 
most important used parameters are summarized in Table 2. 
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Table 2. Simulation parameters 

Frequency 3.493 GHz 

Bandwidth 20MHz 

Frame duration 5 ms 

Downlink ratio 0.3  

Modulation 16 QAM 

Cyclic prefix 0.25 

Queue lenght 100 packets 

 
Comparison results of both schedulers comprise  throughput, delay, and traffic dif-

ferentiation from an increasing number of SSs from 3 to 12 and one terminal attached 
to each SS, with only one of the respective traffic sources for UGS, rtPS or BE.  
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Fig. 3. Throughput WMF/eRR results 
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Fig. 4. Delay WMF/eRR results 

Figure 3 shows the results with an increasing of terminals up to 12. It is visible the 
slight gain difference that can be achieved in throughput using the enhanced Round 
Robin solution as well as the observed earlier service class differentiation. In this 
particular case, the traffic priority was assumed to be equal among the same classes, 
being the decision parameters here in evidence only the service class and RSSI of 
respective terminal. 

In relation to delay, as can be seen in Figure 4, there is also a slight decrease when 
using the proposed scheduling solution, meaning that in every case the scheduler 
either equals or outperforms slightly the existent Round Robin in the WMF model, 
expectable also since it is based on the same principle.  

Figure 5 and Figure 6 illustrate the obtained differentiation inside the same service 
class and among different ones, using only traffic prioritization, RSSI based decision 
is not effective since all connections are of different classes and priorities. Results are 
presented for separate connections for rtPS and BE in terms of throughput and delay  
for the enhanced RR solution. The scenario consisted of terminals with connections 
with the rtPS and BE classes respectively, and different traffic priorities inside each 
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Fig. 6. Delay values for distinct service classes 
w/ diverse traffic priority 

service class, i.e rtPS1 has lower priority than rtPS connection and BE1 also in re 
spect to BE. Results show the intended differentiation in the scheduling decision as 
both classes are distinguished in terms of throughput and delay (better values for rtPS 
classes than BE ones) and traffic prioritization inside each particular class (better 
performance for rtPS and BE in relation to rtPS1 and BE1 respectively). 

6   Conclusions 

In this paper it was proposed and evaluated a novel solution based on the simple Round 
Robin scheduling model defined by the WiMAX Forum. The proposed scheme bases 
the scheduling decision on priority according to service class, a traffic priority inside 
the same class, and also a novel third principle using instant RSSI information to dis-
tinguish between similar connections. The enhancement proposed to the original 
scheduler present in the WMF model proved its efficiency in improving important QoS 
parameters and differentiation of traffic. Another important aspect to retain is the 
greater granularity, achieved with this enhanced scheduler, more close to the standards 
specification, in terms of service differentiation, bringing advantages not in capacity, 
but making possible for operator networks for instance to distinguish different kinds of 
users and its attributes as well as achieving radio resources optimization. 
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Abstract. With the recent trend in computer networking that tends to
make the networks more dynamic, appeared the need for network proto-
cols to accommodate against changing conditions. In this context, it is
important to rely on a clean architecture to share information between
protocol entities and to perform optimizations, in order to achieve what
we define as adaptable networking. In this paper, we try to identify the
needs for a network protocol optimization architecture and describe the
care that should be taken when considering such architecture. We per-
form a study based on observation of the implications of information
sharing between network protocol entities and define some requirements
for a successful adaptable network architecture. Then we show how these
recommendations could be applied in the legacy layered model by pre-
senting an example architecture that respects the identified principles.
This work is expected to serve as a basis for any future adaptable network
architecture.

Keywords: cross-layer, architecture, adaptable network, optimization.

1 Introduction

In the early years of computer networks, communication link with a neighbor
was expected to be stable. The OSI model has established itself as the de facto
standard for network communication, offering a clear separation between the
network protocol layers. It made the architecture able to easily incorporate new
links and nodes, and to accommodate new protocols, applications, and devices.
Recently, this base statement has changed. With the apparition of wireless net-
works, network condition is varying in time and it is often impossible to rely on
stable communication links. In addition, over the past few years, radically new
network topologies and applications, some of them hardly fitting in the strict
layers of OSI model, have appeared. The user has become mobile , expecting
ubiquitous connectivity, and network ground shifted from static to dynamic.
One of the new challenges is to adapt to such changing conditions.
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Consequently, the OSI model started to be frequently transgressed with the
intention of making the protocol entities more aware of the environment. This
violation of the strict layer boundary is often referred to as cross-layer opti-
mization. However, the term “cross-layer” is frequently employed through the
misuse of language to describe any technique of network protocol optimization.
Indeed, optimizations are not only made possible thanks to communication be-
tween non-boundary layers but collaboration between distant nodes has to be
envisaged too. Moreover, the term cross-layer implies a dependency on the legacy
layered model and as a result excludes alternative network protocols models ap-
proaches. In the following of this paper, we will prefer the term adaptation that
we define as the network protocols optimization thanks to information sharing.

A great amount of literature describes mechanisms that allow sharing of in-
formation in order to permit optimization in domains such as ad-hoc networks,
Quality of Service (QoS), security, or mobility. The proposed mechanisms usu-
ally adopt a case by case approach that targets a single issue where a generic
infrastructure that helps protocol entities to make the best decision depending
on the environment and to accommodate against the changing condition would
be necessary. Here also, quite some work has been made in that direction and sev-
eral generic optimization architectures have been proposed, notably CLASS [1],
ECLAIR [2], MobileMAN [3], and more recently Hydra [4].

The rest of this paper is organized as following. We will start by performing
analysis of adaptable networking in Section 2, where we discuss the following
subjects: extension of the scope of view, implementation of information coming
from the network, communication model, and integration with the network pro-
tocols model. In Section 3 we present as an example a conceptual architecture
that follows the previously identified precepts. Finally, Section 4 concludes this
paper and proposes a direction for future work.

2 Adaptable Networking Study

In this section, we analyze the implications of information sharing and we try
to identify the key design factors that are needed for an adaptable network
architecture. This results in recommendations for a successful architecture.

2.1 Extension of the Scope of View

Supposing that a protocol works in an optimum manner at its own level, it can
perform awfully at a higher level because it will, by the nature of the layering
model, behave selfishly without taking into account other protocols’ constraints.
TCP, for example, achieves terrible performances on a link prone to errors. We
introduce the concept of scope of view as the quantity of information visible by
a protocol entity. The idea is to extend the scope of view of protocol entities
in order to permit better decisions based on the environment. This is the very
principle of adaptable networking.

The question we would like to answer is to what extent we should broaden
the scope of view. We will examine the effect of the extension of scope of view



284 M. André and F. Teraoka

on several important aspects such as complexity, reliability, latency, and perfor-
mance either locally to a node or globally for a whole network. Fig. 1 depicts the
effect of extending the scope of view over these properties, all represented verti-
cally. The horizontal axis represents the four different identified levels of scope
of view, with no information shared which reflects the strict conformance to the
conventional OSI layered model, the information shared inside a node which is
typically called cross-layer optimization, the information shared between nodes
that consist in adding a local network view to a node, and finally the information
shared between networks. The arrow shows the direction and the range where
the effect increases, while the stripped and plain patterns respectively show that
the effect is negative or positive.

No information 
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Information 
shared inside a 

node

Complexity

Latency

Global 
performance

Information 
shared between 

nodes

Local 
performance

Information 
shared between 

networks

Reliability

Fig. 1. Effect of extending the scope of view

The broader the scope, the higher the complexity of the architecture and con-
sequently the higher the risk of stability issue. Indeed, “complex” and “unstable”
are often synonyms. When more elements are involved, the risk of a failing en-
tity increases too. In addition to complexity and possible failure risk, extending
the scope of view also introduces overhead and thus latency. This is particu-
larly visible when information begins to be shared among nodes, caused by the
delay of messages transportation over the network. Latency can be problem-
atic when adapting to a phenomenon that evolves rapidly. The delay introduced
makes the decision not accurate and possibly makes the desired optimization
under-efficient.

Despite these pernicious effects induced by the extension of the scope of view,
allowing the sharing of information and the cooperation between protocol entities
or nodes can be very beneficial to the global (at a network level) or the local (at
a node level) performance. This is the whole point of adaptable networking.
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Concerning the local performance however, the choice can be made, thanks to
the information coming from the network, to voluntary decrease its performance
in favor of the global performance. This choice will then depend on how priorities
are set, either to optimize the performance of a single node or the one of a whole
network eventually at the expense of some nodes constituting the network. There
is no ideal scope of view that suits all constraints. Also, the choice of the scope
of view level will rely on the decision that has to be made:

– some decisions have no influence outside of a protocol entity and don’t need
external information. This is the case of most protocol entities internal mech-
anisms.

– some decisions require only communication local to a node between protocol
entities in order to guarantee optimal performance. For example, TCP may
consider the type of data link before reducing the congestion window size
after a packet loss is detected.

– some decisions require external information coming from the network in order
to have a better vision and guarantee smart choice in full knowledge of the
environment. Routing algorithms in a mesh networks scenario are concerned
by this type of decision.

The optimization architecture has to deal with the challenge of determining the
suitable scope of view for a given situation, i.e., finding a good consensus between
advantages and drawbacks. The scope of view must be adapted to the situation
and depends on the system requirements and on the decision that need to be
made.

2.2 Network-Related Information

We’ve exposed that the scope of view is not something fixed and that several
scenarios must be envisaged. The network view is a logical evolution to informa-
tion sharing inside a node, and it is necessary under certain condition to achieve
optimal results. The architecture should in consequence be able to consider in-
formation coming from the network as input for decision making.

A trivial approach would be to let the nodes exchange information directly,
but this raises the issue of the security. How can one give credibility to a node?
Indeed, the information coming from a distant node modifies the vision of the
network environment and is susceptible to induce a decrease in the local perfor-
mance. It is thus primordial to trust this information in the first step. Besides,
a malicious node may inject false information leading to wrong decisions. The
system must be prepared against potential attacks. In addition to the security
and reliability problems, there is a concern about confidentiality. Some informa-
tion may be sensitive and, in consequence, shouldn’t be accessed by anyone. As
a matter of fact, it is necessary to authenticate the nodes in order to establish a
trusted network.

But authenticating the nodes isn’t sufficient. Let us imagine the case where a
node has been authenticated but which is spreading, intentionally or not, erro-
neous information. This node may be relaying outdated information for instance.
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The optimization architecture needs to allow the validation of the information’s
relevancy by multiplying the source of information, for example by verifying to
other nodes any information that can be double-checked. This could be the role
of a central server to confront information announced by the nodes constituting
the network and to detect inconsistency.

Finally, performance must also be taken into account. It is clearly more ef-
ficient in term of message exchange to gather nodes’ information on a central
server to achieve optimum network cooperation rather than to rely on direct
communication between the nodes when unicast messages are exchanged. The
latter one is expected to generate lots of messages for full cooperation between
the nodes. However, multicast or broadcast message exchange between the nodes
has the same order of complexity as communication with a central server. Fig. 2
represents the comparison between the central server and the distributed coop-
eration in unicast and shows how message exchange complexity is exponentially
growing when the number of nodes is increasing.
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Authenticated 
node

Authenticated 
node

Authenticated 
node

Authenticated 
node
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Authenticated 
node
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Fig. 2. Central server versus distributed cooperation

In conclusion, it is more appropriate for the implementation of the network
view to introduce a new entity that acts as a trusted and reliable network man-
agement server, similarly to what is proposed in the IEEE 802.21 [5] developing
standard aiming at providing a media independent handover mechanism. This
choice has also the benefit to allow greater possibility for additional features. Di-
rect communication between the nodes may not be completely left over, though,
but it requires setting up an authentication mechanism.

2.3 Communication Model

There are conceptually three types of communication possible when talking
about cooperation between functional units:

– Information data exchange;
– Event subscription and notification;
– Command requests and responses.
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The IEEE 802.21 developing standard defines similar services in its Media Inde-
pendent Handover Function (MIHF), respectively the Media Independent Infor-
mation Service (MIIS), the Media Independent Event Service (MIES), and the
Media Independent Command Service (MICS).

As shown in [6], introduction of dependencies between network protocol en-
tities may lead to conflicting interactions and adaptation loops. The article also
points out that the architecture is critical for adoption of technology, as it fixes
for the most part the ease of development and the longevity. In other words, this
is the role of the architecture to prevent potential conflicts. Considering the co-
operation inside a node we can distinguish two types of communication between
the protocol entities depending on whether they are subject to conflicts or not.
On the one hand, information data exchange as well as event subscription and
notification belong to the same category and are considered harmless. Command
requests, on the other hand, are potentially harmful.

The communication for the first category of interactions, not likely to cause
conflicts, should be performed directly between protocol entities to permit good
reactivity for the exchange of information. This applies to information requests
and event subscriptions and notifications. Concerning the communication for
command requests, however, we should introduce a supervision entity that has
a global view of the system requirements in terms of QoS, energy consumption,
and security and that controls the potentially conflicting interactions.

Similarly to the cooperation inside a node, cooperation between the nodes
requires a central authority having the knowledge of the whole network (see
Sec. 2.2) and acting as a network management server. The envisaged type of com-
munication is done through a publish and retrieve information manner between
the nodes and the network management server, and commands are originated
from the network management server to the nodes.

2.4 Integration with the Network Protocols Model

The layered model brings a lot of architectural concepts that are very efficient in
today’s network topology and which highly contributed to the Internet success.
However, the model presents a certain rigidity which makes it difficult to accom-
modate evolutions, leading researchers to envisage alternatives. One consists in
violating the strict layer boundary and is known as cross-layer. Others consist
in non-layered approach to the design of network protocols. Among the new
paradigms, the Role Based architecture (RBA, [7]) organizes communication in
non hierarchical functional units called roles and defines the concept of network
heap as a replacement of network stack. The SILO architecture [8] has an in-
termediate approach and proposes to build network silos (logical blocks stacks)
that are assembled on-demand based on the application requirements. We need
to think how the optimization architecture should fit in a network protocols
model.

An adaptable network architecture has strong requirements that need to be
considered with regards to the integration with a network protocols model. First,
besides being essential for viability of a solution and strongly contributing to its



288 M. André and F. Teraoka

adoption, maintainability has a substantial role to play. A good architecture has
to be able to deal easily with evolution of the networks, in particular, it must
take a special care about the case of a new protocol entity and the one of a new
possible optimization.

Considering the case of a new protocol entity, it must integrate easily in the
system, i.e., being readily able to communicate with existing protocol entities.
For this purpose, the architecture needs to provide a standardized interface to
communicate with protocol entities by means of a public Application Program-
ming Interface (API). In addition, existing protocol entities should be able to
interact with this new one with ideally no modifications. To this goal, we should
introduce an abstraction level for the protocols’ common capabilities that ensures
forward compatibility between protocol entities.

By providing a standardized interface to communicate easily with a proto-
col entity, we also resolve the problems relating to the case of a possible new
optimization. These are not restricted anymore to the limited vision of the ar-
chitecture designer, and unforeseen interactions can easily be implemented. A
public API gives assurance that the set of optimizations is extensible.

In conclusion, the optimization architecture should provide modularity to in-
tegrate smoothly in any existing or future network architecture, independently of
the network protocols model. In addition, a great importance should be given to
maintainability, by providing a public interface to communicate with the protocol
entities and introducing an abstraction level for protocols’ common capabilities.

3 Example Architecture

We will here present how the principles exposed in Section 2 can be put into
practice in the legacy layered model. Fig. 3 represents an example architecture
conforming to these principles.

3.1 Layer Abstraction

The first modification made to the legacy layered model consists in the addition
of a level of abstraction to cope with protocols differences within the same layer
and permit a generic use. It gives the assurance that the compatibility between
protocol optimizations is maintained. In our example it takes the form of a
standardized API to access the common layer’s features and of an extension
to the protocol entity (PE) called the Abstract Entity (AE), represented in light
stripped pattern on Fig. 3. The AE is the interface used for all the communication
and cooperation with the protocol entity. Protocol entities are not required to
implement an AE, but this extension is a prerequisite in order to communicate
in the optimization architecture.

RFC 5184 [9] presents an example of layer abstraction and proposes a stan-
dardized API for the link layer abstractions.
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Fig. 3. An example architecture

3.2 Interlayer System

We introduce an entity called interlayer system, represented in dotted pattern
on Fig. 3, that allows communication between all the protocol entities. It can be
considered as the message delivery service, as every message exchange is done via
the interlayer system. To this end, the interlayer system stores information about
the protocol entities that are registered with it. In addition, it plays the role of
the supervision entity that controls the potentially conflicting interactions thanks
to a global view of the system requirements, as shown in Section 2.3. It thus
stores all necessary information used to avoid interaction conflicts. Inappropriate
controls can for example be rejected by the interlayer system either because it
is in contradiction with global policy (QoS, energy, etc.) or it is conflicting with
another control having higher priority.

3.3 Kernel-Userspace Bridge

The last part of this example architecture illustrate how a kernel-userspace
bridge can be used to implement extensions, represented in dark stripped pattern
on Fig. 3, that provide additional input for the decision making. Optimization
will typically take place in the kernel space of the Operating System (OS) with
no operation from the user. However, there are cases where external informa-
tion input is necessary such as to provide to the nodes a certain knowledge of
the network in order to do better optimizations, as shown in Section 2.2. The
communication between the node and the network management server should
be implemented in the user space of the OS as a daemon and connection with
the interlayer system (Sec. 3.2) could be assured thanks to a kernel-userspace
bridge.

Another example extension would be an optimization dashboard that gives
the complete control of the optimization system to the user. It could be used to
enable and disable certain optimization, set system-wide constraints determining
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the priorities, or even consult statistics. This extension could help researchers
and developers to realize performance measurements of certain optimizations.

4 Conclusion

Our observations on the implications of information sharing for the network
protocols resulted in recommendations usable for any adaptable network ar-
chitecture that we will briefly summarize. There is no ideal scope of view for
the network protocol entities, but rather an optimal scope depending on the
constraints and it is the role of the architecture to find the best compromise.
Network view, as part of the extension of the scope of view, is the natural evo-
lution of cross-layer and makes a lot of sense in adaptable networking. In order
to improve the potential for additional facilities, its implementation requires to
place a new entity on the local network that provides a global view and acts as
a management server. Direct communication between the nodes should still be
allowed, but in any case, authentication of the nodes has to be provided. In the
same manner, a logical entity that has the global knowledge of the constraints
and which purpose is to regulate the communications inside the node is manda-
tory to assert the reliability of the architecture. Its role is to protect against
inappropriate use and conflicting interactions. Concerning the integration of the
optimization architecture in a network protocols model, designers should give
priority to maintainability of their solution by providing a public interface to
communicate with the protocol entities and introducing an abstraction level for
protocols’ common capabilities. Designers should also think as generic as pos-
sible in order to avoid dependence of the architecture over the design of the
network protocols.

We presented an architecture that gives an example how the exposed prin-
ciples could be put into practice in the layered model. The maintainability is
achieved thanks to a layer abstraction and the use of a standard API. As for the
reliability, a central entity called the interlayer system takes care of supervising
all communications between the protocol entities. Finally, the example architec-
ture presented in this paper can easily be extended by means of a kernel-userland
interface, and one can imagine applications such as the implementation of the
network view or a dashboard to control the system.

Our plans for future work will first be to confront existing solutions against
the identified requirements and propose a new solution if none is found satisfac-
tory. Some work remains to be done on the supervising entity. We will explore
possible mechanisms that can be used to avoid and resolve the potential conflicts
between the interactions. We will also investigate more in depth the communi-
cation methods between the nodes and the network management server. Finally,
we have in the project to implement a solution to validate our concepts and
prove the efficiency and the robustness of our architecture.

We expect this document to serve as a basis for any future work on adaptable
network architecture.
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Abstract. Personalized healthcare (pHealth) is a collective term aiming to re-
flect all modes of patient-centric healthcare delivery via advanced technology 
means. Personalized health involves the utilization of micro and nanotechnol-
ogy advances, molecular biology, implantable sensors, textile innovations and 
mobile information & communication technology (mICT) to create individual-
ized monitoring and treatment plans. pHealth proactively endorses the sense of 
“one-to-one” communication to elevate healthcare delivery, optimize patient 
services and ensure seamless from the patient point of view information ex-
change. Patient awareness, policy planning and technology progress are favor-
ing phealth market penetration, while financing issues, political commitment, 
and unavailability of technology infrastructures are fundamentally prohibiting 
its expansion. This paper explores the drivers and barriers to the adoption of 
phealth delivery schemes, including a discussion on interoperability issues. It 
also presents case study results.  

1   Introduction 

Personalized healthcare (phealth) is a collective term aiming to reflect all modes of 
patient-centric healthcare delivery via advanced technology means. Personalized 
health involves the utilization of micro and nanotechnology advances, molecular 
biology, implantable sensors, textile innovations and information & communication 
technology (ICT) to create individualized monitoring and treatment plans. pHealth 
proactively endorses the sense of “one-to-one” communication to elevate healthcare 
delivery, optimize patient services and ensure seamless from the patient point of view 
information exchange. Patient awareness, policy planning and technology progress 
are favoring phealth market penetration, while financing issues, political commitment, 
and unavailability of technology infrastructures are fundamentally prohibiting its 
expansion.  

Personalized healthcare will be achieved through a composite of scientific ad-
vances and new technology, and creative uses of information technology and human 
thought in the practice of medicine. Scientific advances and discoveries, as well as 
new technological capabilities, will be revolutionary. Innovation in the practice of 
medicine will be evolutionary. The combination of revolutionary technologies and 
evolutionary practices form information based medicine and will shape the future of 
personalized healthcare [1]. 
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Innovative computer and software technologies are deployed to provide vital pa-
tient data monitoring and connect clinicians with mobile patients via workstations, 
wireless devices and the Internet. Technology progresses to produce virtually invisi-
ble biosensors, implantable or integrated in the patients clothing or to small, portable 
devices, which enable continuous vital data transmission and allow the development 
of personalized treatment plans for the patient. 

The concept of prevention prevails now against disease management and treatment 
plans. As patient-centric processes emerge, the citizens/patients undertake an active 
role in monitoring their health status, whereas e-wellness evolves to address the rising 
expectations of the e-health consumers, who are better informed, more demanding, 
and empowered. The empowered, worried-well, consumers require quality health 
services on the spot.  The drivers are now connectivity, speed and personalization [2].   

2   pHealth Service Models  

2.1   pHealth Models of Care 

Waves of technology incorporation and scientific discovers, have driven the sector 
from reliance on direct communication and physician experience, to a higher reliance 
on technology and community information. The expression “personalized healthcare” 
has become quite common as basic and clinical medical studies based on the decoding 
of the human genome continue to progress and social awareness of this trend in-
creases. The idea here is to perform diagnosis and therapy after scientifically deter-
mining personal traits [1].   

In the frame of the phealth models of care, individual physical characteristics are 
identified in order to depict the appropriate medical care protocol and associated risks 
for each person. Personal and family medical history joined with lifestyle and patient 
empowerment mentality foster the development of personalized pathways of care, 
which are enabled by research and technology implementation.    

Bio-molecular information is explored in order to issue new medications; sensors 
are getting smaller, smarter, and implantable in order to ubiquitously monitor health 
state parameters; pervasive computing and data networks are being deployed for the 
timely information exchange; and the healthcare providers are challenged to keep up 
with new market and technology trends in order to meet increasing patient needs.   

2.2   Compelling Drivers for Change 

The deployment of personalized healthcare models prerequisites research orientation 
to fulfilling individual patient and carer needs.   

The underlying factors for the emergence of new patterns of care include:  

Changing trends: The reformulation of current service provision in order to meet 
patient demand for quality services to be provided anywhere – anytime is necessary, 
as population grows older and becomes more concerned about the quality and avail-
ability of health services  
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Adding varieties: The increasing demand for quality healthcare services forces 
the healthcare providers to adopt advanced tools and invest on human capital and 
infrastructure in order to be competitive in the new information society era. The tradi-
tional treatment plans in the traditional nursing areas are insufficient as life rhythms 
and technology advances lead the patient base to call for novel and sophisticated 
health products    

Improving quality: The availability of information and knowledge accessibility cre-
ated patient awareness, shaping the demand for service availability and efficacy, exper-
tise deployed for development of medical plans and prevention rather than treatment.   

Advancing technology: New technologies introduce highly innovative health 
products / services creating new needs in patient care and addressing “hidden” needs 
for specialized medical care.   

2.3   Barriers to Emerging pHealth Adoption, Critical Success Factors and 
Dependencies  

Although theoretically phealth applications effectively address patient needs, actual 
implementation is still at infancy stage and constrained by numerous factors, “unfore-
seen” by the research community that provides the new tools and methods for health-
care delivery.   

Cost pressure from managed care entities and the lengthy approval processes are 
prime considerations in bringing a truly breakthrough product rapidly to the market 
[3]. The healthcare providers focus on healthcare cost containment in the short-run 
and neglect to examine cost efficacies created by the adoption of new technologies in 
the long-run, when the high initial investment costs are outranged by more effective 
patient and internal resources management and/or revenue generation from the provi-
sion of added value services.  

Even when leadership with vision is overcoming the cost barriers and is budgeting 
resources so as to shift an organization to adopt new technologies, resistance to 
change is a common factor that scales down this kind of efforts. The commitment of 
the whole team (top management, healthcare workers, administrative personnel in-
volved) is essential to the successful implementation of novel applications in the 
health market.   

To this end, awareness and education of the healthcare professionals is also neces-
sary in order to highlight the capabilities generated by the new tools and methods and 
diminish competitiveness between the traditional practices vs new technologies.  
Technophobia is often concealed behind reliability in familiar / traditional methods, 
leading thus to obstructionism behaviours. As a result, the sector in lagging behind in 
the adoption of novel products and services.   

Selecting the right people to be involved is a critical success factor to every project 
implementation. Especially, when it comes to applying new methods or systems, 
recruiting people familiar to or interested in new technologies and practices and pro-
viding further motives for involvement is essential for the following reasons: a) The 
participants interested in the new applications are self-motivated and thus, willing to 
work towards the achievement of the project goals b) Provision of further motives 
(i.e. know-how transfer, scientific knowledge diffusion, self-esteem, etc) contributes 
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to more active involvement, c) The project participants that are interested in carrying 
out the project also contribute to effective dissemination of the project outcomes. 

Additionally, the commitment of the management of the organizations involved in 
the project is also a critical success factors as it a) ensures proper allocation of re-
courses for the effective project implementation, b) support throughout the whole 
process, c) provision of motives to the participants, d) strong collaboration and dis-
semination of the results. 

3   Current Trends 

3.1   The Vision 

Specialized health-telematics enterprises aiming at the effective integration of mICT 
in the health sector and the optimization of the quality of the healthcare services, have 
started to spring in the recent years in Europe. These are mostly spin-off companies 
arising from research in academia and industry.  

They aim at the commercial deployment of novel technologies generated in the 
laboratory environments; a particularly interesting area is the vital signs telemonitor-
ing service concept, based on mobile networks and intelligent sensor devices, target-
ing citizens / patients on the move. This is aligned with the current international trend 
regarding the provision of healthcare services and in particular chronic disease man-
agement, bringing points of care closer to the patients and striving at the wellness of 
the person and prevention, instead of disease management and treatment plans.  These 
services promote citizen health awareness and patient empowerment.   

3.2   Market Frame  

      1) Service Concept  

The service concept emerges, as points of care move closer to the patient and the 
citizen/patient undertakes a more active role in healthcare monitoring and prevention.  

The system enables remote monitoring and transmission of the patients vital signs 
via wearable monitoring devices with mobile transmission capabilities over (locally) 
BT or Zigbee and (widely) GPRS/3G, WiFi and recently WiMAX. Such a system 
provides the possibility for doctor-patient ubiquitous communication and support, 
while the patient is at home, work, vacation (i.e. away from the traditional nursing 
areas). More than this, it triggers a patient-centric process, focusing on prevention 
rather than disease management and treatment and initiates patients’ active involve-
ment in healthcare. 

The need to provide cost-effective healthcare services for continuous telemonitor-
ing of vital signs to remote or on the move patients has been early identified, to bridge 
the gap in healthcare provision. This gap is created by the inability of healthcare pro-
viders to offer continuous monitoring, seamlessly to chronic patients and worried-well 
citizens. 
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Table 1. Stakeholder Groups 

Stakeholder 
Groups 

Mobinet Value 

Private health-
care providers  

Expansion of current product /service portfolio  
Innovation; Leading position; Improved customer 
care; Provision of services to remote markets 

Health care  
authorities  

Long-term: savings on healthcare spending, social 
care; Short-term: provision of added value  
healthcare services; prevention of diseases 

Public health-
care providers  

Long-term: savings on healthcare spending; social 
care; collaboration and networking; better  
allocation of resources; Short-term: provision of 
added value healthcare services; prevention of  
diseases 

Insurance 
companies 

Provision of advanced services to end customers 
Leading position; Improved customer care;  
Differentiation from competition 

Healthcare 
associations  

Networking; Exchange of scientific view; Ability  
to extract anonymous statistical data for reference  
and conduction of studies 

Patients – 
Citizens 

Improved care management; User friendly patient 
record management; Improved quality of life (for 
carers as well); Wellness & time savings  

Athletes Improved health status monitoring; Based on the 
above, risk minimization regarding health  
deterioration incidents in the field; Improved  
performance without jeopardizing health 

 
      2) Stakeholder Groups 

      3) Business Models 

The following business models depict the overall business potential of the service: 

1. Joint venture with a remote healthcare centre or a doctor in private practice: The 
local healthcare centre will be equipped with a portable device. A trained employee 
(medical auxiliary personnel, nurse, etc.) will be responsible for conducting the signal 
recording and transmit it to a specialized healthcare provider (private hospital, diag-
nostic centre) for the provision of diagnosis. This scenario concerns the provision of 
the service to patients in remote areas in cooperation with local healthcare profession-
als. For example the Greek topology (isolated islands, small villages away from the 
cities – hospitals – and not easily accessible by healthcare professionals) favors such a 
service.   

2. Public Healthcare Providers: The rationale is the same as above (of the remote 
healthcare center). The public healthcare provider may as well provide the service in 
the manner described above. The savings are obvious for the patients, since the rele-
vant price will be covered by the public insurance organizations. For the public 
healthcare provider introduction of the service results to provision of healthcare ser-
vices in isolated areas, elevation of the provided services, and impact on the quality of 
life. The following scenarios have potential: 
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a. The Public Healthcare Provider operates the service: The remote healthcare cen-
tre will be equipped with portable devices. A trained employee (medical auxiliary 
personnel, nurse, etc.) will be responsible for conducting the signal recording and 
transmit it to a specialized healthcare provider (private/public hospital, diagnostic 
centre) for the provision of diagnosis.  

b. Provision of the service to subscribed members: It has a potential, but since we 
are dealing here with public authorities the organisational issues are more complex. 
For example, with the new form of the Greek NHS, such scenarios are now possible 
depending on the decision of a local healthcare authority or public insurance company 
to provide phealth services.  

3. Private Insurance Companies: This model addresses insurance organizations that 
provide healthcare services as well. The insurance premiums in these cases include 
provision of primary / secondary healthcare services, homecare, etc. The savings for 
the patient are more obvious under this model. The cost-effectiveness for the service 
is also more obvious for the insurance company. Resources previously allocated for 
homecare (i.e. personnel – nurses and doctors – etc) will be reduced.  

4. Provision of the service to subscribed customers: A customer wishing to have an 
active role in monitoring his/her health status in order to enjoy an enhanced feeling of 
safety and an elevated quality of life. The newest, emerging business model in the 
market is about selling devices and service subscriptions directly to the general public 
and set up a more elaborate and modular service provision infrastructure to meet de-
mand. This model foresees that monitoring devices are sold like mobile phones, to-
gether with subscriptions to medical call centres that can receive and diagnose a 
measurement, keep records of all transactions, even give access to the citizen’s de-
sired physician to view and diagnose the data and send recommendations through the 
service. 

This is especially relevant in view of the new, “wellness” market that is the fastest 
growing area of health-related expenditure in recent years. Under such circumstances 
the target population includes everyone, and not only some chronic patient groups or 
other clinical conditions. 

4   Case Studies 

4.1   The Private-Hospital Project 

The Private-Hospital project concerns the provision of the Mobinet telemonitoring 
services to post-surgery patients and patients with cardiovascular diseases by a well-
know private hospital in Athens.   

During the project pilot operation phase eight (8) patients were equipped with 
medical kits, each including three telemonitoring devices, an ECG recorder, a blood-
pressure monitor and an oxymeter, as well as a mobile phone. Each patient participat-
ing in the pilot operation, following his discharge from the hospital, received a  
complete kit and training on the use of the devices and the mobile application for data  
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transmission. The patients were then responsible for recording their vital data on a 
daily basis and sending it to the Mobinet web-center for review and consultation by 
the hospital specialized staff.   

The project never proceeded beyond the pilot operation, as the local medical com-
munity perceived this novel service as a strong competitor that would reduce their 
clientele.   

It is a complicated structure, where the cardiologists, external to the hospital, refer 
their patients for operation, but then fear that they will loose them as customers. The 
introduction of a personalized monitoring system fear that will push the patients 
closer to the hospital and that will eventually lead to them loosing them. Thus, they 
stood against it and the Hospital Medical Management made a quick decision to kill 
the project so as not to put into turmoil the cooperation with the external cardiologists.  

Resistance to change is a common issue faced during the introduction of new 
methods in all industries. In the healthcare sector in particular, it is common that the 
medical community shows a negative attitude towards eHealth solutions. Although 
the project team worked towards the development of a network, where the cardiolo-
gists would be actively involved in the monitoring of their patients’ health status fol-
lowing hospitalization, the project was eventually terminated.   

4.2   RHA - Telemonitoring Pilot 

The Regional Health Authority - telemonitoring pilot has been designed with the aim 
to facilitate General Practitioners in completing every-day tasks and providing quality 
primary healthcare services to citizens.  It is being implemented by the health units 
that operate under the 3rd Regional Healthcare Authority in Greece, covering the 
Region of Central Macedonia so as to enhance access to specialized healthcare ser-
vices in remote areas.     

The pilot network implementation for the effective health monitoring in remote ar-
eas aims at the: 

• Provision of advanced healthcare services, regardless of geographical  
limitations 

• Preventive medicine 
• Efficient human resources management (for the healthcare providers) 
• Scientific personnel facilitation and diffusion of specialized knowledge 

The project generates significant social benefits and enables healthcare professionals 
to allocate their time in an efficient and effective manner, as they are able to manage 
more patients, since telemonitoring allows the simultaneous monitoring of the health 
status of multiple patients.  Patient management and also, data management for each 
patient is improved, facilitating medication management and the completion of ad-
ministrative tasks for the healthcare professionals.   

The RHA - telemonitoring pilot concerns interaction between GPs and experts.  
The 3rd RHM is responsible for the coordination and implementation of health care 
policies and services in the corresponding geographical region. In the frame of the  
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project implementation, it equipped the health-centers with sets of telemonitoring 
devices in the five remote areas for the provision of health telematics services.   

Early in the project design and planning, several health units expressed interest in 
participating to the provision of the telemonitoring services in rural areas.  Still, those 
health units operate under different regional healthcare authorities that due to legal 
and organization complications restricted their participation to the project.  As a result 
the project implementation team faced resistance to change from the selected partici-
pants and dealt with it by trying to provide motives, as the provision of anonymous 
medical data from the project database to the participants, so that the later will be able 
to present papers in scientific conferences and journals. 

4.3   The Telecare Center 

The Municipality of Trikala has designed a long-term strategic plan for the transfor-
mation of the local society, based on the opportunities created by the information 
society era. To this end, several e-services are planned and are being implemented.  
Part of this strategic plan is the establishment of a center offering advance health and 
social care services to the citizens of the region.   

The telecare center constitutes a single entry point to health and social services.  
Medical intervention and social support is provided to all citizens, eliminating dis-
crimination and other social isolation incidents. The citizens receive personalized 
health services and enjoy advanced community services at the same time. As a result, 
the telecare center constitutes an efficient channel for the provision of citizen-centric 
services, strengthening the role of the community public bodies in the society. Thus, 
the citizens feel safe and confident that the community takes their needs into serious 
consideration and respond to them.   

The Municipality of Trikala has designed a broad strategic plan regarding the im-
plementation of e-services in several fields of activity.  To this end, the Municipality 
of Trikala implements different projects, guided by the common vision, that is the 
region to be pioneer in applying advance ICT technologies in everyday activities. As 
a result, the telecare center project is carefully designed and is being implemented by 
a committed team who puts effort in order to bring advanced technology closer to all 
citizens. The success of the project lies on its impact on the quality of lives of the end-
users that is the citizens and their carers, while enhancing the social profile of the 
Municipality.   

4.4   Rural Healthcare 

A pilot study is to assess the performance of the development of a new telecare service 
for rural areas of Greece featuring a pilot telemetry network has recently reached its 
mid-life. The network was established in 2008 in 25 remote and isolated rural munici-
palities of Greece, 10 of them located in islands. The local primary health services 
were equipped with vital signs telemonitoring devices. At these points the family phy-
sicians record the vital signs of the patients with chronic diseases (cardiovascular and 
respiratory diseases). The data are transmitted through GPRS to a central webserver. 
Specialized physicians in Athens consult the recorded tests and provide advisory diag-
nosis to the local physicians.  
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A retrospective evaluation study was designed to evaluate the initial 6 months (of a 
12 months duration planned) of full operational working period of the telecare net-
work. Evaluation criteria measuring the adoption and the outcomes of the implemen-
tation of the specific telecare service were based on the recommendations of the 
WONCAon ICT to Improve Rural Health Care [4]. 

In total 777 different tele-consultations took place and 2206 logins in the online pa-
tients’ health records database, with the level of adoption of the telecare services by 
the local health professionals in everyday practice to vary significantly.  
What the study has concluded up to now can be summarized to that the introduction 
of telecare services for remote communities cannot automatically be a benefit for 
rural health workers and the communities that they serve. Ongoing support and com-
mitment from all engaged partners is crucial in order to maximise the potential for 
successful and sustainable telecare services to rural communities. 

5   Interoperability 

pHealth interoperability brings a new challenge to healthcare in that interoperability 
quality needs to be delivered across many systems and devices from a broad range of 
implementers. This challenge is of a new dimension at a scale and in a market envi-
ronment where the management of such processes among stakeholders is not yet in 
place. The aim of the efforts above is on the “what” needs to be done to deliver sys-
tems that will “plug and play” according to the specifications following the example 
of the IT industry. 

Recently a number of coordinated efforts are attempting to overcome this barrier, 
i.e. lack of interoperability. On the one end the industry has formed open consortia 
and alliances, such as the IHE, COCIR and Continua, to create interoperability pro-
files for specific use cases based on international standards. On the other end the 
European Commicion has taken particular steps to encourage cross-border interopera-
bility, the most prominent the Mandate 403/2007 to CEN/CENELEC/ETSI [5] and 
the Commission recommendation on cross-border interoperability [6]. 

A Quality Assurance process reinforcing interoperability may need to include some 
form of specification or labelling to allow for the easy identification by external par-
ties to the implementation that the quality assurance was effectively and satisfactorily 
performed. Many such schemes involving or not third party testers have been used in 
the medical industry.  

The most prominent labelling initiative in pHealth is the Continua Health Alliance 
[7], a group of technology, medical device and health and fitness industry players, 
committed to empowering consumers and patients world wide, to take an active role in 
their own care through the use of technology. They recently unveiled their first set of 
guidelines, based on proven connectivity standards that is hoped will help to increase 
assurance of interoperability between devices, enabling consumers to share informa-
tion with care givers and service providers more easily. Manufacturers of products that 
meet these guidelines are permitted to use the Continua Health Alliance certification 
logo to promote their products. The logo will clearly identify certified products, mak-
ing it easy for purchasers to choose products that work together seamlessly. 
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6   The Implementation Context Implications – Concluding 
Remarks 

Recent research advances have made possible a viable solution regarding the provi-
sion of personalized health services, seamlessly from the patient point of view.   

However, patient satisfaction is no longer an easy goal to achieve.  Demographics 
and socio-economic forces endorse the healthcare industry transformation and mod-
ernization.  Ease of use, system reliability, availability of the service are some of the 
critical factors that lead to a successful phealth scheme implementation. The attrac-
tiveness of the new systems or method reassures active user involvement, and much 
more importantly leads to user satisfaction and acceptance.    

The most important asset in such phealth attempts is the broadly disciplined and 
highly skilled human capital, consisting of engineers, healthcare professional and 
marketers with long-term research experience in the health-telematics field.   

Within the commercial context, research outcome should be perceived as the con-
version of knowledge and ideas into a benefit, which is for commercial use, while 
promoting at the same time the public good.   

Vidavo in particular aims to bridge the gap between research results and commer-
cial deployment. In theory, the gap is created by the inability of the researchers to 
timely consider the actual user needs in order to develop products and services ad-
dressing those needs. Instead, they provide high technology, transformed in sophisti-
cated products that target highly skilled users, creating new educational and training 
needs.  

In practice, the gap between a successfully working prototype to a successful com-
mercial deployment is widened by the users resistance to change, organizational com-
plexities, financial implications, the sector’s dependencies on old fashioned marketing 
policies, and regulatory vagueness.  User attractiveness of the new systems (emerged 
as the outcome of research activity) is only one attribute that contributes to real im-
plementation success and certainly is not sufficient.   

As already discussed in previous paragraphs and depicted in the case studies de-
scribed, uptaking of phealth is initially limited by the required investment costs.  Once 
the financial obstacles are overcame, phealth uptake is constrained by the organiza-
tional complexities of the health sector, the reluctance to change of the health employ-
ees, combined with the technophobia of the medical community. Further concerns 
include the interoperability of the fragmented systems that prevail in the sector and the 
absence of a concrete legal / regulatory framework.   

Still, phealth uptake can be effectively encouraged the strength and qualities of the 
partnership that attempts to initiate phealth services, the recruitment of the right peo-
ple, system attractiveness, leading to strong demand, as well as political support and 
profound socio-economic benefits.   

phealth implementation could prove to be a win-win situation for end users, health-
care providers and technology developers in the long-run.  The short-term path to 
implementation still seems sterile, prolonging commercial exploitation life-cycle.   
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Abstract. In wireless LANs, different multi-user access methods such
as TDMA, OFDMA and SDMA are available which can be used with
or without channel knowledge at the transmitter and a single antenna
(MISO) or multiple antennas (MIMO) at the receiver. A cross-layer
scheduler is considered which can be configured with these different PHY
methods as well as with knowledge about application requirements and
channel conditions at the MAC layer. The scheduler computes priorities
on the MAC layer that are handed over to the physical layer in order to
keep quality-of-service constraints such as throughput and delay. In this
paper, it is demonstrated that controlling the priorities by a QoS aware
resource allocation method allows to meet the requirements by the appli-
cations under various channel conditions. MISO-SDMA has a relatively
small performance penalty in comparison to MIMO-SDMA which gives
the best result. For MIMO-TDMA and -OFDMA, channel knowledge at
the PHY layer does not result in essential performance enhancement.

Keywords: Wireless LAN, cross-layer, MIMO.

1 Introduction

Wireless LANs have to meet increasing requirements nowadays and in the fu-
ture: high data rates for each user, high spectral efficiency in the sense of a
high total capacity and meeting several types of QoS requirements for different
applications.

Up to now, most protocol stacks are designed according to the OSI model
which defines seven layers from the physical layer up to the application layer,
with an increasing degree of abstraction from the physical hardware. In legacy
protocol stacks, these different protocol layers have been optimised indepen-
dently of each other. This separation is in particular problematic for the design
of the two lowest layers, which are the MAC and the PHY layer, because there
are close mutual dependencies between these two layers. The QoS requirements
have already to be considered by selecting the physical transmission method.
Moreover, the actual channel conditions and the effects of these conditions for
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a QoS aware transmission have to be known when selecting a particular packet
for the transmission.

To cope with these requirements, in the framework of the xLAYER project
funded by the German Research Foundation (DFG), a cross-layer transmission
system for wireless LANs is developed which is located inside the access point
resp. base station and has full control of the channel access. The introduced
transmission system extends the proposal of the IEEE802.11n standards draft,
where centralised channel access with assignment of user priorities is specified
as Hybrid Coordinated Channel Access (HCCA). By means of this transmission
system, a comparison of the scheduler performance in case of TDMA, OFDMA
and SDMA was given in [6] where a statistical channel model [5] specified by
the IEEE 802.11n Task Group was used. With the aim of a more precise mod-
eling of the channel in case of indoor scenarios, a raytracing approach shall now
be considered which allows a more realistic simulation of the signal propaga-
tion between the base station and the users. The model was investigated along
with various physical transmission schemes in [1]. In this paper, the interaction
between the newly introduced physical model and the higher-layer scheduler
is highlighted. The QoS properties for different users are compared for different
MAC scheduling methods along with the different approaches on the PHY layer.
In this way, information also can be obtained on how much complexity on the
PHY layer such as the requirement of channel knowledge and the number of
antennas at the receiver side is required.

2 Cross-Layer Scheduler

The cross-layer scheduler deployed in the simulation includes two stages as shown
in Fig. 1: the hardware-independent stage which is located in the MAC layer se-
lects packets based on a certain scheduling strategy. For each user, a separate
data flow with an own queue is maintained. The packets for each data flow
are assigned a priority value according to the selected scheduling strategy. Af-
ter the packets have been classified in this way, a list is handed over to the
hardware-dependent stage inside the PHY layer. According to different trans-
mission strategies, time slots, OFDM subcarriers or spatial transmission paths
are assigned to the users according to the given priorities. For each user, the
channel matrix is available for each OFDM subcarrier at regular sampling in-
tervals. From the channel matrices and the user priorities, the allocation of the
users to the channel resources and the resulting capacities are calculated. To do
so, the physical layer scheduler maximises the weighted sum rate according to
the priorities given by the MAC layer scheduler.

In each turn of the scheduler, at first, one packet is taken from each user
provided that data is ready for transmission in the respective queue. For the
user with the longest transmission time which results from the packet length
and the available capacity, one packet is selected. The other users with shorter
transmission times fill in the gap with further packets as far as possible. If finally
the remaining gap is too small to transmit a complete packet, then only a part
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packet importance table
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to physical
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imp. chan. cap.flow no TX prio

Fig. 1. Design of the parallelised cross-layer scheduler

of the packet is sent which fits into the gap and the remaining data is added to
the next packet which is waiting in the queue. In this way, the available airtime
is used whenever possible.

Two scheduling strategies are considered: in case of the modified Round Robin
(RR) strategy, the MAC scheduler is unaware of queue states. In each turn of the
scheduler, it assigns priorities in a linearly decreasing way as shown in table 1.

The quality-of-service (QoS) scheduler sketched in Fig. 2 compares the achieved
throughput and the packet age against target values, where the target value
Su,tar for the throughput is the amount of data transmitted by user u within a
sliding time window; in order to control the delay, the packet expiry time tu,tar
for the next packet that is at the top of the queue for user u is used. With Su,cur
being the current throughput of a user and tcur being the current system model
time, The differences Su,tar −Su,cur and tu,tar − tcur are adaptively weighted and
converted into a priority wu for each user u as described in detail in [7].
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Table 1. Priority assignment for modified Round Robin scheduling

time slot
1 2 3 . . . 8 9 . . .

user 1 7 6 5 . . . 0 7 . . .
user 2 6 5 4 . . . 2 1 . . .
. . . . . .
user 8 0 7 6 . . . 4 3 . . .

uw

w thrp

Su,cur

Su,tar

sliding window
with recently transmitted
packets

time

(for this packet)

upcoming packets

w delay

t,cur tu,tar

Fig. 2. Principle of the QoS aware scheduler

In this paper, only the downlink from the access point to the mobile stations
is considered for the transmission of user data; in the uplink direction, only
acknowledgement packets are transmitted.

3 Physical Transmission Methods

SISO (Single Input Single Output): In this case, the different locations of the
users have little effect because both the access point and the mobile terminals
only have one antenna. In this paper, this case is not furthermore considered.

MISO (Multiple Input Single Output): In the case of MISO, the access point
exploits the different spatial locations between the users, however the mobile
terminals do not. Users located at different positions however can be separated
by the access point so that the sum rate over all users can be increased. The
per-user rate is expected to remain unchanged.

If TDMA or OFDMA is used together with a MISO transmission, further cases
can be distinguished regarding the usage of spatial diversity. Space-Time Block
Codes (STBC) [8] improve the reliability of the transmission because they allow
to combine the signals received at different antennas. In this way, it is likely that
at least at one antenna a good signal is available. Beamforming (BF) [10] allows
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to focus the transmitted signal onto particular users during the transmission
of a packet which uses the transmit power more efficiently. When combining
MISO with SDMA, Dirty Paper Coding (DPC) can be deployed where users
with higher priority are separated by “pre-subtracting” interference caused by
signals for users with lower priority. For a sufficient number of users, the number
of receive antennas becomes irrelevant [4] so that DPC then also can be deployed
by using a single antenna at the user. In section 5 these anticipated effects of
the different transmission methods are evaluated more closely by simulations.

MIMO (Multiple Input Multiple Output): In this case, both the access point and
the mobile stations have more than one antenna. When combining with TDMA
or OFDMA, successive interference cancellation (SIC) [3] is used if no channel
knowledge is available at the AP or Singular Value Decomposition (SVD) in case
that channel knowledge is perfect. In case of SDMA, the method to separate the
users is DPC as already described in the section about MISO.

Considering an access point with NT transmit antennas and mobile stations
with NR receive antennas each, the channel matrix Hu[m] of subcarrier m for
user u has the size NR×NT. The transmitter is described by a covariance matrix
Φxu [m] for each subcarrier m. Furthermore, the model considers an effective
noise vector ñu[m] with the covariance matrix Φñu

[m] including additive white
Gaussian noise and interference. The data rate Ru[m] for user u and subcarrier
m can then be calculated as [9]

Ru[m] = log2 det(I + Φ−1
ñu

[m]Hu[m]Φxu [m]HH
u [m]). (1)

4 Simulation Setup

An indoor scenario is considered where NU = 8 users are located in a room with
the size 8 m×6 m×3 m as shown in Fig. 4, where each of them is equipped with
a mobile station which remains at a fixed place. Slight movements of the users
are simulated by clusters of scatterers which slowly orbit around a center in front
of the mobile stations. An access point with NT transmit antennas is mounted
at the ceiling. The access point keeps a separate queue for each user resp. data
flow with a length of 50 packets. Each of the mobile stations has NR = 1 receive
antenna in case of MISO and NR = 4 antennas in case of MIMO. An OFDM
transmission system is used with NM = 32 subcarriers working at a carrier
frequency fC of 5.2 GHz with a channel bandwidth of 40 MHz. Reflections on
the walls and on the scatterers are simulated by a simplified raytracing model
as specified in [2] which considers reflections up to second order. The signal-to-
noise-ratio at the receiver averaged over all users, subcarriers and time samples
is set to 20 dB.

An example for the channel characteristics is given in Fig. 3 which shows the
absolute value of the channel matrices H as a function of the sample k and the
subcarrier m for a particular user.

The channel coefficients which are the basis for the calculations of the physical-
layer scheduler are updated every 4 ms.
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Fig. 3. Example for the characteristics of the channel model with m subcarriers for
k = 200 time slots

The users 1, 2 and 3 have time-critical flows with delay constraints of 15 ms
each; the other users have best-effort flows with a given data rate. The packet
size is set to 40000 bytes for all users. The loads for the non-time-critical flows
are set to values above the available channel capacities so that the system is
always in saturation to allow a comparison between the different transmission
schemes. The simulated model time is 10 seconds.

The simulator used for the investigations discussed in this paper is called
WARP2; it implements the IEEE 802.11 protocol stack and has been extended
with the two-stage MAC/PHY scheduler as described above.

5 Simulation Results

Fig. 5 shows the total throughput as well as the per-route throughputs which
are achieved for the different transmission schemes where “dumb” resp. “smart”
means that the transmission scheme works without resp. with channel knowledge.
As expected, SDMA achieves the best performance, followed by MIMO-OFDMA
and MIMO-TDMA. A notable fact is that the presence or absence of channel
knowledge does not enhance the total throughput significantly in all cases.

The QoS scheduler keeps the requirements of the time-critical flows except for
dumb MISO-TDMA and dumb MISO-OFDMA where a channel with a small
total capacity has to be shared which results in failure of serving even the time-
critical users. In this case, a call admission control would be needed to disconnect
users whose requirements cannot be met, which will be future work. The remain-
ing airtime is distributed among the non-time-critical flows. In most cases, the
users are served in a fair manner in the sense that they get an amount of channel
capacity which is proportional to their offered load. In certain situations, how-
ever, channel conditions prevent a fair distribution as it can for example be seen
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Fig. 5. Throughput for the different transmission methods, QoS scheduler

for user 8 who is served less than the other non-time-critical users in the TDMA
or OFDMA case. With SDMA, channel resources are sufficient so that the user
can be correctly served as well.

Except for the MIMO-SDMA scenarios, the achieved throughput for the non-
time-critical flows is significantly smaller than the offered traffic load. This means
that the system is in saturation; the respective queues are filled up to the max-
imum limit. Any packets which exceed the queueing capacity are dropped.

For MIMO-TDMA and MIMO-OFDMA the results for dumb and smart trans-
mission are almost the same whereas there is a notable increase for MISO-
TDMA/-OFDMA. The reason is that in case of MIMO, the user gets a bet-
ter average channel with less variation due to the antenna diversity which then
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Fig. 6. Delay for the different transmission methods, QoS scheduler

cannot be enhanced much more by channel knowledge. Therefore, MIMO-
TDMA/OFDMA is attractive for system designs because without the require-
ment for channel knowledge less feedback in the uplink from the receiver to the
sender is needed. For maximum performance requirements, MIMO-SDMA is the
method of choice, however also MISO-SDMA gives good results which are still
higher than for MIMO-TDMA or -OFDMA which makes it attractive for small
devices without space for multiple antennas.

The delays achieved by the above scenario are illustrated in Fig. 6. For
overview reasons, the delay is shown only for three out of the eight users, two
users with a time-critical flow and one user with a non-time-critical flow. The
QoS requirements for the time-critical users are kept independent of the total
capacity of the transmission system, except for dumb MISO-TDMA or -OFDMA
where the total channel capacity is insufficient so that the users cannot be cor-
rectly served. The delays for the non-time-critical flows are high because the
queues run full in this case. With increasing total capacity, the delays are re-
duced because due to the higher service rate, the dwell time of the packets inside
the queue decreases.

An example for the behaviour of the queues during the time progress is given
in Fig. 7 for the QoS scheduler in case of dumb MIMO-OFDMA. where the
queue lengths are shown for three users for the first second of model time. User
1 and 3 get real-time service so that the queue lengths are kept at a maximum
of 3 in order to avoid exceeding the maximum delay due to queueing. User 4 has
a higher load and is a best-effort user, so that the offered load cannot be fully
served and the queue are filled quickly up to the maximum length. The limited
queue size also limits the delay of the queued packets, however packet loss will
occur.
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Fig. 7. Queue lengths for three users, QoS scheduler

Fig. 8. Throughput for the different transmission methods, RR scheduler

For comparison, the same simulation setup has been run with RR as the
MAC scheduling strategy. Fig. 8 shows the results for the achieved throughput.
The total capacities in case of the different transmission schemes are similar
to those achieved in the case of the QoS scheduler, however the allocation of
troughput to individual users is largely different. The QoS requirements for the
time-critical users cannot be kept except in the cases that the total available
throughput is high. Despite of the regular assignment of priorities, even users
with equal offered traffic load achieve significantly different throughputs due to
different channel conditions: a user who is located at a distant position from the
access point in average experiences a reduced channel quality in comparison to a
user who is closer. User 4 is always assigned a disproportionately high capacity,
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Fig. 9. Delay for the different transmission methods, RR scheduler
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whereas the QoS scheduler discussed before reduces the service of user 4 to some
extent in order to provide more capacity to other users. The delay results in
Fig. 9 correspond to the throughput measurements. The QoS requirements for
the time-critical users are are only met if the total capacity of the system is
sufficiently high so that the system works in a best-effort manner.

Fig. 10 shows the temporal queueing behaviour of the users 1, 3 and 4. User
1 has a relatively small load so that the RR scheduler serves him frequently
enough to keep the queue at zero size, i. e. no packet is backlogged, each packet
is immediately prepared for transmission. User 3 has a load which is higher than
the service rate, the queue is quickly growing. Since the user is time-critical,
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the packets expire so that the queue is flushed and the packets discarded in
certain time intervals. User 4 has a higher load, but is not time-critical so that
the packets are not subject to ageing. The queue rapidly grows to the maximum;
any extra packets beyond the queue length are dropped.

6 Conclusion and Outlook

The performance of the cross-layer scheduler has been tested along with dif-
ferent MAC scheduling methods including and without knowledge about user
requirements and queue states; different transmission methods with and with-
out channel knowledge were investigated as well as transmission with single or
multiple antennas at the receiver. With the QoS scheduler on the MAC layer, per-
formance requirements can be kept for time-critical flows under a wide range of
total system capacities. The remaining capacity is allocated to non-time-critical
flows in a fair manner in the sense that each flow approximately gets the same
portion of the available resources. The comparison with the RR scheduler shows
that users with the same offered traffic load achieve different throughputs due
to different long-term channel conditions; by the help of QoS scheduling, this
problem can be balanced by assigning the priorities in a suitable way. MIMO-
TDMA or MIMO-OFDMA transmissions show a relatively small speed penalty
when transmissions with or without channel knowledge are compared so that
effort of providing and processing channel state information can be saved. The
speed penalty of MISO-SDMA vs. MIMO-SDMA is relatively small so that the
scheme is suitable for small devices without space for multiple antennas.
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Abstract. A novel filter bank based multicarrier (FBMC) transmission
scheme is proposed, where the transmit antennas are employed to sub-
stantially reduce the inherent inter-carrier and inter-symbol interference.
Since FBMC systems do not apply a guard interval, they can achieve
higher spectral efficiencies than OFDM systems, although at the cost
of additional inter-symbol interference (ISI). In this paper, we present
a method which reduces the number of interference terms by employ-
ing a multiantenna precoding scheme based on spatial diversity, and the
system can benefit from the multiuser gain, through an opportunistic
scheduler at the transmitter side.

Keywords: OFDM, OFDM-OQAM, Multiple Antennas, Filterbank,
MIMO.

1 Introduction

Very high communication rates in wireless systems can be achieved by multicar-
rier techniques, that can be further combined with the Multiple-Input-Multiple-
Output (MIMO) technology to provide both efficiency and Quality of Service
to the system. The channel in these broadband systems is typically frequency
selective and one of the best multicarrier techniques that can be jointly used
with MIMO is the Orthogonal Frequency Division Multiplexing (OFDM), that
converts the frequency selective channel into a set of parallel frequency-flat chan-
nels. Such great characteristic made OFDM to be included in several communi-
cation standards as the IEEE 802.11n WLAN standard, while its OFDM Access
(OFDMA) version is considered for the IEEE 802.16e WiMAX standard.

However, OFDM has a number of drawbacks that decrease its efficiency. One
of these drawbacks is the need of a Cyclic Prefix (CP) to deal with the channel
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impulse response, which leads to an efficiency decrease of 10% - 20% that rep-
resents a huge amount of misuse in the invested resources [1]. It also requires
a block processing to maintain orthogonality among all the carriers, which is a
serious handicap for scalability, as it is impossible to introduce, in a block of car-
riers, one or several signals that are not synchronous with the rest of the block.
Keeping in mind the heterogeneous nature of modern communications with users
running different applications characterized by various rates, initialization times
and QoS demands; OFDM can create a problem of synchronization over the
system. Clearly, OFDM is already implemented in a lot of communication stan-
dards and it is attractive due to its low complexity, and it is now familiar to
both the academia and industry; but to further increase the system efficiency,
further research is developed in the communications arena to find alternative
multicarrier schemes.

One of most promising proposals is the Filter Bank based Multicarrier
(FBMC) transmission [2], that shows both enhanced performance and oper-
ational flexibility by exploiting the spectral efficiency of filter banks and the
independence of the subchannels. While in OFDM, the subcarrier spectra have
a strong overlap with adjacent subcarriers, in FBMC the transmission chan-
nel is divided into subchannels, providing a control over the allocation process,
together with the scalability advantage. FBMC benefits from the OFDM advan-
tages and combines them with the Offset Quadrature Amplitude Modulation
(OFDM-OQAM), where no CP is needed, achieving higher spectral efficiency
than the classical CP-OFDM as all the system resources are devoted to increase
the whole system throughput.

As OFDM-OQAM (i.e. FBMC) does not use the CP, then the main complex
task in this technique resides in the combat of the InterSymbol Interference (ISI)
and the InterCarrier Interference (ICI), where these tasks are usually performed
by the receiver through some complex operations, that have handicapped its
implementation. The study of OFDM-OQAM was initially proposed more than
25 years ago [3], and its complexity was the main drawback behind the consider-
ation of FBMC in realistic systems. But current processing capabilities at both
the transmitter and the receiver make the objections to the FBMC approach to
be unfounded. And recently, an increasing interest in FBMC has again emerged
[2][4][5].

With the implementation of MIMO in almost all commercial standards, the
system designer has an additional resource that can be employed to cancel the
interference terms, and therefore to decrease the complexity related to FBMC
schemes. Moreover, the availability of multiple users in the system is beneficial
to enable the transmitter to select the user with the best channel conditions at
each time, and by this way to increase its sum rate. This scheme is known as
the Opportunistic scheduler [6], which has been commercially introduced in the
UMTS-HSDPA standard.

Therefore, the objective of this paper is to propose a spatial diversity scheme
through MIMO to cancel the ISI and ICI in the system, so that the implemen-
tation of the FBMC technique can be possible. In other words, MIMO will be
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in charge of the required interference mitigation in the system. Besides that,
the system multiuser gain [6][7] is employed to increase the rate behaviour. To
the best of the authors’ knowledge, no such scheme is previously proposed in
literature, so that the result of our work will be a communication technique that
provides all the advantages of MIMO and FBMC with a complexity that enables
for its consideration in practical systems.

2 System Model

We focus on the Downlink channel where V receivers, each one of them equipped
with a single receiving antenna, are being served by a transmitter at the Base
Station (BS) provided with nt transmitting antennas. The case of nt = 2 is
considered along the paper for easiness in the results presentation and to align
with all commercial implementations of the IEEE 802.11 pre-n and the proposals
for all LTE systems, where its upgrade to any number nt is straightforward. A
wireless multiantenna channel h[1×nt] = [h1(t) h2(t)] is considered between the
transmitter and each one of the users, where a quasi-static block fading model is
assumed, which keeps constant through the coherence time, and independently
changes between consecutive time intervals with independent and identically dis-
tributed (i.i.d.) complex Gaussian entries ∼ CN (0, 1). Let x(t) = [x1(t) x2(t)]T

be the nt × 1 transmitted vector, while denote rv(t) as the received signal at the
vth receiver as

rv(t) = hv(t)x(t) + zv(t) = h1(v)(t)x1(t) + h2(v)(t)x2(t) + zv(t) (1)

where zv(t) is an additive Gaussian complex noise component with zero mean
and a variance of σ2. The transmitted signal x(t) is a coded version of the i.i.d.
data symbols si(t) with E{|si|2} = 1. For ease of notation, both the user and
time indexes are dropped whenever possible.

3 Opportunistic Transmission

One of the main transmission techniques in multiuser scenarios is the opportunis-
tic technique [6][7], where during the acquisition step, a known training sequence
is transmitted for all the users in the system, and each one of the users calcu-
lates the received SNR, and feeds it back to the BS. The BS scheduler chooses
the user with the largest SNR value for transmission to benefit from its current
channel situation, and therefore improving the global system performance. This
opportunistic strategy is proved to be optimal [6][7] as it obtains the maximum
rate point.

4 OFDM-OQAM

In conventional OFDM systems each carrier from a total of M carriers is modu-
lated using QAM, where a rectangular window is employed to shape each QAM
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Fig. 1. System model for FBMC

symbol. To avoid ISI in the system a CP is used, so that thanks to the CP, no
complex channel equalizers are needed at the receiver side, thus decreasing the
system complexity, but at expenses of a lower system efficiency due to the 10%
- 20% of resources that are employed for CP.

OFDM-OQAM is an alternative modulation that introduces an efficient pulse
shaping in its modulation scheme through the use of accurately non-rectangular
pulse shaping and thus, it generates less out-of-band radiation and provides bet-
ter frequency localization. Therefore it can be employed without the need of a
CP, so that it overcomes the loss of resources of conventional OFDM. But to em-
ploy non-rectangular pulse shaping, the OQAM is needed, where this modulation
introduces through each of the carriers, a time offset between the real part and
the imaginary part of the sent symbols. Removing the CP increases the system
performance, but it requires for an alternative processing to remove ISI, which
together with the accurate pulse shaping requirement, drives some complexity
in the system that has been considered excessive for its implementation.

But thanks to current receivers processing capabilities, the complexity in-
crease is affordable, so that along the complexity-performance tradeoff, the opti-
mization goes to the performance side, which motivates the recent large interest
in FBMC systems in realistic systems [2][4]. Remember that such employment
of OFDM-OQAM also enables the system administrator to benefit from other
advantages, mainly in terms of scalability and synchronization.

Fig. 1 shows a schematic of the FBMC system where two PolyPhase Networks
(PPN), with a total of N = 2 × M subchannels, are included in the processing
at both the transmitter and the receiver. The PPN is composed of a set of filters
that are obtained by shifting the response of a low pass filter on the frequency
axis; where the low pass filter is named the Prototype Filter in the research
community [5][8]. As previously commented, the OQAM accomplishes a signal

Table 1. Example of OQAM symbols mapping to the PPNs

subchannel\time t t+1 t+2 ...

SubChn.1 (PPN1) Re. part Img. part Re. part ...
SubChn.2 (PPN2) Img. part Re. part Img. part ...
SubChn.3 (PPN1) Re. part Img. part Re. part ...

... ... ... ... ...
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separation between the real and the imaginary parts of the signal and performs
an offset on them, so that 2 PPNs are employed in the transmission process, one
for transmitting the real part of the symbol and the other one for the imaginary
part, and performing a continuous switch between their roles, thus making the
transmitted data along the PPNs to be as shown in Table 1. A main characteristic
of OFDM-OQAM is that the data are transmitted as real numbers at twice the
conventional Nyquist rate associated with the prototype filter. Therefore, the
number of PPN subchannels (i.e branches) are twice that of OFDM carriers to
separately account for both the real and imaginary parts of the symbol. The
output of each two adjacent subchannels (over one time instant) are added and
transmitted over a single OFDM carrier.

However, large values of ICI and ISI are generated in the system, and some
processing at the transmitter and/or the receiver side must be accomplished to
mitigate them. In addition, two neighbouring subchannels overlap, in order to
fully exploit the available frequency spectrum. The consequence is an interference
pattern between the subchannels as follows

Table 2. Example of an OFDM-OQAM interference pattern

t-1 t t+1
SubChn.1 Interference Interference Interference
SubChn.2 Interference Desired signal Interference
SubChn.3 Interference Interference Interference

As just commented, in the current State of the Art related to OFDM-OQAM
(only with a single antenna), a symbol s is decomposed into its real part d1 =
Re{s} and imaginary part d2 = Im{s}, so that two adjacent subchannels are
employed for its transmission in the same time instant, as follows:

Table 3. OFDM-OQAM setup in a single antenna scenario

subchannel 1 subchannel 2
antenna1 d1 on PP N1 d2 on PP N2

In the following time instant the order is reversed, so that the real part of
the next symbol is transmitted in subchannel 2 and its imaginary part in the
subchannel 1, to comply with the Offset philosophy.

To the best of the authors’ knowledge, such interference mitigation is only
proposed through some processing over different time samples [2], which beyond
the introduced time delay, it does not show attractive results. In [2], an initial
study of two transmitting antennas is performed, but the final result is still
time dependant. In the current paper, we will propose some spatial interference
mitigation that is jointly performed with a selection of the most appropriate user
through the Opportunistic scheduler, as now shown in the next section.
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5 Spatial Diversity in OFDM-OQAM

One of the drawbacks for the consideration of OFDM-OQAM in current com-
mercial systems is the generated interference in the system due to the non-
employment of the CP. On the other hand, the MIMO technology is already
available in almost all OFDM-based wireless standards (e.g. IEEE 802.11n and
IEEE 802.16e). Joining the two factors, notice that MIMO can be employed
to carry out some interference mitigation in the system, which has its chal-
lenges when applied to the OFDM-OQAM interference pattern in Table 2, but
such interference mitigation stands as one of the main milestones to make the
OFDM-OQAM to be attractive, and to reduce its complexity as it avoids extra
interference cancellation mechanisms at the receiver side, that use to be very
complex.

Thanks to the consideration of MIMO, two simultaneous symbols can travel
in the channel at the same time and through the same subchannel, so that a
possible setup for the OFDM-OQAM transmission over the subchannels and on
a single time instant is shown in Table 4, where the PPN order is switched over
the two antennas.

Table 4. OFDM-OQAM setup in a two antennas scenario

subchannel 1 subchannel 2
antenna1 d1 on PP N1 d2 on P PN2

antenna2 d1 on PP N2 d2 on P PN1

The two antennas are employed to provide the system with a Space Time
scheme to enable interference mitigation at the receiver side through some signal
processing. It is worth noting that with this approach, the second antenna is
employed to transmit the same information as in the first antenna, implementing
the same principle as the very well-known Alamouti scheme [9], but with some
modification to enable its application to the OFDM-OQAM technology with all
the challenges behind its consideration, mainly the large amount of generated
interference in OFDM-OQAM.

Considering this setup, the received signal r1 in the first subchannel states as

r1 = (d1 + jf1)h1 + (d1 + jf1)h2 + z1 (2)
where z1 is the noise term received in the subchannel 1, and f1 accounts for
all the interference components [8] that arise from the filterbank usage at the
first subchannel, where as shown in Table 2 this interference comes from the two
adjacent subchannels and time instants. On the other hand, the received signal
in the second subchannel is as

r2 = (jd2 + f2)h1 + (jd2 + f2)h2 + z2 (3)
with f2 as the interference terms in the second subchannel.

The reader can wonder that if h1 and h2 are equal in magnitude and op-
posed in phase, then no signal will reach the receiver, but this is a hypothetical
case with negligible probability. Even that, this case fails in the system outage
consideration, exactly as the Alamouti scheme does [9].
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5.1 Receiver Processing

The receiver now has two different arriving signals r1 and r2, one on each sub-
channel. Notice that two antennas operating on two subchannels (i.e. one single
OFDM carrier) and on one time instant are employed to transmit a whole symbol
(i.e. both its real and imaginary parts), then a full diversity rate [9] is obtained.
The antennas are efficiently employed in the system with their diversity gain to
help mitigating the generated OFDM-OQAM interference, thus decreasing the
OFDM-OQAM complexity.

At the receiver side, some processing can be accomplished to obtain the fol-
lowing expression from r1, as follows

y1=Re{h∗
1 r1+h2 r∗1}=

(
|h1|2+2Re(h∗

1h2)+|h2|2
)

d1+Re(h∗
1z1)+Re(h2z

∗
1) (4)

where we can see that all the interference terms f1 are removed thanks to the re-
ceiver processing. This is actually a great step for OFDM-OQAM as 8 interfering
terms have disappeared. The price for that is some dependence on the channel
phase due to the 2Re(h∗

1h2) term, that can show positive and negative values de-
pending on the instantaneous channel conditions of both h1 and h2. Notice that
the information in d1 is received with a great spatial antenna gain as it benefits
from both h1 and h2. Moreover, the data component d1 is received without any
other data components, so that with the simple Matched Filter (MF) receiver,
the data can be efficiently extracted. Obviously, this single equation is enough
for the detection of d1 but we still need another one for d2. Remind that d1 and
d2 are the real and imaginary parts of the same symbol, so that the symbol is
correctly received only if its both parts are properly detected.

Thus we need for an additional equation for d2, and applying a different
processing for subchannel 2 at the receiver side, we get the following expression

y2=Im{h∗
1 r2+h∗

2 r2}=
(
|h1|2+2Re(h∗

1h2)+|h2|2
)

d2+Im(h∗
1z2)+Im(h∗

2z2) (5)

where we also notice that there is not any interference term in the equation.
From the previous two equations, the detection of d1 and d2 seems to be

solved as no more OFDM/OQAM interfering terms are shown in the equations.
The problem that remains to be solved is the channel phase effect due to the
Re(h∗

1h2) term. Notice that the channel phase effect can be positive or negative,
where the receiver is interested in a positive value for the channels phase effect,
so that the decoding process is improved.

To increase the performance of any wireless communication system, the Mul-
tiuser gain has to be taken into consideration [6], so that the system admin-
istrator can benefit from the channel conditions of the available users in the
system to select the user with the best channel conditions. As OFDM/OQAM is
targeted to high data rate systems, then it seems straightforward to tackle the
opportunistic scheduling in its operation. This objective can be accomplished
if we define the user with the best channel conditions as the one who shows a
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positive and high value for the Re(h∗
1h2) term, so that its selection enables the

following condition(
|h1|2+2Re(h∗

1h2)+|h2|2
)

>

(
|h1|2+|h2|2

)
(6)

to guarantee that the phase channel effect is always beneficial to the system
performance. Therefore, the opportunistic scheduling is looking for scheduling
the user showing

max
v=1:V

(
|h1(v)|2+2Re(h∗

1(v)h2(v))+|h2(v)|2
)

(7)

which is later shown to offer higher multiuser gain than the standard Alamouti
scheme. The latter can be also operated with an opportunistic scheduler, where
the selected user will be the one showing

max
v=1:V

(
|h1(v)|2+|h2(v)|2

)
(8)

where the Alamouti scheme is shown [10] to highly benefit from the multiuser
gain.

6 Simulations

The performance of the studied scheme is presented by Monte Carlo simulations,
where the objective is to see the sum rate behaviour of the proposed scheme. We
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Fig. 2. Rate performance of Classical OFDM and OFDM-OQAM, both operated in
the spatial diversity philosophy
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consider a wireless scenario with nt = 2 transmitting antennas, and a variable
number of users each one equipped with a single-antenna. The transmitter runs
a spatial diversity scheme over OFDM-OQAM, where a total transmitted power
Pt = 1 is assumed with noise power σ2 = 1. A total system bandwidth of 20MHz
is considered in this scenario.

In Fig. 2, a scenario with a variable number of users is simulated, where the BS
carries out the scheduling of the user with the best channel conditions following
the selection algorithms in section 5.1. The comparison between the classical
Alamouti scheme and our proposed multiuser OFDM/OQAM shows the better
performance of or proposal, showing a higher benefit from the multiuser system
capabilities. Remind that the OFDM-OQAM system operates without CP, then
an additional 10%-20% gain is presented in the system and it is not included
in the plots. Obviously, this gain comes at expenses of a higher complexity for
the OFDM-OQAM strategy through its prototype filtering, but as we already
commented along this paper, this complexity increase is more than affordable in
current communication systems.

7 Conclusions

The paper proposed a spatial diversity scheme over OFDM-OQAM, where the
generated interference is cancelled through some processing mainly at the re-
ceiver side of the communication process. The transmitter accomplishes a user
scheduling to select the user with the best channel conditions to increase the
systems performance. To the authors’ knowledge, no previous proposals have
been presented in the literature to deal with such scenario setup.

The obtained results show that OFDM-OQAM stands as a potential alterna-
tive to the classical OFDM, as its presents better rate behaviour thanks to the
opportunistic scheduler to select the user with good phase component at each
instant. Moreover, the proposed scheme does not employ the CP, which is a fur-
ther increase in the system efficiency. Its advantages in terms of scalability and
synchronization can be also attractive for the system. Therefore, OFDM-OQAM
can be employed in certain scenario upon the requirements and restrictions for
the system designer.
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Abstract. RFID middleware is a cornerstone of non-trivial RFID deployments 
in complex heterogeneous environments. In this paper we present the principal 
middleware building blocks specified in the scope of the EPCglobal architec-
ture. Alternative protocols and implementation frameworks for realizing these 
middleware blocks are also presented. At the same time we outline several mid-
dleware extensions to the EPCglobal architecture, towards meeting common re-
quirements of automatic identification applications. Furthermore, we classify 
RFID applications into various categories based on their complexity, as well as 
based on their closed or open loop nature. Accordingly, we highlight the mid-
dleware blocks that are most important to each application category. 

Keywords: RFID, Middleware, Architecture, EPCglobal, Business Event  
Generation. 

1   Introduction 

RFID middleware is gradually becoming the cornerstone of non-trivial RFID de-
ployments in complex heterogeneous environments (e.g., logistics, supply chain man-
agement) comprising multiple readers, applications instances, legacy ICT systems, as 
well as sophisticated business processes and semantics. In such environments many 
distributed readers and antennas (e.g., in factories, warehouses, and distribution cen-
ters) capture RFID data, which must accordingly be conveyed to a variety of applica-
tions (e.g., enterprise resource planning (ERP) systems, warehouse management  
systems (WMS), corporate databases, process management systems).[1] Deployment 
and integration complexity are directly associated with the flexibility and versatility 
of the RFID middleware towards configuring and managing multiple heterogeneous 
devices, filtering and disseminating RFID data, translating low-level RFID data to 
high-level business semantics, as well as towards integrating RFID systems with 
legacy ICT systems and applications [5]. 
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The typical information flow within an RFID middleware system involves: 

• Collecting RFID data from the physical readers, through reading the tagged items. 
At this level middleware implementations insulate higher layers from knowing 
what reader /models have been chosen. Moreover, they achieve virtualization of 
tags, which allows RFID applications to support different tag formats. 

• Filtering the RFID sensor streams according to application needs, and accordingly 
emitting application level events. At this level middleware implementations insu-
late the higher layers from the physical design choices on how tags are sensed and 
accumulated, and how the time boundaries of events are triggered. 

• Mapping the filtered readings to business semantics as required by the target appli-
cations and business processes. At this level middleware implementations insulate 
enterprise applications from understanding the details of how individual steps in a 
business process are carried out. 

Software that implements any combination of these information flows can be con-
ceived as an RFID middleware. 

The above information flow is reflected in the EPCglobal architecture [2], where it 
is implemented based on the EPC-RP (Reader protocol), EPC-LLRP (Low-Level 
Reader Protocol), EPC-ALE (Application Level Events) and (EPC-IS) (Information 
Sharing) protocols and specifications [15]. Hence, the EPCglobal architecture speci-
fies a middleware framework for a broad class of RFID applications. However it lacks 
some features that are extremely handy for many automatic identification applica-
tions. In this paper we present both the EPCglobal middleware layers, as well as addi-
tional middleware features, which are not completely covered by EPCglobal. 

In this paper we introduce a middleware architecture (devised in the scope of the 
EC co-funded project ASPIRE [3]) which extends the EPCglobal architecture. To this 
end, we use the ASPIRE architecture to illustrate the various middleware layers and 
their possible implementations. Note that the proposed architectures have been de-
vised in order to cover large scale open loop fully fledged RFID applications in the 
scope of inter-enterprise scenarios. Nevertheless, we are currently witnessing the 
proliferation of less complex closed loop applications, which can be implemented 
based on cut down versions of the proposed architectures. These applications require 
subsets of the presented middleware blocks as discussed in later sections. 

The rest of this paper has the following structure: Section 2 discusses briefly the 
limitations of the EPCglobal architecture and introduces the ASPIRE architecture. 
This architecture is decomposed to the middleware building blocks dealing with read-
ers and tags virtualization in Section 3, to filtering and collection blocks in Section 4 
and Section 5 deals with the middleware blocks for addition of business context to 
RFID sensor streams. Section 6 classifies RFID applications into various categories 
and underlines the middleware building blocks that are relevant for each category. 
Finally, section 7 draws basic conclusions. 

2   RFID Systems Architecture 

The EPCglobal along with associated middleware implementations (see [4] for a 
comprehensive review) are subject to several limitations, some of which are inherent 
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to the EPC architecture. Specifically, the most prominent of these limitations relate to 
the following areas [4]: 

• Configurable Business Events Generation: Current middleware implementations 
do not provide support for configurable and automated translation of filtered data 
(i.e. ECReports) to business events (i.e. EPCIS Events). RFID developers are 
therefore still required to allocate programming effort in mapping ALE outputs to 
information sharing constructs. We strongly believe the configurable interpretation 
of RFID readings in a specific business context should be an essential functionality 
of any RFID middleware suite. 

• Support and integration for sensor data: In addition to identifying objects many 
applications (e.g., cold chain management) need to detect and consume physical 
measurements (e.g., temperature, humidity, weight, acceleration (for shock-
tracking), lighting). Hence, middleware frameworks must to provide the means to 
integrate sensors and accordingly make their data accessible by the applications. 
EPCglobal covers mainly the coding of things identifiers. While ALE reports can 
include (as extensions) physical measurements acquired by RFID sensor tags or 
sensors attached to the environment (e.g., RFID interrogator, container) at reading 
time, current middleware frameworks do not provide support for the consumption 
of these metrics. This is they do not cater for aligning the coding of these meas-
urements with main international units, quantities standards and specifications 
(such as ISO 31-0, JSR 275, Open Geospatial Consortium GML, Google KML). 
Middleware frameworks must therefore provide support for adapting and using 
sensor readings in accordance to these coding schemes. 

• Integration of Actuators: Experience with automatic identification applications 
manifests that there is often a need to quickly interact with the physical world 
based on a wide range of actuating functions such as locks, LEDs or mechanical 
controllers. Hence, RFID middleware frameworks need to be enhanced with actua-
tor control frameworks. 

• Reader Connectors and Virtualization: EPC-RP and EPC-LLRP prescribe reader 
protocol standards aiming at achieving vendor independence. In the current reader 
landscape however, there are still many readers that do not fully support these pro-
tocols. As a result there is still a need to provide an adaptation layer for non  
EPC-RP or EPC-LLRP compliant readers, similar to the HAL (Hardware Abstrac-
tion Layer) implementation of the Accada project for EPC-RP [1],[6]. Most impor-
tant, a middleware suite should include a uniform interface for communicating 
with upstream EPC layers (e.g., ALE). 

• End-to-End Management: Non-trivial RFID solutions are supported by highly 
heterogeneous infrastructures comprising multiple tags, readers, sensors, as well as 
a host of middleware components and servers. Managing such an infrastructure 
end-to-end is certainly asset towards facilitating the deployment and operation of 
RFID solutions. The EPC architecture and related middleware products emphasize 
on single reader management (e.g., based on the Reader Management Protocol) 
and do not support complete end-to-end management of the RFID solutions. 

• Programmability and (Visual) Integrated Development Environments: Integrated 
development environments (IDEs) and visual tools are a key prerequisite to boost-
ing RFID implementation. Most OSS RFID platforms do not provide complete  
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integrated environments enabling visual development of RFID applications, which 
only few exceptions that are still in their infancy [7], [8]. In order for RFID de-
ployment to go mainstream, complete IDEs enabling RFID consultants and busi-
ness users to configure standards based solutions through minimal programming 
effort are urgently required. 

 

Fig. 1. ASPIRE Middleware Architecture 

Driven by the above requirements and EPC limitations, the FP7 ASPIRE project 
has devised the middleware architecture depicted in Figure 1. It is based on the EPC 
architecture, but augments it with support for sensor data, end-to-end management, 
actuator control, as well as automated business context configuration functionality. 
These functionalities have been implemented in the scope of the AspireRfid [9] OSS 
project. Note that both the ASPIRE architecture and the AspireRfid project capitalize 
on lightweight container technologies, notably Open Services Gateway Interface 
(OSGi) (www.osgi.org) compliant for integrating and bundling the various middle-
ware components comprising the architecture. In addition to being lightweight, an 
OSGi container constitutes a dynamic module system, which allows the deployment 
of various middleware blocks (described in later sections) as modules that can be 
flexibly (even at runtime) installed, started, stopped, activated, deactivated and up-
dated. As a result, an OSGi based deployment facilitates the end-to-end management 
requirement, which is implemented based on JMX (Java Management Extensions) 
technology. 
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3   Readers and Tags Virtualization 

3.1   Tags Virtualization 

Tag virtualization capitalizes on a machine-readable version of the EPC Tag Data 
Standards specification [15]. This machine-readable version can be used for virtualiz-
ing underlying RFID tags through bridging and mapping different representations. 
Hence, a tag translation module is a (standalone or embedded) middleware compo-
nent that enables the interpretation of machine readable version of the tag. The inter-
pretation can be used in automated fashion. In addition the tag translation specifica-
tion can be used for validating machine readable formats of the EPC tags. The TDT 
engine built in the scope of the AspireRfid [9] project supports the ISO15693, 
ISO14443, ISO15961, ISO15962, ISO15963, various GS1 formats (EAN/UPC, GS1 
DataBar, GS1-128, ITF-14, GS1 DataMatrix, and Composite Component), as well as 
Bar Codes 1D and 2D: Note that barcode support is deemed particularly important 
given the vast number of legacy barcode applications, which need to be interoperable 
with emerging RFID applications.  

 

Fig. 2. Reader Virtualization Concept 

3.2   Readers Virtualization 

The role of the reader virtualization layer is to unify the way we interact with the 
miscellaneous hardware, by inserting a hardware abstraction layer and providing a 
fixed instruction set to the higher layers which require information from the hardware. 

Specifications exist that satisfy the need for a norm at this level; namely the EP-
Cglobal Reader Protocol (RP) and the EPCglobal Lower Level Reader Protocol 
(LLRP). These protocols define the standard bindings through which an application 
can send messages in a standardized format, as described in relevant standards [15].  
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Towards achieving reader virtualization a Hardware Abstraction Layer (HAL), en-
suring a graceful mapping of the standardized messages to the low-level vendor spe-
cific reader communication primitives is specified. The methods of communication 
between the HAL and the hardware itself will vary, depending on the hardware ven-
dor and it may require a serial connection, an Ethernet connection, etc. The protocols 
of communication may also vary from a raw TCP connection, to SSL and HTTP. The 
same will apply for the command and message encodings, which may be text, XML 
or binary. 

The layers above the HAL exchange messages that conform to a well-defined for-
mat – XML or text – using a set of standard network interfaces – Serial, TCP and 
HTTP. Any combination of the aforementioned is allowed. Figure 2 depicts the reader 
virtualization concept. 

4   Filtering and Collection (F&C) 

RFID technology when used in a large scale deployment generates an enormous 
number of object reads. Many of those reads represent non-actionable “noise.” To 
balance the cost and performance of this with the need for clear accountability and 
interoperability of the various parts, the design of the ASPIRE Architecture (Figure 1) 
seeks to: 

• Drive as much filtering and counting of reads as low in the architecture as possible. 
• Minimize the amount of “business logic” embedded in the Tags. 

The Filtering and Collection Middleware by applying EPC ALE (Application Level 
Events) [15] is intended to facilitate these objectives by providing a flexible interface 
to a standard set of accumulation, filtering, and counting operations that produce 
“reports” in response to client “requests.” The client will be responsible for interpret-
ing and acting on the meaning of the report. The client of the ALE interface may be a 
traditional “enterprise application,” or it may be new software designed expressly to 
carry out an EPC-enabled business process but which operates at a higher level than 
the “middleware” that implements the ALE interface.  Section 6 later in this paper 
elaborates on different deployment configurations depending on the application scale 
and nature. 

The ASPIRE filtering & collection middleware represents a single interface to the 
potentially large number of readers that make up an RFID system deployment. This 
allows applications to subscribe to a specific already defined specification, which is 
then used along with the Logical Reader definition to configure the corresponding 
reader devices using the EPC global reader protocol (RP) or low level reader protocol 
(LLRP) (Figure 2). 

Once the readers capture relevant tag data they notify the middleware which com-
bines the data arriving from different readers in a report that is sent according to a pre-
determined schedule to the subscribed applications. Since the middleware receives data 
from multiple readers, it provides specific filtering functionality depending on the 
already defined specifications. Redundant read events from different readers observing 
the same location are not included to the dispatched report, which accomplishes the 
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reduction of filtering and delivers the level of required aggregation to the registered 
application(s) interpreting the captured RFID data. 

The interfaces chosen to be used between the filtering & collection middleware and 
host applications is TCP/HTTP for the notification channel transferring XML reports 
and SOAP for the server operation programming (ECSpecifications defini-
tion/subscription, logical reader definition). 

The primary data types associated with the ALE API (Application Programming 
Interface) are the ECSpec, which specifies how an event cycle is to be calculated, and 
the ECReports, which contains one or more reports generated from a single activation 
of an ECSpec. ECReports instances are both returned from the poll and immediate 
methods, and also sent to notification URIs when ECSpecs are subscribed to using the 
“subscribe” method of the specification. 

An ECSpec describes an event cycle and one or more reports that are to be gener-
ated from it. It contains a list of logical Readers whose read cycles are to be included 
in the event cycle, a specification of how the boundaries of event cycles are to be 
determined, and a list of specifications each of which describes a report to be gener-
ated from this  event cycle. There are two ways to cause event cycles to occur. A 
standing ECSpec may be posted using the define method. Subsequently, one or more 
clients may subscribe to that ECSpec using the subscribe method. The ECSpec will 
generate event cycles as long as there is at least one subscriber. 

ECReports is the output from an event cycle. The essence of an ECReports in-
stance is the list of ECReport instances, each corresponding to an ECSpec instance in 
the event cycle’s ECSpec. In addition to the reports themselves, ECReports contains a 
number of “header” fields that provide useful information about the event cycle. 

The ALE interface revolves around client requests and the corresponding reports 
that are produced. Requests can either be: (1) immediate, in which information is 
reported on a one-time basis at the time of the request; or (2) recurring, in which in-
formation is reported repeatedly whenever an event is detected or at a specified time 
interval. The results reported in response to a request can be directed back to the re-
questing client or to a “third party” specified by the requestor. 

5   Business Context and Information Sharing 

Adding business semantics to the low-level sensor streams is a key prerequisite to 
added-value deployments of RFID technology. For RFID to go mainstream compa-
nies must be offered tools and techniques for describing their RFID enabled business 
processes, without engaging in the low-level implementation details. To this end, a 
framework specification for describing business events must be provided. This 
framework should enable the description of business processes based on high-level 
semantics, which at the same time should be amendable by tools.  

The EPC-IS framework [10] is standardized as an integral layer of the EPCglobal 
architecture. Its main function is to insulate enterprise applications from understand-
ing the details of how individual steps in a business process are carried out at a de-
tailed level. EPC-IS defines a data model for events associated with the lifetime of 
uniquely identified objects. As already outlined these events are industry and applica-
tion agnostic. In this sense EPC-IS is a cross industry framework, which allows for 
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industry specific vocabularies and extensions. Furthermore, the framework is a sup-
plement to (and not a replacement for) existing enterprise information systems. Spe-
cifically, EPC-IS events are used to push/pull events to/from other enterprise systems 
such as ERP (Enterprise Resource Planning Systems), WMS (Warehouse Manage-
ment Systems) and corporate databases.  

EPC-IS can operate in the scope of a layered service-oriented architecture, through 
persisting supply chain events in a repository and accordingly sharing these events 
with internal and external applications. The sharing is accomplished through inter-
faces for capture and query of event data. EPCIS data (i.e. events) are represented as 
records of activity happening in real world. These events provide context (“What, 
where, when, why”) and proliferate as more business is transacted. EPCIS events are 
interpreted based on descriptive information (so called “master data”), which provides 
context for the events such as descriptions of locations, products and business transac-
tions. Note that “mater data” grow at different timescales comparing to EPCIS events. 
In particular, master data grow slowly as companies grow, not as more business is 
conducted. 

EPCIS events described within the specification can be classified as follows  
(Figure 3): 

• Object Events, which correspond to observations of a collection of EPCs during a 
specific business step at a specified Location & Time. 

• Aggregation Events, which reflect a physical association of a set of EPCs with a 
parent EPC along with a business step at a Location & Time.  

• Quantity Events, which correspond to statements about an object Class (not indi-
vidual objects), including a quantity, a Location & Time. 

• Transaction Events, which records objects associated with a wider business  
transaction. 

Having these events at hand, consultants, researchers and engineers can use them to 
describe RFID enabled business processes [11]. The starting point is the documenta-
tion of the business requirements, comprising the archetypical use cases. Accordingly, 
it is important to break each use case into a series of discrete business steps. Each one 
of these steps needs to be modeled as an EPCIS event, according to the above men-
tioned core EPCIS event types. In rare cases a new type could be defined i.e. when 
existing types are not sufficient to describing a business step. Note that it is important 
to define any necessary extension fields, as well as the full range of vocabularies that 
populate each field. Furthermore, fixed lists of identifiers with standardized meanings 
for concepts like business step and disposition must be provided, along with rules for 
population of user-created identifiers like read point and business location. 

A novel characteristic of the ASPIRE architecture (Figure 1) in terms of business 
context handling is the introduction and implementation of the “Business Event Gen-
erator” (BEG) middleware module. This middleware module undertakes the auto-
mated and configurable mapping of reports (stemming from the F&C module) to 
EPCIS events. This automation will greatly simplify the development of capturing 
applications (according to the EPCglobal architecture). 
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Fig. 3. Core EPCIS event types and the object-oriented relationship between them 

6   Application Classification 

The proliferating RFID applications, pilots and deployment vary in functionality and 
scale. The RFID vision was initially articulated through the specification of large 
scale “open loop” systems and deployments. Prominent examples of such systems are 
those developed and trialed by Wall-Mart and the U.S Department of Defense (DoD). 
A main characteristic of these systems is that they span different locations across 
multiple companies and/or organizations. Note that these trials manifested several 
problems, both technical (e.g., information sharing, interoperability and scalability at 
a large scale) and business ones (e.g., business model related issues). Large scale 
deployments can provide a crash test for protocols like EPCIS and ONS (Object Nam-
ing Service) [15].  

Following these early complex and visionary deployments, the RFID community 
has gradually starting to dispel the hype (and its associated complexity). Hence, dur-
ing the last couple of years we are witnessing a proliferating number of smaller scale 
solutions covering a wide range of asset tracking and inventory management scenar-
ios, as well as other ROI (return-on-investment) generating case studies. These case 
studies focus on very specific business problems, which an AIS (automatic identifica-
tion system) can solve even a single enterprise. A main characteristic of the smaller 
scale deployment is also the fact that tagging occurs at the case and pallet level  
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tagging rather than item level. Furthermore, tracking, traceability and identification 
occur within a warehouse or a single supply chain. Note that these smaller scale solu-
tions are also a reality for RFID vendors, which are gradually refocusing their strate-
gies towards smaller-scale opportunities. Nevertheless, the vision still exists, since 
small applications (i.e. closed loop islands) could one day become integrated into 
larger scale open loop systems. 

We believe that middleware developers and RFID consultants should prioritize 
middleware modules development based on the scale of the target application. Open 
loop solutions must pay emphasis on implementing the full range of middleware lay-
ers described in this paper. On the other hand smaller scale closed loop systems must 
prioritize the F&C, reading and tag virtualization building blocks. Moreover, for some 
very simple systems our experience shows that custom filters over a HAL for the 
target reader(s) could provide a rapid and acceptable solution. Table1 presents our 
view regarding the middleware building blocks that are required to implement each of 
the above application categories. This is based on our experience with RFID imple-
mentations and demonstrations across diverse deployments of varying scale (e.g., [9], 
[12], [13]). 

Table 1. RFID application Classification and Middleware Building Blocks 

Application 
Type/Middleware 

Block 

HAL EPC-RP,  
EPC-LLRP F&C Business Context 

Simple Yes Recommended Recommended No 

Simple Closed 
Loop 

Yes 
Yes Recommended No 

Complex Closed 
Loop 

Yes Yes Yes 
Recommended 

Open Loop Yes Yes Yes Yes 

7   Conclusion 

In this paper we have presented the middleware components and layers, which are 
commonly implemented in RFID applications. The EPCglobal architecture, as well as 
its extensions in the scope of the ASPIRE architecture provide a general middleware 
framework that can address the needs of many RFID applications. We argue however 
that the full range of middleware layers and building blocks are necessary only in the 
scope of large scale open loop middleware implementations. Simpler applications can 
leverage cut down versions of these architectures, towards economizing on perform-
ance overhead as well as implementation complexity and cost. Specifically, trivial 
applications can be implemented via customized filtering mechanisms on top of HAL 
layers or event the EPC-LLRP and EPC-RP protocols. Also, a wide range of closed 
loop intra-enterprise scenarios could be implemented without a need for sophisticated 
information sharing layer. Overall, we think that lightweight low-overhead implemen-
tations are essential for the smooth transition to fully fledged RFID deployments. This 
could reinforce a ‘start small, think big’ approach towards the Internet of Things (IoT) 
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vision. The open source AspireRfid project of the OW2 (www.ow2.org) community 
provides distinct implementations of the various building blocks, in order to enable 
researchers and developers to gradually leverage the various middleware functional-
ities, as required by their target deployments. 
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Abstract. In this paper we propose an energy-aware broadcast algo-
rithm for wireless networks. Our algorithm is based on the multicost
approach and selects the set of nodes that by transmitting implement
broadcasting in an optimally energy-efficient way. The energy-related
parameters taken into account are the node transmission power and
the node residual energy. The algorithm’s complexity however is
non-polynomial, and therefore, we propose a relaxation producing a near-
optimal solution in polynomial time. We also consider a distributed in-
formation exchange scheme that can be coupled with the proposed algo-
rithms and examine the overhead introduced by this integration. Using
simulations we show that the proposed algorithms outperform other so-
lutions in the literature in terms of energy efficiency. Moreover, it is
shown that the near-optimal algorithm obtains most of the performance
benefits of the optimal algorithm at a smaller computational overhead.

1 Introduction

Advances in battery lifetime during recent years have not kept in pace with
the significant decline in computation and communication costs in ad hoc and
sensor networks. Thus, considering the lack of any fixed infrastructure and the
requirements for long operating lifetime, energy is a crucial resource limiting
the performance and range of applicability of such networks. Furthermore, the
cooperative nature of both ad hoc and sensor networks, makes broadcasting one
of the most frequently performed primitive communication task. Being able to
perform this communication task in an energy-efficient manner is an important
priority for such networks.

In this paper we propose an optimal energy efficient broadcasting algorithm,
called Optimal Total and Residual Energy Multicost Broadcast (abbreviated
OTREMB) algorithm, for wireless networks consisting of nodes with preconfig-
ured levels of transmission power. It is quite common that the nodes comprising
wireless networks, either ad hoc or sensor, are not able to dynamically adjust
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their transmission power, since their processing capabilities are inherently min-
imal. Our algorithm is optimal, in the sense that it can optimize any desired
function of the total power consumed by the broadcasting task and the mini-
mum of the current residual energies of the nodes, provided that the optimiza-
tion function is monotonic in each of these parameters. The proposed algorithm
takes into account these two energy-related parameters in selecting the opti-
mal sequence of nodes for performing the broadcast, but it has non-polynomial
complexity. We also present a relaxation of the optimal algorithm, to be re-
ferred to as the Near-Optimal Total and Residual Energy Multicost Broadcast
(abbreviated NOTREMB) algorithm, that produces a near-optimal solution to
the energy-efficient broadcasting problem in polynomial time. The proposed al-
gorithms try to jointly maximize the network lifetime and minimize its energy
consumption, by following the multicost routing approach [6]. Multicost routing
has been verified to perform better than single-cost routing in terms of energy-
efficiency for the case of unicast routing in wireless networks [16]. In this work
we show that multicost routing schemes can also be used for energy-efficient
broadcast communication.

The routing process (unicasting, multicasting or broadcasting) involves two
levels: the information exchange level and the routing algorithmic level. The
proposed algorithms focuses on the routing level and thus assumes that all the
necessary information for the optimal broadcast schedule to be computed is
instantly available at each node. This is also the approach followed by the ma-
jority of related works. As far as the information exchange level is concerned, we
examine a distributed information exchange protocol and discuss the emerging
tradeoffs regarding the algorithm’s performance and the induced overhead.

In the performance results we evaluate our broadcast algorithms assuming in-
stant and costless knowledge of the network information, obtaining in this way a
performance upper bound of the proposed solutions, and ignoring the informa-
tion exchange overhead. We compare the optimal and near-optimal algorithms
to other representative algorithms for energy-efficient broadcasting. Our results
show that the proposed algorithms outperform the other algorithms by mak-
ing better use of the network energy reserves. Another important result is that
the near-optimal algorithm performs comparably to the optimal algorithm, at a
significantly lower computation cost.

The remainder of the paper is organized as follows. In Section 2 we discuss
prior related work. In Sections 3 and 4 we present the optimal and near-optimal
algorithms introduced in this paper for energy-efficient broadcasting. In Section
5 the simulations setting is outlined and the performance results are presented.
Finally, in Section 6 we give the conclusions drawn from our work.

2 Related Work

Energy-efficiency in all types of communication tasks (unicast, multicast, broad-
cast) has been considered from the perspective of either minimizing the total
energy consumption or maximizing the network lifetime. Most versions of both
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optimization problems are NP-hard [11,17,14]. Two surveys summarizing much
of the related work in the field can be found in [5,1].

A major class of works in the field start with an empty solution which is
gradually augmented to a broadcast tree. A seminal work presenting a series
of basic energy-efficient broadcasting algorithms, like Minimum Spanning Tree,
Shortest Path Tree and Broadcast Incremental Power (BIP), is [19]. The BIP
algorithm maintains a single tree rooted at the source node, and new nodes
are added to the tree, one by one, on a minimum incremental cost basis. In
Broadcast Average Incremental Power (BAIP) algorithm [18] many new nodes
can be added at the same step with the average incremental cost defined as
the ratio of the minimum additional power required by a node in the current
tree to reach these new nodes to the number of new nodes reached. The Greedy
Perimeter Broadcast Efficiency (GPBE) algorithm [8] uses another greedy de-
cision metric, defined as the number of newly covered nodes reached per unit
transmission power. In [3], the Minimum Longest Edge (MLE) and the Mini-
mum Weight Incremental Arborescence (MWIA) algorithms are presented. The
MLE first computes a minimum spanning tree using as link costs the required
transmission powers and then removes redundant transmissions. In MWIA, a
broadcast tree is constructed using as criterion a weighted cost that combines
the residual energy and the transmission power of each node. In [2], the Relative
Neighborhood Graph (RNG) topology is used for broadcasting. In Local Mini-
mum Spanning Tree (LMST) [13] each node builds a one-hop minimum spanning
tree. A link is included in the final graph if it selected in the local MSTs of both
its edge nodes. In [7] a localized version of the BIP algorithm is presented. All
the aforementioned works assume adjustable node transmission power. One of
the few papers that assumes preconfigured power levels for each node is [10],
where two heuristics for the minimum energy broadcast problem are proposed.

Local search algorithms perform a walk on broadcast forwarding structures.
The walk starts from an initial broadcast topology obtained by some algorithm
and in each step, a local search algorithm moves to a new broadcast topology so
that the necessary connectivity properties are maintained. The rule used at each
step for selecting the next topology is energy-related and the algorithm termi-
nates when no further improvement can be obtained. In [19], the Sweep heuristic
algorithm was proposed to improve the performance of BIP by removing trans-
missions that are unnecessary, due to the wireless broadcast advantage. Iterative
Maximum-Branch Minimization (IMBM) [12] starts with a trivial broadcast tree
where the source transmits directly to all other nodes and at each step replaces
the longest link with a two-hop path that consumes less energy. In [17], EWMA
is proposed that modifies a minimum spanning tree by checking whether increas-
ing a node’s power so as to cover a child of one of its children, would lead to
power savings. The r-Shrink heuristic [4] is applied to every transmitting node
and shrinks its transmission radius so that less than r nodes hear each transmis-
sion. The LESS heuristic [9] permits a slight increase in the transmission power
of a node so that multiple other nodes can stop transmitting or reduce their
transmission power.
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3 The Optimal Total and Residual Energy Multicost
Broadcast Algorithm

The objective of the Optimal Total and Residual Energy Multicost Broadcasting
(OTREMB) algorithm is to find, for a given source node, an optimal sequence
of nodes for transmitting, so as to implement broadcasting in an energy-efficient
way. In particular, it selects a transmission schedule that optimizes any desired
function of the total power T consumed by the broadcasting task and the min-
imum R of the residual energies of the nodes, provided that the optimization
function used is monotonic in each of these parameters, T and R. The OTREMB
algorithm’s operation consists of two phases, in accordance with the general mul-
ticost algorithm [6] on which it is based. In the first phase, the source node u
calculates a set of candidate node transmission sequences Su, called set of non-
dominated schedules, which can send to all nodes any packet originating at that
source. In the second phase, the optimal sequence of nodes for broadcasting is
selected based on the desired optimization function.

3.1 The Enumeration of the Candidate Broadcast Schedules

In the first phase of the OTREMB algorithm, every source node u maintains
at each time a set of candidate broadcast schedules Su. A broadcast schedule
S ∈ Su is defined as S = {(u1 = u, u2, . . . , uh), VS}, where (u1, u2, . . . , uh) is
the ordered sequence of nodes used for transmission and VS = (RS , TS , PS) is
the cost vector of the schedule, consisting of: the minimum residual energy RS

of the sequence of nodes u1, u2, . . . , uh, the total power consumption TS caused
when these nodes are used for transmission and the set PS of network nodes
covered when nodes u1, u2, . . . , uh transmit a packet.

When node ui transmits a packet at distance ri, the energy expended is taken
to be proportional to ra

i , where a is a parameter that takes values between 2 and
4. Because of the broadcast nature of the medium and assuming omni-directional
antennas, a packet being sent or forwarded by a node can be correctly received
by any node within range ri of the transmitting node ui. Therefore, broad-
cast communication tasks in these networks correspond to finding a sequence of
transmitting nodes, instead of a sequence of links as it is common in the wire-
line world. The assumption of omni-directional antennas is not necessary for the
proposed algorithms to work, provided that we know the set of nodes D(ui) that
can correctly decode a packet transmitted by node ui; the performance results
to be presented in Section 5, however, assume that omni-directional antennas
are used.

Initially, each source node u has only one broadcast schedule {∅, (∞, 0, u)},
with no nodes, infinite node residual energy, zero total power consumption, while
the set of covered nodes contains only the source. The candidate broadcast sched-
ules from source node u are calculated as follows:

1. Each broadcast schedule S = {(u1, u2, . . . , ui−1), (RS , TS, PS)} in the set
of non-dominated schedules Su is extended, by adding to its sequence of



Multicost Energy-Aware Broadcasting in Wireless Networks 341

transmitting nodes a node ui ∈ PS that can transmit to some node uj not
contained in PS . If no such nodes ui and uj exist, we proceed to the final
step.

Then the schedule S is used to obtain an extended schedule S′ as follows:

– node ui is added to the sequence u1, u2, . . . , ui−1 of transmitting nodes
– RS′ = min(Ri, RS), where Ri is the residual energy of node ui

– TS′ = TS + Ti, where Ti is the (fixed) transmission power of node ui

– the set of nodes D(ui) that are within transmission range from ui are
added to the set PS .

– the extended schedule
S′ = {(u1, . . . , ui−1, ui), (min(RS , Ri), TS + Ti, PS ∪ D(ui))} obtained in
the way described above is added to the set Su of candidate schedules.

2. Next, a domination relation between the various broadcast schedules of
source node u is applied, and the schedules found to be dominated are dis-
carded. In particular, a schedule S1 is said to dominate a schedule S2 when
T1 < T2, R1 > R2 and P1 ⊃ P2. In other words schedule S1 dominates sched-
ule S2 if it covers a superset of nodes than the one covered by S2, using less
total transmission power and with larger minimum residual energy on the
nodes it uses. All the schedules found to be dominated by another schedule
are discarded from the set Su.

3. The procedure is repeated, starting from the first step 1, for all broadcast
schedules in Su that meet the above conditions. If no schedule S ∈ Su can
be extended further, we go to the final step.

4. Among the schedules in Su we form the subset of schedules S for which PS

includes all network nodes. This subset is called the set of non-dominated
schedules for broadcasting from source node u, and is denoted by Su,B.

3.2 The Selection of the Optimal Broadcast Schedule

In the second phase of the OTREMB algorithm, an optimization function f(VS)
is applied to the cost vector VS of every non-dominated schedule S ∈ Su,B of
source node u, produced in the first phase. The optimization function combines
the cost vector parameters to produce a scalar metric representing the cost of
using the corresponding sequence of nodes for broadcasting. The schedule with
the minimum cost is selected. In the performance results described in Section 5,
the optimization function used is

f(S) =
TS

RS
, for S ∈ Su,B,

which favors, among the schedules that cover all nodes, those that consume less
total energy TS and whose residual energy RS is larger. Other optimization func-
tions and parameters (with or without weights) could also be used, depending
on the interests of the network. The only requirement is that the optimization
function has to be monotonic in each of its parameters.
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Theorem 1. If the optimization function f(VS) is monotonic in each of the pa-
rameters involved, the OTREMB algorithm finds the optimal broadcast schedule.

Proof. Since f(VS) is monotonic in each of its parameters, the optimal schedule
has to belong to the set of non-dominated schedules (a schedule S1 that is
dominated by a schedule S2, meaning that it is worse than S2 with respect
to all the parameters, cannot optimize f). Therefore, it is enough to show that
the set Su computed in Steps 1-3 of OTREMB includes all the non-dominated
schedules for broadcasting from node u.

We let S = ((u1, u2, . . . , uh), (RS , TS, PS)) be a non-dominated schedule that
has minimal number of transmissions h among the schedules not produced by
OTREMB. Then for the schedule S′ = ((u1, u2, . . . , uh−1), (RS′ , TS′ , PS′)) we
have that RS = min(RS′ , Rh), TS = TS′ + Th, and PS = PS′ ∪ D(uh). The
fact that S is non-dominated and was not produced by OTREMB, implies that
S′ was not produced by OTREMB either. Since S is a non-dominated schedule
with minimal number of transmissions among those not produced by OTREMB,
and S′ was not produced by OTREMB and uses less transmissions, this means
that S′ is dominated. However, since S is non-dominated, this means that S′ is
also non-dominated (otherwise, the schedule S′′ that dominates S′, in the sense
that it has TS′′ < TS′ , RS′′ > RS′ and PS′′ ⊃ PS′ , extended by the transmission
from node uh would dominate S), which is a contradiction.

4 The Near-Optimal Total and Residual Energy
Multicost Broadcast Algorithm

The OTREMB algorithm finds the schedule that optimizes the desired optimiza-
tion function f(VS), but it has non-polynomial complexity, since the number of
non-dominated schedules generated by the first phase of the algorithm can be
exponential. In order to obtain a polynomial time algorithm, we relax the dom-
ination condition so as to obtain a smaller number of candidate schedules. In
particular, we define a pseudo-domination relation among schedules, according
to which a schedule S1 pseudo-dominates schedule S2, if T1 < T2, R1 > R2,
and |P1| > |P2|, where Ti, Ri, |Pi| are the total transmission power, the residual
energy of the broadcast nodes and the cardinality of the set of nodes covered
by schedule Si, i = 1, 2, respectively. When this pseudo-domination relationship
is used in step 2 of the OTREMB algorithm, it results in more schedules being
pruned (not considered further) and smaller algorithmic complexity. In fact, by
weakening the definition of the domination relationship the complexity of the
algorithm becomes polynomial (this can easily be shown by arguing that Ti, Ri

and |Pi| can take a finite number of values, namely, at most as many as the
number of nodes). The decrease in time complexity, however, comes at the price
of losing the optimality of the solution. We will refer to this this near-optimal
variation of the OTREMB algorithm, as the Near-Optimal Total and Residual
Energy Multicost Broadcast algorithm (abbreviated NOTREMB).
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5 Information Exchange Protocols

The proposed algorithms require information that can be provided by informa-
tion collection and dissemination mechanisms. An important categorization of
the information protocols is whether they work in a centralized, decentralized
or a distributed manner. In the centralized case, all the needed information is
gathered by some central node that is accessible by all the other nodes of the
network. In the decentralized scenario this information is gathered separately
by each node. In the distributed case, only local information is available at each
node and decisions are taken either based on this information, or by gathering
on demand additional information, using an information protocol.

For our optimal and near-optimal broadcasting algorithms we can use a dis-
tributed information exchange mechanism. When a packet needs to be broad-
casted, the source node broadcasts a control packet containing an empty schedule
S. Every node u receiving this packet and not belonging to the set of covered
nodes, updates the schedule S according to the way described in the first step of
the enumeration of the broadcast sequences phase of the algorithms (Section 3.1).
Then node u broadcasts the updated control packet to its neighbors. When all
nodes are covered, the control packet is returned to the source node, using the
information included in the sequence S. Before a newly received sequence S is
added to the source node’s set of schedules Su,B, its domination relation with
the other schedules in the set is checked. In the end, the optimization function
is applied to the schedules in Su,B in order to select the best schedule. The al-
gorithm’s performance depends directly on the accuracy of the information at
each node. The described information collection scheme can be used both in a
periodic and an on-demand fashion. However, the tradeoff between the informa-
tion accuracy and the induced overhead regarding network traffic and energy
consumption needs to be considered.

In our performance results, we decided to focus only on the broadcast al-
gorithm assuming instant and costless knowledge of the network information.
Therefore, the results obtained there, can be viewed as an upper bound on the
actual performance of the proposed solutions. This permits us to focus on the
routing problem without having to deal with the implementation details of the
information exchange protocol that could obscure the routing issues.

6 Performance Results

6.1 Simulation Setting

We implemented and evaluated the proposed algorithms, using the Network Sim-
ulator ns-2 [15]. We use a 4×4 two-dimensional grid network topology of 16 sta-
tionary nodes with distance of 50 meters between neighboring nodes. Each node’s
transmission radius is fixed at a value uniformly distributed between 50 and 100
meters. In our experiments the initial energy E0 is taken to be equal for all nodes
(5, 10 and 100 Joules). The proposed algorithms are compared against the fixed-
power versions of the BIP [19], the MWIA [3] and the BAIP [18] algorithms.



344 C. Papageorgiou, P. Kokkinos, and E. Varvarigos

(a) (b)

Fig. 1. The broadcast success ratio p and the average broadcast delay D in the steady-
state of the algorithms evaluated, for a different number of broadcast packets N inserted
in the network

We evaluate the proposed algorithms under the infinite time horizon model.
In this model, the broadcasting strategies are evaluated assuming packets and
energy are generated over an infinite time horizon, according to a round-based
scenario. At the beginning of each round, the node energy reserves are restored to
a certain level, and an equal number of packets N to be broadcasted is generated
at every node. A round terminates when the residual energy of at least half of the
network nodes falls below a certain safety limit. Packets that are not successfully
broadcasted during a round, continue from the point they stopped (e.g., a node
with residual energy levels below the safety limit) in the following round(s)
until their broadcast is completed. The succession of rounds continues until the
network reaches steady-state, or until it becomes inoperable (unstable). We use
the following metrics:

– The average broadcast delay D of a packet is the time that elapses from the
time instant it is generated at a source node, until the time it has reached
all nodes of the network, possibly after several rounds.

– The broadcast success ratio p, defined as the ratio of the number of packets
successfully broadcasted (reached all nodes of the network) over the total
broadcast packets sent.

6.2 Simulation Results

Figure 1.a presents the broadcast success ratio p at steady state and the average
broadcast delay D (in packet times), for a different number of broadcast packets
N inserted at each node per round. We observe that even for relatively light
traffic inserted in each round, the BIP, the MWIA and the BAIP algorithms are
not able to successfully broadcast all the packets generated. The OTREMB and
NOTREMB schemes have the maximum stability region (maximum broadcast
throughput) and remain stable for up to N = 21 packets per node per round.
By taking into account energy-related cost parameters and switching through
multiple energy-efficient paths, both OTREMB and NOTREMB spread energy
consumption more evenly and increase the volume of broadcast traffic that can
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be successfully served. In Figure 1.b, where the delay versus traffic is depicted,
the load curves of the BIP, MWIA and BAIP algorithms are above those of the
OTREMB and the NOTREMB algorithms. Since packets whose broadcast is
not completed during a round fill the node queues and congest the network, the
average delay of the BIP, MWIA and BAIP algorithms quickly becomes very
large. Naturally, when the traffic load inserted increases beyond each scheme’s
maximum stable throughput, the delays will also become unbounded, and the
success ratio p will start falling. The OTREMB and the NOTREMB algorithms
have smaller average delay D and remain stable for higher loads than the other
schemes considered. In both figures we observe that the NOTREMB algorithm
performs comparably to the OTREMB algorithm.

7 Conclusions

We studied energy-aware broadcasting in wireless networks, and proposed an
optimal (OTREMB) and a near-optimal (NOTREMB) algorithm, based on the
multicost concept. A distributed information collection mechanism was also in-
troduced in order to make the proposed algorithms suitable for distributed op-
eration. Our results show that the proposed multicost algorithms outperform
the other algorithms considered, consuming less energy and successfully broad-
casting more packets to their destination. Moreover, NOTREMB has similar
performance to that of the OTREMB while having considerably smaller execu-
tion time.

References

1. Athanassopoulos, S., Caragiannis, I., Kaklamanis, C., Kanellopoulos, P.: Experi-
mental comparison of algorithms for energy-efficient multicasting in ad hoc net-
works. In: Nikolaidis, I., Barbeau, M., Kranakis, E. (eds.) ADHOC-NOW 2004.
LNCS, vol. 3158, pp. 183–196. Springer, Heidelberg (2004)

2. Cartigny, J., Simplot, D., Stojmenovic, I.: Localized minimum-energy broadcasting
in ad-hoc networks. INFOCOM 3, 2210–2217 (2003)

3. Cheng, M., Sun, J., Min, M., Li, Y., Wu, W.: Energy-efficient broadcast and mul-
ticast routing in multihop ad hoc wireless networks. Wireless Comm. and Mobile
Comp. 6(2), 213–223 (2006)

4. Das, A., Marks, R., El-Sharkawi, M., Arabshahi, P., Gray, A.: r-shrink: A heuris-
tic for improving minimum power broadcast trees in wireless networks. GLOBE-
COM 1, 523–527 (2003)

5. Guo, S., Yang, O.: Energy-aware multicasting in wireless ad hoc networks: A survey
and discussion. ComCom 30(9), 2129–2148 (2007)

6. Gutierrez, F.J., Varvarigos, E., Vassiliadis, S.: Multi-cost routing in max-min fair
share networks. Allerton Conference on Comm., Control and Comp. 2, 1294–1304
(2000)

7. Ingelrest, F., Simplot-Ryl, D.: Localized broadcast incremental power protocol for
wireless ad hoc networks. Wireless Networks 14(3), 309–319 (2008)

8. Kang, I., Poovendran, R.: A novel power-efficient broadcast routing algorithm ex-
ploiting broadcast efficiency. VTC 5, 2926–2930 (2003)



346 C. Papageorgiou, P. Kokkinos, and E. Varvarigos

9. Kang, I., Poovendran, R.: Broadcast with heterogeneous node capability. In: Global
Telecommunications Conference, GLOBECOM, vol. 6, pp. 4114–4119 (2004)

10. Li, D., Jia, X., Liu, H.: Energy efficient broadcast routing in static ad hoc wireless
networks. TMC 3(2), 144–151 (2004)

11. Li, D., Liu, Q., Hu, X., Jia, X.: Energy efficient multicast routing in ad hoc wireless
networks. ComCom 30(18), 3746–3756 (2007)

12. Li, F., Nikolaidis, I.: On Minimum-Energy Broadcasting in All-Wireless Networks.
In: LCN, pp. 193–202 (2001)

13. Li, N., Hou, J., Sha, L.: Design and Analysis of an MST-Based Topology Control
Algorithm. In: INFOCOM, vol. 3, pp. 1702–1712 (2003)

14. Liang, W.: Constructing minimum-energy broadcast trees in wireless ad hoc net-
works. In: MobiHoc, pp. 112–122 (2002)

15. The Network Simulator NS-2, http://www.isi.edu/nsnam/ns/
16. Papageorgiou, C., Kokkinos, P., Varvarigos, E.: Multicost routing over an infinite

time horizon in energy and capacity constrained wireless ad-hoc networks. In: Euro-
Par, pp. 931–940 (2006)
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Abstract. New production environments will demand extensive exchange of 
communication information. Wireless communications will provide effective 
means to meet these demands. However, it is important that effective protocols 
are available to deliver the required QoS. Cross-layer algorithms are potential 
candidates that exhibit interesting features compared to monolithic traditional 
protocols. This paper analyses the performance of cross-layer enabled OLSR 
protocols compared to a hierarchical counterpart. The paper demonstrates that 
in the scenario defined cross-layer approach outperforms the intra-system opti-
mization capabilities compared to a hierarchical OLSR enabled protocol. 

Keywords: Cross-layer, OLSR, HLOSR, Virtual Manufacturing. 

1   Introduction 

The main objective is optimization to get efficient usage of the scarce radio resources. 
This will undoubtedly rely on cross-layer designs: Across-layer architecture encom-
passes an additional complexity relatively to a strictly-layered one, due to the fact that 
additional information besides the one that defines the basic service provided by the 
layer has to be exchanged. The need to exchange additional cross-layer information 
(CLI) leads to two fundamental questions: 

• What information should be exchanged across protocol layers, and, how fre-
quently should this exchange proceed? 

• What are the adequate / efficient procedures to exchange this information? 

This general question is currently being addressed by a large number of projects and 
authors. The benefits of cross-layer system design are mainly being applied in the 
area of mobile and wireless operators. In the recent years, the area of communications 
in the manufacturing is gaining importance. Traditional Ethernet and PROFIBUS 
factory systems are being enhanced to facilitate new means of automation. The role of 
wireless communication systems in terms of flexibility and self-configuration are 
attractive features that major manufacturers are trying to translate into business value 
to large companies.  
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This paper is focused on the intra-system optimization scenario addressed by the 
European project LOOP. This project caters for the main data generation features 
related to future manufacturing environments and the communication needs and chal-
lenges. To this effect, the paper will initially discuss in Section 2 the concept of Vir-
tual Part as a main source of production information. Next, section 3, will present the 
scenario and main challenges to be addressed by the communication environment. 
Then, the communication algorithms selected will be presented in Section 4 and the 
performance observed will be presented in Section 5. Finally, the main conclusions 
will be presented in Section 6. 

2   Future Manufacturing Scenarios 

As stated by Pat Byrne, president of Agilent Technologies’ Electronic Measurements 
Group, the geographic diversification of manufacturing and R&D for many compa-
nies has created a challenge in maintaining quality and consistency. New products 
designed in one country may be prototyped in another and manufactured in yet an-
other or even on another continent. The push to take advantage of the rich diversity of 
talent across the globe has increased our dependence upon robust measurement tools 
and techniques to ensure that the performance inherent in designs from the country of 
origin is maintained across the world at the end of the production line. Systems like 
the ones depicted in Fig. 1 do not fulfill the requirements set by such statements. 

 

Fig. 1. Traditional Trimek Machine to Capture Dimensional Information of Manufactured Parts 

To meet the challenges described above, it is necessary that a large amount of in-
formation is made available real-time, anywhere and anytime. The evolution, from a 
traditional system like the one depicted by Fig. 1, relies on the measurement of object 
dimensional features by extracting them from their corresponding Virtual Part (Fig. 2) 
and not from the physical object. A Virtual Part is 3D digital object that has a univo-
cal relationship with its real counterpart, in terms of its dimensional, geometrical and 
surface characteristics. Hence, associated with the evolution of the manufacturing 
paradigm is associated the massive communication and management of information. 
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Fig. 2. Example of a Virtual Part 

3   Communication Challenges 

In order to identify the main communication challenges a scenario has been defined. 
The definition of a particular case is useful to specify the parameters of the scenario 
that we will simulate later. In our scenario we consider a car factory with two meas-
urement areas in the same building with four production lines in each. The dimen-
sions of these areas are 100x40m. Furthermore, in each production line there is a 
Trimek machine, which measures the pieces that are producing in the factory. Once a 
piece is measured, the machine sends its corresponding 3D Virtual Part to a virtual 
storage through a FTP connection.  

All the information generated during the measurement process of the pieces must 
be stored in a virtual storage. Apart from the data, we will have to consider the trans-
mission of video to carry out maintenance, calibration or repairing services in the 
production line 

In the figure below we depict the defined use case, where each measurement area is 
equivalent to an ad-hoc network. There will be a Wi-Fi router in each ad-hoc network 
in order to have Internet access and it will work as cluster head in the hierarchical 
configuration. Hence, any component of one of the measurement areas will have the 
possibility to communicate with any component of the other measurement area. 

In case the car factory opens a production plant in a different part of the plant or in 
a different country, an ad-hoc network connecting all the components of the new 
factory will be required. To that purpose the only device it should be configured it 
would be the wireless router. Once this wireless router has Internet access, the incor-
porated metrology gateways, nomadic workers and PCs would have connectivity with 
the rest of the components through Internet. Furthermore, these new components will 
be able to connect to Service of Technical Assistance (SAT) department of Trimek 
with guaranteed QoS. 

The main challenges that the system will have to address are intermittent connec-
tivity, extensibility, movement of users, and machines, high reliability, low cost and 
high throughput. For this reason an adhoc configuration has been selected for analysis. 
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Fig. 3. Use Case Network Scheme 

4   Intra-system Communication Optimisation 

This section is devoted to analyze which are the most relevant aspects that can be 
derived in terms of network architecture and cross-layer protocol enhancements de-
rived from the challenges presented in the previous Section.  

4.1   Network Architecture 

A network to serve the scenario above may be large in terms of both geographic ex-
pansion and the number of nodes. However, the penetration of the rate will vary along 
the deployment time and so would do the routing protocols selected for intra-system 
optimisation.  

Therefore, a hierarchical architecture compared to a “flat” one, have been selected 
for investigation. The network hierarchy selected, as shown in Fig. 3, is based on a 2-
tier hierarchy, which is a good tradeoff between network complexity and scalability.   

As shown in the Fig. 3, the network is composed of a number of access networks 
connected through backbone nodes. The first tier is a backbone network composed of 
multi-hop connections with long distance wireless links connecting to several access 
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networks. The backbone links are typically based on 802.11a links, and long distances 
between transmitters and receivers are achieved through directional antennas. The 
second tier is a mesh access network with short wireless links composed of a set of 
connected Mesh Routers (MRs) which serve as Access Points (APs) for end users. 
The connections between MR/APs and end users are typically based on 802.11b/g 
links. The backbone and access network itself is based on static topology however 
exhibits ad hoc features. In any case, the end users of this network can be either static 
(typically home users) or nomadic (typically visitors). 

In brief, there are three categories of nodes in the proposed network architecture: 
 

1. Backbone nodes: wireless devices used for backbone networks. Back-
bone nodes take part in routing.  

2. Mesh routers: wireless devices used for mesh networking and serve as 
access points for end users. Mesh routers take part in routing. 

3. User equipments: clients such as PCs, laptops, PDAs, wireless tablets 
etc. Users equipments are owned by either home users or visitors and 
do not take part in routing. 

 4.2   Network Characteristics 

Inherited from ad hoc routing protocols, the routing strategies in Wireless Mesh Net-
works (WMNs) can also be classified as reactive, proactive or a hybrid of them. Al-
though reactive protocols generate less overhead in general, they cannot provide in-
stantaneous node and link status information since no messages are exchanged among 
mesh routers if there is no data traffic. This means that reactive routing protocols 
cannot provide real-time network availability information to system administrator, 
which is crucial from reliable service provisioning point of view. Therefore, the most 
representative proactive ad hoc routing protocol, Optimised Link State Routing 
(OLSR), has been selected as the baseline protocol for developing our routing strategy 
in LOOP networks. 

Another reason for selecting OLSR is because of its legacy inter-network connec-
tion capability using Host and Node Association (HNA) messages. With this message, 
a gateway node is able to advertise its Internet reachability to all other nodes, so that 
they can access the Internet through the gateway. It is worth mentioning there that 
even though Radio-Aware OLSR has not been included in the newest version of the 
IEEE 802.11s mesh networking standard [1], the function of HNA has been integrated 
as part of their hybrid routing protocol. 

However, the hop-count based OLSR specified in [2] is not able to fulfill the re-
quirements for our targeted network. Therefore, a number of enhancements to the 
legacy OLSR protocol have been designed within the project, as presented in the 
following subsections.  

4.3   OLSR Enhancement: Hierarchical Structure    

There are two levels of hierarchy according to our network design where Level-1 
hierarchy corresponds to connection among backbone network nodes, while Level-2 
hierarchy corresponds to connection among mesh routers in access networks. An 
access sub-network which is connected to other access sub-networks is referred to as 
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a cluster. A backbone node serves as the cluster head and advertises its reachability to 
other clusters periodically. The cluster heads are predefined, thus there is no need to 
develop an algorithm for cluster head selection. Each cluster-head uses HNA to ad-
vertise its reachability for both sides: 

• Inter-cluster. HNA message advertises a cluster-head’s connectivity of all 
nodes, including both mesh routers and Internet gateway nodes inside the same 
cluster, to other clusters. This message is sent to all other connected cluster 
heads using unicast packets (note this is different from the standard version of 
OLSR), or subnet-directed-broadcast packets. Both the mesh router and the 
gateways are advertised as connected subnets, specified by the netmask field 
in HNA.  

• Intra-cluster. HNA message advertises a cluster-head’s connectivity to other 
clusters, including also Internet gateways from another cluster. This message 
is sent to all mesh routers inside the same cluster.  Both mesh routers and 
gateways from another cluster are advertised as connected subnets, and are 
specified by the netmask field in HNA.  

• For both inter-cluster and intra-cluster HNA messages, an extended HNA for-
mat has been used, so that metric-based routing can be used for gateway selec-
tion of any mesh router. Various metrics, for instance, the airtime metric, can 
be used in our implementation [3]. Moreover, every mesh router in a cluster is 
advertised as a special type of “gateway”, in which it acts as an AP for its cli-
ents, and therefore it generates HNA messages as well. The cluster-head, upon 
receiving this information, establishes an HNA Information Base, which is 
then used for building the inter-cluster HNA messages to be forwarded to 
other cluster heads. 

4.4   OLSR Enhancement: Multi-homing with Load Balancing    

HNA messages in OLSR allow gateway nodes to announce their network association 
(network address and netmask) with the Internet to other OLSR nodes. When multi-
homed, the gateway which is closest to the end-user, in terms of the number of hops, 
is always chosen as the default gateway by the legacy OLSR. The other gateway will 
be used only if the default gateway is down, and the process of finding another gate-
way may take up to a few seconds. 

With the implemented multi-homing enhancement, a node uses a metric-based pol-
icy to select the best gateway. These metrics include for example link and path capac-
ity, traffic load and other QoS parameters, in addition to the number of hops. 

Three types of load balancing have been considered in our network, namely load 
balancing among channels, paths and gateway nodes.  Given that two or more chan-
nels co-exist between a pair of nodes, if one channel is close to congestion, another 
channel should be used. Similarly, if one path is over-loaded, the routing table calcu-
lation process will re-calculate a new path. This is triggered by including the traffic 
load information in a newly defined “LINKINFO” message, which has been imple-
mented as a plug-in to OLSR.  
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4.5   OLSR Enhancement: Cross Layer Link Layer Notification     

When a link break happens, the legacy OLSR will react to this change by exchanging 
“HELLO” and “TC” messages and this process may take up to a few seconds. With 
link layer notification, a new path, if existing, will be available immediately (e.g. in 
the order of milliseconds) after a link break. With this enhancement, we are able to 
provide the end-users with non-interrupted access.  

The basis for this enhancement is to utilize link break information gathered at the 
MAC layer to impose OLSR routing table re-calculation. More specifically, the MAC 
layer detects the link break and sends an indication to the protocol layer. Upon receiv-
ing such an indication which is treated as a topology or neighbour change, OLSR 
shall conduct routing table re-calculation immediately.  

5   Performance Evaluation 

The first analysis carried out on the proposed enhancements is directed to understand 
which protocols are more effective in a factory configuration. In the scenario analysed 
we have only considered a single warehouse. The ns-2 simulator has been used.  

The simulated scenario considers a 4000 square meter area representing the pro-
duction lines. Each production line generates a fixed amount of data based on the 
pieces of work being measured – see Fig. 1. The pieces measured will vary in data 
size based on the digital information gathered. To our analysis we have considered 
such data sources as being Constant Bit Rate (CBR), since data will be produced at 
regular intervals – piece production interval – and the data provided will be always of 
the same size. Thus, a CBR source with varying bit rate is created and this back-
ground traffic is transmitted via ftp. The size of a cloud of points used in the simula-
tion will be 200Mb more or less, and Trimek machines will digitalize a car door in 
20ms. Thus, we will need a connection of 10Mbps for data. On the other hand, we 
must also consider the video of 2’8Mb that will be transmitted in each simulation. 

The objective of the scenario is to evaluate the performance of a multimedia service 
that is carried out on top of this network. This service would permit that timely data for 
process configuration can be served on real-time. This information is used by produc-
tion engineers to complement the information received in the form of virtual part. 

The network is composed 20 nodes operating in the network. 6 nodes represent 
nomadic workers. 6 nodes are fixed terminals and the remaining 8 nodes are metrol-
ogy gateways – routers. In the hierarchical case the nodes are evenly distributed in 
each cluster. 

In the scenario considered, we are mostly interested to analyse the performance of 
both flat and hierarchical enhancements described in the previous Section. It is of 
great importance to understand which approach is more effective, namely cross-layer 
or hierarchical to deploy the correct solution based on the dimension addressed. 

The objective of the analysis was to observe the performance of video communica-
tion over the network as the transmission of the virtual part was taking place. Such 
multimedia stream would be directed to experts in assisting the manufacturing deci-
sions all over the plants that are normally very large. The video connection has a bit 
rate of 128 kbps and a QCIF format. 
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Fig. 4. Average Delay - Hierarchical OLSR vs enhanced-OLSR 

To ensure the accuracy of the results 7 independent simulations have been carried 
out so that a confidence interval smaller than 1% of the results depicted is attained. 

First we analyze, the performance of HLOSR and OLSR with increasing number 
of connections 

 

 
Fig. 5. Average Packet Loss - Hierarchical OLSR vs enhanced-OLSR 

As it can be observed, from Fig. 4 and Fig. 5 the performance limiting factor is the 
Packet Loss. With the packet loss of 5% we can achieve a suitable Peak Signal to 
Noise Ratio (PSNR) on the video connections. Taking this value as reference we can 
conclude that a maximum number of 7 connections can be obtained with the hierar-
chical enhancement compared to the 25 supported with the cross-layer supported 
OLSR enhancement.  This performance can be attributed to the fact that the scenario 
considered is relatively small in coverage area, so flat structures with a cross-layer 
support are more effective than hierarchical counterparts. This is related mainly to 
inter-cluster signaling and overheads created at the cluster heads, which do not prove 
effective over small areas. 
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Fig. 6. Average Delay - Hierarchical OLSR vs. enhanced-OLSR 

 
Fig. 7. Average Packet Loss - Hierarchical OLSR vs. enhanced-OLSR 

 
Fig. 8. Throughput - Hierarchical OLSR vs. enhanced-OLSR 
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The second analysis is carried out in terms of the packet size employed for  
transmission.  

In terms of the packet size employed (Fig. 7), the performance is also very similar 
between both algorithms and the previous observations in terms of performance and 
intra-cluster heavy load traffic are reinforced. 

To conclude the previous discussion, Fig. 8 shows that the average throughput ob-
tained in the OLSR case is more favorable compared to the Hierarchical OLSR 
(HLOSR) one. 

6   Performance Evaluation 

This paper has presented the challenges posed by the future manufacturing scenarios 
and how cross-layer design could help to meet such demands. Two different strate-
gies, namely cross-layer OLSR and HOLSR have been proposed to face the commu-
nication needs of such scenarios. To evaluate the performance of such algorithms a 
user scenario has been defined and the algorithms simulated. The results obtained 
suggest that due to the smaller area over which the communication network is de-
ployed, intra-system optimization based on cross-layer approaches is more effective 
than the hierarchical counterparts.  
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Abstract. We analyze the MAC performance of the IEEE 802.15.4
LR-WPAN with non-beacon mode and non-saturated condition in a star
topology. Our approach is to model stochastic behavior of one device
with both uplink and downlink traffic as a discrete time Markov chain.
First, we propose an analytical model of a device with only downlink traf-
fic. Then, by combining the model of a device with only uplink traffic
in [3] and one with downlink traffic in this paper, we obtain the perfor-
mance measures such as throughput, packet delay, energy consumption
and packet loss probability of a device with both uplink and downlink
traffic. Our results can be used to find the optimal number of devices so
as to satisfy QoS (quality of service) on delay and loss probability.

Keywords: IEEE 802.15.4, Medium Access Control(MAC) protocol,
CSMA/CA, Markov Chain, performance analysis.

1 Introduction

IEEE 802.15.4[1,2] is a standard toward low complexity, low power consumption
and low data rate wireless data connectivity. Therefore IEEE 802.15.4 will play
a key role as a MAC protocol at WSN(Wireless Sensor Network) where energy
consumption is an important factor.

IEEE 802.15.4 low rate WPAN (LR-WPAN) allows two network topologies:
star and peer-to-peer. In a star topology, every sensor device must communicate
with a PAN coordinator, while in a peer-to-peer topology, all devices can commu-
nicate each other. In a star topology, network uses two types of network channel
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access mechanism, non-beacon mode and beacon-enabled mode, depending on
whether the network supports the transmission of beacons.

Diverse applications for wireless sensor network based on IEEE 802.15.4
have generated interests in analytical models of access mechanism based on
CSMA/CA. Pollin et al.[6] and Park et al.[7] proposed analytic model for uplink
traffic on IEEE 802.15.4 beacon-enabled mode under saturated condition where
devices have always packets to send. In real environment, packets are gener-
ated in not too often, so that a device will have no packets to send or receive
for most of time. Therefore we need to investigate non-saturated case where a
device does not have packets to send or receive for some period of time. Misic
et al.[8] analyzed performance of IEEE 802.15.4 with both uplink and downlink
traffic in beacon mode under non-saturated condition by modeling of discrete-
time Markov chains and the theory of M/G/1 queues. Also, Kim et al.[9] ana-
lyzed performance of uplink communication in non-beacon mode with unslotted
CSMA/CA by busy cycle of M/G/1 queueing system.

This paper attempts to analyze the MAC performance of star-shaped IEEE
802.15.4 network in non-saturated condition running under non-beacon mode.
Unlike beacon mode operation where nodes periodically wake up to listen to the
beacon frame, nodes in non-beacon mode need to wake up only when they have
packets to upload or when they request to download. This way, the nodes can
save energy unless otherwise spent on listening to the beacon frame. For example,
in practical situation like the forest fire monitoring system, the traffic is quite
rarely generated and it is unnecessary that sensor nodes wake up frequently.
The simulation results in Section 5 show that the non-beacon mode reduces the
energy consumption significantly compared with the beacon mode without too
much degrading downlink delay (See Fig. 5). This provides our motivation to
investigate the non-beacon mode. In this paper, we assume that all nodes are
synchronized, which can be realized by following method. The PAN coordina-
tor broadcasts periodic signal (e.g. sine signal) for synchronization through an
extra channel. When device has packet to transmit, the device synchronized by
sensing the extra channel. In the environment that time clocks of all devices are
synchronized by this approaches, we adopt the non-beacon mode with slotted
CSMA/CA as MAC transmission procedure.

We model the stochastic behavior of a device with both uplink traffic and
downlink traffic as a discrete-time Markov chain. Note that our Markov chain
model of IEEE 802.15.4 is different from one of IEEE 802.11 [5], since no freez-
ing of backoff counter operates during transmission of other devices in IEEE
802.15.4. We analyzed the performances of station with uplink traffic[3] and
downlink traffic[4] individually under unsaturation condition. However, the prac-
tical situation where uplink and downlink traffic coexist gives us the motivation
of this paper. So, first, we propose the analytical model[4] of a device with only
downlink traffic with some modification. Then, by combining the uplink model
and downlink model, we can make the analytical model of a device with both
uplink and downlink traffics. Finally, we obtain the performance measures such
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as throughput, average packet delay, packet loss probability and energy con-
sumption for the network with both uplink and downlink traffic.

This paper is organized as follows. In Section 2, we describe the MAC proce-
dure for uplink and downlink in IEEE 802.15.4 non-beacon mode. In the Section
3, we propose the analytic model of a device with only downlink traffic under
non-saturated condition and obtain performance measures from our analysis. In
the Section 4, we make the analytic model of a device with both uplink and
downlink traffics by combining the model of a device with uplink traffic in [3]
and one with downlink traffic in Section 3 and obtain performance measures.
Numerical results for performance measures of the network with both uplink
and downlink traffic are presented in Section 5.

2 MAC Procedure for Uplink and Downlink in
Non-beacon Mode

When applying the slotted CSMA/CA, the MAC sublayer is delayed for a ran-
dom number j of backoff slots (the chosen random number of backoff slots is
called backoff counter) in the range 0 to 2BE − 1. BE is the backoff exponent,
which is related to how many attempts (the number of attempts is called backoff
stages) a device has tried to access the channel. BE shall be initialized to the
value of macMinBE (this corresponds to the 0th backoff stage). The backoff
counter j is decreased at the boundary of each backoff slot. In IEEE 802.15.4,
the backoff counter is decremented regardless of the channel status contrary to
that of IEEE 802.11 DCF. When the backoff counter reaches to zero, CCA is
performed twice before transmitting a packet. CCA(clear channel assessment) is
the procedure that a device listens to the channel to make sure the channel clear
before attempting to transmit a packet. When the channel is found to be idle
during two CCA periods, the device shall transmit its packet. When the channel
is found to be busy during either the first CCA or the second CCA, backoff stage
is increased by 1 and BE is increased by 1 until BE reaches macMaxBE (let N
be the backoff stage that BE reaches macMaxBE), and then a random backoff
is tried again. If the transmitted packet suffers collision, it will restart from the
beginning of procedure. If one of two CCAs fails at the Mth backoff stage where
M is the maximum retransmission number, the packet is discarded.

(a) Procedure of uplink (b) Procedure of downlink

Fig. 1. Download sequences in a non-beacon network



360 T.O. Kim et al.

The communication sequences for uplink and downlink in a non-beacon net-
work are shown in Fig. 1. When a device has a data packet to transmit, it simply
transmits its uplink data packet, using the slotted CSMA/CA, to the PAN co-
ordinator. The coordinator sends an acknowledgment packet which notifies the
successful reception of the uplink data packet.

When the coordinator has a data packet to send to a certain device, it stores
the downlink data packet and waits until the device requests downlink transmis-
sion. A device makes a contact by transmitting a downlink request packet, using
the slotted CSMA/CA, periodically. The coordinator sends an acknowledgment
packet which notifies the successful reception of the downlink request packet and
existence of downlink data packet. If data are pending, the coordinator trans-
mits the downlink data packet, using the slotted CSMA/CA, to the device. The
standard allows the coordinator to send a downlink data packet without using
the CSMA/CA after the acknowledgment packet for downlink request packet.
Analysis of this method is studied by Kim et. al.[?]. After receiving the down-
link data packet, the device sends an acknowledgment packet which notifies the
successful reception of the downlink data packet.

3 Analysis for a Device with Only Downlink Traffic

Let n sensor devices be associated with the PAN coordinator. For downlink in
IEEE 802.15.4 non-beacon mode, a device sends a downlink request packet to
the PAN coordinator periodically to check whether there is a downlink data
packet at the PAN coordinator. We assume that a device generates a downlink
request packet after fixed number I of slots from the moment of the completion
of the previous downlink procedure (See Fig. 1). We also assume that it takes
exponential random time with mean 1

λd
that the PAN coordinator generates a

downlink data packet destined to the tagged device after the previous packet is
transmitted.

3.1 Mathematical Model

Let s(t), 0 ≤ s(t) ≤ M , be the backoff stage and b(t) be the backoff counter.
Let (s(t), b(t))r and (s(t), b(t))d denote the backoff stage and backoff counter
for downlink request packet and downlink data packet, respectively. When the
channel is idle at the first CCA, we define b(t) = −1. We assume that size of
downlink request packet is fixed R in the unit of slots. Let Txr[k], 1 ≤ k ≤ R,
represent the state of the kth slot of downlink request packet transmission. Let
Rxd represent the state of downlink data packet in transmission. We assume that
the length of data packet measured in slots is geometrically distributed with
mean 1

1−PRx,d
where PRx,d is the probability that current transmission continues

at the next slot. Let the duration for both waiting and receiving ACK be A
slots (Default value of A is equal to 2). Let (−1, k), 1 ≤ k ≤ A, represent the
state of the kth slot of the duration for waiting and receiving ACK. Let idle[k],
1 ≤ k ≤ I, represent the state of the kth slot from the start of duration of fixed
length I for generating downlink request packet. Define Y (t) at t by :
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Y (t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

idle[k], when a device is in the kth slot of state before generating downlink request packet
(s(t), b(t))r, when a device is in the process of backoff for downlink request packet
(s(t),−1)r, when channel is idle at the first CCA for downlink request packet
Txr[k], when a device is in the kth slot of a downlink request packet transmission
(−1, k)r, when a device is in the kth slot of waiting and receiving ACK

for downlink request packet
(s(t), b(t))d, when PAN coordinator is in the process of backoff for downlink data packet
(s(t),−1)d, when channel is idle at the first CCA for downlink data packet
Rxd when a device receives a downlink data packet
(−1, k)d, when PAN coordinator is in the kth slot of waiting and receiving ACK

for downlink data packet

(1)
Then Y (t) is a discrete Markov chain with one-step transition probabilities

described in Fig. 3 for downlink procedure. Let π(i,j)r , π(i,−1)r , π(−1,k)r , πTxr[k],
π(i,j)d , π(i,−1)d , π(−1,k)d , πRxd and πidle[k] be the steady-state probability which
can be obtained by solving the balance equations.

Next we will calculate the probability α of channel being busy at the first
CCA, the probability β of channel being busy at the second CCA and the prob-
ability Ps of successful packet transmission. Note that these probabilities have
the same values for downlink request packet and downlink data packet because
these values are determined by the states of other n− 1 devices. Since the prob-
ability of the channel being idle at the first CCA for the given device is equal to
the probability that the all other n − 1 devices are not in the states of Txr[k],
(−1, k)r, Rxd and (−1, k)d. Therefore α is given by :

α = 1 − (1 − πd)n−1 , (2)

where

πd =
R∑

k=1

πTxr[k] + πRxd +
A∑

j=0

(π(−1,k)r + π(−1,k)d).

Note that in order to be eligible to sense the channel at the second CCA, the
channel must be idle at the first CCA. So β is the probability that the channel is
busy when the tagged device senses at the second CCA, given that the channel
is idle at the first CCA, i.e,

1− β = P{channel is idle at the second CCA | channel is idle at the first CCA}
=

P{channel is idle at the first CCA, channel is idle at the second CCA}
P{channel is idle at the first CCA}

=

{
1− πd −

∑M
i=0

(
π(i,−1)r + π(i,−1)d

)}n−1

1− α
(3)

The successful transmission probability, Ps, can be represented by :



362 T.O. Kim et al.

Fig. 2. Description of Dr, Dr∗, Dd, and Dr + I

Ps = P{successful transmission | channel is idle at both the first CCA and the second CCA}

=

{
1 − πd − ∑M

i=0

(
π(i,0)r + π(i,−1)r + π(i,0)d + π(i,−1)d

)}n−1

{
1 − πd − ∑M

i=0

(
π(i,−1)r + π(i,−1)d

)}n−1

(4)

Let ed be the probability that there is a downlink data packet at the PAN
coordinator when downlink request packet arrives at the PAN coordinator. This
event occurs when downlink data packet arrives during the time duration, Dr,
from the completion of one downlink procedure to the next arrival of downlink
request packet at the PAN coordinator (See Fig. 2). The expected delay E[Dr]
are calculated by :

E[Dr] =
∞∑

k=0

(Ploss)k(1 − Ploss) · {k(I · σ + E[DL
r ]) + (I · σ + E[DS

r ])} + R · σ (5)

where Ploss is the probability of losing downlink request packet (given by (9))
and σ is the length of a slot. The expected delay E[DL

r ] from the moment of
generation of downlink request packet to the moment of discarding the packet
and the expected delay E[DS

r ] from the moment of generation of downlink request
packet to the moment of beginning of downlink request packet transmission are
calculated in Appendix 6. So, ed is approximately calculated using E[Dr].

ed ≈ 1 − e−λd·E[Dr] (6)

To check the accuracy of the approximation (6), we simulated the system and it
turns out that the approximation (6) is quite good (See Fig. 4).

Note that α, β, Ps and ed in (2), (3), (4) and (6) express in terms of steady-
state probability and vice versa. Therefore by solving nonlinear equation of (2),
(3), (4), (6), balance equations of this Markov Chain and normalization con-
dition, we obtain all necessary values such as steady-state probability, α and
β.
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Fig. 3. Markov Chain for Downlink
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3.2 Performance Measures

In this subsection, we obtain several performance measures such as throughput,
delay, loss probability and energy consumption.

Throughput. The normalized system throughput S, defined as the fraction of
time the channel is used to transmit downlink data packet successfully, is given
as follows.

S = n · πRxd · Ps (7)



364 T.O. Kim et al.

4 6 8 10 12 14 16 18 20
0

50

100

150

Number of stations

D
el

ay
 (

m
s)

 

 

Numerical (uplink)
Numerical (downlink)
Simulation (uplink)
Simulation (downlink)

(a) Expected delay for uplink and downlink

4 6 8 10 12 14 16 18 20
0

0.02

0.04

0.06

0.08

0.1

0.12

Number of stations

P
ac

ke
t l

os
s 

pr
ob

ab
ili

ty

 

 

Numerical (uplink)
Numerical (downlink)
Simulation (uplink)
Simulation (downlink)

(b) Packet loss probability for uplink and
downlink

4 6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
x 10

−3

Number of stations

E
sl

ot
 (

m
J/

sl
ot

)

 

 
Numerical (non−Beacon)
Simulation (non−Beacon)
Simulation (Beacon)

(c) Energy consumption for a device

Fig. 5. Numerical and simulation Results : Performance measures

Delay. The expected delay E[Dd] from the moment of downlink data packet
arrival at the PAN coordinator to service completion point is approximately
calculated by :
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E[Dd] ≈ E[Dr] + A + E[Dd∗] −
∫ E[Dr]
0 x · λde−λdx dx

1 − e−λdE[Dr]
(8)

where E[Dd∗] is the expected duration from the beginning of backoff procedure
for downlink data packet transmission to the moment of service completion of
the downlink data packet (given by (24) in Appendix 6). The last term in the
right-hand side represents the average duration from the completion of previous
downlink procedure to a arrival of next downlink data packet.

Packet Loss Probability. The probabilities of losing downlink request packet
and downlink data packet are same and let it denoted by Ploss. Then we have

Ploss =
M∑

v=0

v∑
w=0

vCwαw{(1 − α)β}v−w(1 − α)(1 − β)(1 − Ps)Ploss

+
M∑

w=0
MCwαw{(1 − α)β}M−w{α + (1 − α)β} (9)

The general term in the first summation of (9) is the probability that the packet
suffers loss after collision at the vth backoff stage in the first backoff procedure.
Note that after collision the procedure starts from the 0th backoff stage again.
The second term of (9) is the probability that the packet in the first backoff
procedure suffers loss because channel is busy at the first CCA or the second
CCA at the M th backoff stage.

Energy Consumption. Since power is quite critical in a sensor network, en-
ergy consumption is the most important performance measure. To obtain the
total lifetime of a battery, we need a concept of average energy consumption.
Park et al. [7] and Pollin et al. [6] define the normalized energy consump-
tion as the average energy consumption to transmit one slot amount of pay-
load. Their definition has good explanation in saturation mode. However, in
non-saturation mode, their definition mismatches with our intuition, as they
[6] mentioned that the energy consumption increases as the arrival rate de-
creases, or equivalently idle period increases. See Fig. 9 in [6]. So,we calculate
the average energy consumption Eslot per one slot(mJ/slot). Let Eidle , ETx and
ERx be the energy consumption for idle slot, transmission slot and reception(or
CCA) slot, respectively. Since energy consumption for reception slot and CCA
slot are equal, we do not distinguish the valus. Let aidle, aTx and aRx be the
probabilities of slot being idle, being transmission, being reception(or CCA).
Then,

aidle =
I∑

k=1

πidle[k] +
M∑
i=0

Wi−1∑
j=1

π(i,j)r

aTx = πTxr[k] +

⎛
⎝ A∑

j=0

π(−1,k)d

⎞
⎠ Ps

aRx = 1 − aidle − aTx
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Note that a device consumes ERx per one slot when it waits the downlink data
from PAN coordinator.

The average energy consumption Eslot per one slot is obtained as follows.

Eslot = aidleEidle + aTxETx + aRxERx (10)

4 Analysis for a Device with Both Uplink and Downlink
Traffic

We assume that uplink traffic has higher priority than downlink traffic in a sense
that, if uplink data packet and downlink request packet attempt to transmit at
the same slot, then uplink data packet is allowed to transmit and downlink re-
quest packet acts as if it suffers a collision. A device generates uplink data packets
according to Poisson process with rate λu and the PAN coordinator generates
downlink data packets destined to the tagged device according to Poisson pro-
cess with rate λd, independently each other. We assume that a device and the
PAN coordinator can accommodate only one uplink packet and only one down-
link packet for the tagged device, respectively. A device generates a downlink
request packet after fixed number I of slots from the completion of downlink
procedure.

4.1 Mathematical Models

We combine the Markov chain model (called uplink model here) proposed in
[3] for uplink traffic with different values α, β and Ps from ones in [3] and the
Markov chain model (called downlink model here) proposed in Section 3 with
different values α, β and Ps from ones in section 3. All traffics share a common
channel and so they compete with each other to catch the common channel.
Therefore, the probabilities α, β and Ps in each model (e.g. uplink model) relate
not only with steady-state probability in its own model (e.g. uplink model) but
also with steady-state probability in the other model (e.g. downlink model). For
classification of index, we will use the subscript ’u’, ’r’ and ’d’ for uplink data,
downlink request, and downlink data, respectively. Note that, in the downlink
model, the probability βr for the downlink request packet are different from the
probability βd for downlink data packet because uplink traffic has higher priority
than downlink traffic as mentioned in the beginning of this section.

The probability of the channel being idle at the first CCA for the tagged
device is equal to the probability that any other transmission does not occur in
the first CCA slot. Therefore αu, αr and αd are given by

αu = 1 − (1 − πu)n−1(1 − πd)n (11)

and
αr(= αd) = 1 − (1 − πu)n(1 − πd)n−1 , (12)
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where

πu = πTxu +
A∑

j=0

π(−1,k)u and

πd = πRxd +
R∑

k=1

πTxr[k] +
A∑

j=0

(π(−1,k)d + π(−1,k)r).

Since βu is the probability that the channel is busy when the tagged device
senses its second CCA for uplink data transmission given that the channel was
idle slot at the first CCA, βu is given by :

βu = 1 − (1−πu−
∑ M

i=0 π(i,−1)u )n−1{1−πd−
∑ M

i=0(π(i,−1)r+π(i,−1)d )}n

1 − αu
(13)

βr is the probability that the tagged device fails in the second CCA for transmis-
sion of downlink request packet. The failure in the second CCA for transmission
of downlink request packet comes from the following two cases. The first case
is that the channel is busy at the second CCA for downlink request packet.
The second case is that the the uplink data packet in the same device attempts
transmission while the channel is idle at the second CCA for downlink request
packet. Therefore, βr is given by :

βr = 1 − {1−πu−
∑ M

i=0(π(i,0)u+π(i,−1)u )}[(1−πu−
∑M

i=0 π(i,−1)u ){1−πd−
∑M

i=0(π(i,−1)r+π(i,−1)d)}]n−1

1 − αr

(14)
βd is the probability that the channel is busy when the PAN coordinator senses
it second CCA for downlink data transmission for tagged device. Therefore, βd
is given by :

βd = 1− (1−πu−
∑M

i=0 π(i,−1)u )n{1−πd−
∑M

i=0(π(i,−1)r+π(i,−1)d )}n−1

1− αd
(15)

The successful transmission probability, i.e. P u
s , P r

s and P d
s , are all same and

given by :

P u
s (= P r

s = P d
s ) = P{successful Tx | both the first CCA and the second CCA are succeed}

=
{1−πu−

∑M
i=0(π(i,0)u+π(i,−1)u )}n−1{1−πd−

∑ M
i=0(π(i,0)r+π(i,−1)r

+π(i,0)d
+π(i,−1)d )}n−1

(1−πu−
∑ M

i=0 π(i,−1)u)n−1{1−πd−
∑ M

i=0(π(i,−1)r+π(i,−1)d )}n−1

(16)

4.2 Performance Measures

In this subsection, we obtain several performance measures such as throughput,
delay, loss probability and energy consumption.

Throughput. The normalized system throughput S, defined as the fraction
of time the channel is used to transmit successfully for uplink data packet and
downlink data packet, is given as follows.
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S = n · (πTxu · P u
s + πRxd · P d

s ) (17)

Delay. The average delay E[Du] from the moment of uplink data packet arrival
at device to the moment of service completion point, can be obtained as the
same form as the equation (6) in [3] by just replacing parameters α, β and Ps
by αu, βu and P u

s , respectively. Similarly, E[Dr] is obtained as the same form
as the equation (5) by just replacing parameters α, β and Ps by αr, βr and P r

s
in the equations for calculation of Ploss, E[DL

r ] and E[DS
r ], respectively. Then,

E[Dd] is calculated by the same form as the as the equation (8).

Packet Loss Probability. The uplink packet loss probability P u
loss can be

obtained as the same form with the equation (7) in [3] by just replacing pa-
rameters α, β and Ps by αu, βu and P u

s , respectively. Let P r
loss be the proba-

bility of losing downlink request packet and P d
loss be the probability of losing

downlink data packet. Then P r
loss can be obtained as the same form with the

equation (9) in 3.2 by just replacing parameters α, β and Ps by αr, βr and P r
s ,

respectively. Moreover, P d
loss can be obtained as the same form with the equa-

tion (9) in 3.2 by just replacing parameters α, β and Ps by αd, βd and P d
s ,

respectively.

Energy Consumption. We calculate the average energy consumption Eslot

per one slot(mJ/slot). Let aidle
u , aTx

u and aRx
u be the probabilities of slot being

idle, being transmission, being reception(or CCA) for uplink traffic, respectively.
Then,

aidle
u = 1 −

M∑
i=0

(π(i,0)u + π(i,−1)u) − πTxu −
A∑

j=0

π(−1,j)u

aTx
u = πTxu

Similarly, let aidle
d , aTx

d and aRx
d be the probabilities of slot being idle, being

transmission, being reception(or CCA) for downlink traffic. Then

aidle
d =

I∑
k=1

πidle[k] +
M∑
i=0

Wi−1∑
j=1

π(i,j)r

aTx
d = πTxr[k] +

⎛
⎝ A∑

j=0

π(−1,k)d

⎞
⎠ Ps

Thus Eslot is calculated as follows.

Eslot = aidle
u aidle

d Eidle + (aTx
u + aTx

d )ETx + {1 − aidle
u aidle

d − (aTx
u + aTx

d )}ERx

(18)
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5 Numerical Results and Simulation Results for Both
Uplink and Downlink Traffic

In this section, numerical results for performance measures of the network with
both uplink and downlink traffic are presented. For our numerical results, I is
set to 500 backoff slots. The average length of a uplink data packet, 1

1−PTx,u
, is

set to 4 and the average length of a downlink data packet, 1
1−PRx,d

, is set to 4.
Note that σ = 0.32ms in case of 250 Mbps, 2.4 GHz. N and M are 2 and 4,
respectively. W0 is set to 23 = 8 in our experiment. The energy consumptions
at Tx, Rx, and CCA states are 0.0100224mJ, 0.0113472mJ and 0.0113472mJ,
respectively, [7]. A device consumes 0.000056736mJ during idle state.

Fig. 5(a) depicts the expected delay E[Du] for uplink traffic and the expected
delay E[Dd] for downlink traffic. As the number of devices increases, E[Du] and
E[Dd] increase due to the exponential backoff by competitions of each other.
Fig. 5(b) depicts the packet loss probability Pu

loss and P d
loss for uplink traffic

and downlink traffic, respectively. Also Pu
loss and P d

loss increase as the number of
devices increases. Fig. 5(c) depicts the average energy consumption Eslot per one
backoff slot. Fig. 5 shows that the numerical results and simulation results for
performance measures differ slightly. This may be caused by the analytical model
where two approximations (6) and (8) are used. In Fig. 5(c), we also compare
the energy consumption between the non-beacon mode and the beacon mode
through simulation. For this comparison, we set the superframe duration by 96
backoff slots. From the simulation results, we find out that the non-beacon mode
reduces the energy consumption about 50% compared with beacon mode, which
the downlink delay is within 100msec (See Fig. 5(a)). Finally, our results are used
for determining the optimal number of devices which can be accommodated in
the system while supporting the required QoS on the expected packet delay
and the packet loss probability. For instance, with the requirements of E[Du]≤
20ms, E[Dd]≤ 100ms, Pu

loss ≤ 2% and P d
loss ≤ 2%, the optimal number of

devices in the network is from Fig. 5(a) and Fig. 5(b). With this case, we obtain
from Fig. 5(c) that the average energy consumption Eslot per one backoff slot is
7.1 × 10−4mJ/slot.

6 Appendix : Delay for Downlink

In this section, we obtain the expected durations E[DL
r ], E[DS

r ] and E[Dd*] (See
Fig. 2). E[DL

r ] is the expected time duration from the moment of generation of
downlink request packet to the moment of discarding the packet, and E[DS

r ] is
the expected time duration from the moment of generation of downlink request
packet to the moment of beginning of downlink request packet transmission. To
obtain E[DL

r ] and E[DS
r ], let P c be the probability that a packet suffers collision

in a backoff procedure. Then,

P c =
M∑

v=0

v∑
r=0

vCrα
r{(1 − α)β}v−r(1 − α)(1 − β)(1 − Ps) . (19)
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Let E[DT
backoff ] and E[DL

backoff ] be the expected number of backoff slots that a
packet experience until the moment of transmission attempt in a backoff pro-
cedure and the expected number of backoff slots that a packet experience until
the moment of discarding in a backoff procedure, respectively. Then,

E[DT
backoff ] =

∑M
v=0

∑v
r=0 vCrα

r{(1 − α)β}v−r(
∑v

i=0
Wi−1

2 + 2v − r + 2)∑M
v=0

∑v
r=0 vCrαr{(1 − α)β}v−r

(20)

E[DL
backoff ] =

∑M
r=0 MCrα

r{(1 − α)β}M−r∑M+1
r=0 M+1Crαr{(1 − α)β}M+1−r

× {α(
M∑

i=0

Wi − 1
2

+ 2M − r + 1 + (1 − α)β(
M∑

i=0

Wi − 1
2

+ 2M − r + 2)}

(21)

Note that a downlink packet is discarded when the CCA fails at the Mth backoff
stage. So, the expected duration E[DL

r ] is given by :

E[DL
r ] =

∞∑
k=0

(P c)k(1 − P c)
{
k

(
DT

backoff + R + A
)

+ DL
backoff

}
σ . (22)

The general term in (22) is the expected duration for the case that a packet is
discarded after the kth collision. Similarly, the expected duration E[DS

r ] is given
by :

E[DS
r ] =

∞∑
k=0

(P c)k(1 − P c)
{
k

(
DT

backoff + R + A
)

+ DT
backoff

}
σ . (23)

The general term in (23) is the expected duration for the case that a packet is
successfully transmitted after the kth collision.

The expected delay E[Dd*], from the beginning of backoff procedure for down-
link data packet transmission to the moment of service completion of the down-
link data packet, is given as follows.

E[Dd∗] =
M∑

v=0

v∑
r=0

vCrα
r{(1− α)β}v−r(1− α)(1− β)Ps

(
v∑

i=0

Wi − 1
2

+ 2v − r + 2 +
1

1− PRx,d
+ A

)
σ

+
M∑

v=0

v∑
r=0

vCrα
r{(1− α)β}v−r(1− α)(1− β)(1− Ps)

×
{(

v∑
i=0

Wi − 1
2

+ 2v − r + 2 +
1

1− PRx,d
+ A

)
σ + E[Dd∗]

}

+
M∑

r=0

MCrα
r{(1− α)β}M−r

×
{

α

(
M∑

i=0

Wi − 1
2

+ 2M − r + 1

)
+(1− α)β

(
M∑

i=0

Wi − 1
2

+ 2M − r + 2

)}
σ

(24)
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The first summation and second summation of the equation (24) describe the
cases of successfully transmission and collision in the first transmission attempt,
respectively. The last summation of the equation (24) describes the case that a
packet is discarded at the first backoff procdure because the channel is continu-
ously sensed due to busy condition in CCA.
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Abstract. This paper concerns indoor location determination by using
existing WLAN infrastructures and WLAN enabled mobile devices. The
location fingerprinting technique performs localization by first construct-
ing a radio map of signal strengths from nearby access points. The radio
map is subsequently searched using a classification algorithm to deter-
mine a location estimate. This paper addresses two distinct challenges
of location fingerprinting incurred by positioning moving users. Firstly,
movement affects the positioning accuracy negatively due to increased
signal strength fluctuations. Secondly, tracking moving users requires a
low-latency overhead which translates into efficient computations to be
done on a mobile device with limited capabilities. We present a technique
to simultaneously improve the positioning accuracy and computational
efficiency. The technique utilizes a weighted graph model of the indoor
environment to improve positioning accuracy and computational effi-
ciency by only considering the subset of locations in the radio map that
are feasible to reach from a previously estimated position. The technique
is general and can be used on top of any existing location system. Our
results indicate that we are able to achieve similar dynamic localization
accuracy to static localization. Effectively, we are able to counter the ad-
verse effects of added signal fluctuations caused by movement. However,
as some of our experiments testify, any location system is fundamentally
constrained by the underlying environment. We give pointers to research
which allows such problems to be detected early and thereby avoided
before deploying a system.

1 Introduction

Indoor location-based services (LBS) hold promise for a multitude of valuable
services to be built and has the potential of substantially leveraging the utility
of existing outdoor solutions. Unfortunately, traditional “outdoor” technologies
such as GPS and cellular networks do not work reliably and accurately enough in
indoor environments. The GPS signal is not sufficiently strong to penetrate most
buildings, while the accuracy of cellular positioning is limited by the denseness
of GSM antennas in a particular area. A widely researched alternative is to
make use of the existing 802.11 (WLAN) infrastructures which nowadays have
become ubiquitous for providing wireless communication. Reusing WLAN for

F. Granelli et al. (Eds.): MOBILIGHT 2009, LNICST 13, pp. 372–386, 2009.
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indoor positioning is appealing since it avoids the cost of specialized equipment
used solely for positioning. Instead, systems can be implemented exclusively in
software making indoor positioning a possibility in as large a population as the
WLAN infrastructures themselves.

Positioning via WLAN can be done by using signal strength information from
available access as the signal strengths vary with spatial changes. However, as
radio waves are propagated in an indoor environment, they are also scattered,
reflected, and attenuated by the obstacles they encounter. Signals may arrive at
the receiver from several paths and when the multiple incoming waves combine
at the receiver they can produce a distorted version of the desired waveform,
a phenomenom known as multipath interference [3]. The end result is a highly
unpredictable propagation patterns and the best results in the face of this sit-
uation has been achieved with the location fingerprinting technique which uses
empirically measured signal strengths. The fingerprinting technique works in
two phases: First, before a positioning system is deployed, signal strength in-
formation is recorded at a number of predefined locations throughout the area
to be covered by the positioning system. The measured signal strength values
and locations are saved in a database, also called a radio map. The process of
collecting the signal strength measurements and building the radio map is com-
monly referred to as the offline phase. In the corresponding online phase, where
the system is operational, a location estimate is obtained by first measuring
the signal strengths and then searching the radio map for a closest match to
the currently measured signal strength. Different methods can be used to arrive
at a closest match and generally these are divided into two main categories:
deterministic methods and probabilistic methods. Deterministic methods build
a radio map by saving signal strength information as a scalar value, e.g., the
mean signal strength, while probabilistic algorithms store the signal strength
distributions from the access points. In the online phase, deterministic meth-
ods then estimate a location by comparing measurements by their value while
probabilistic methods estimate a location by considering measurements as part
of a random process [10,20]. The location fingerprinting technique has produced
good positioning accuracy for static localization, i.e., location determination of
a stationary user. However, users of an LBS service can in general be expected
to the moving, for instance users who need navigation to a point of interest,
and dynamic localization, or tracking a moving user, is more challenging for two
reasons. Firstly, movement causes increased fluctuations in the signal strengths.
The greater variance means the signal strengths in the radio map are less precise
approximations. The result is more dispersed and erratic location estimates and
hence the positioning accuracy deteriorates under movements. Secondly, move-
ment necessitates frequent position updates to keep track of the users’ current
position. Performing localization on a central server and communicating the re-
sulting locations to clients incurs a substantial communication overhead when
the update interval is very short. A more scalable solution, which also preserves
the privacy of the users, is to perform localization on the users’ own devices. Re-
ducing the computational overhead is necessary for constrained devices to meet
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the low latency requirements. Moreover, reducing the computational effort saves
battery usage and thus helps prolong the lifetime of LBS services.

We present a technique based on a weighted graph model of the indoor envi-
ronment that tries to improve both the positioning accuracy and computational
efficiency of location fingerprinting. The underlying idea is to restrict attention
- and hence the search space - to only those locations that are feasible to reach
from a previously determined position. The intuition is to improve accuracy by
filtering away even nearby locations that are impossible to reach due to obstruc-
tions or because they are too far away. Similarly, the search of the radio map
is confined to a very small geographic region. We show that this region can be
made as small as the positioning accuracy of the underlying algorithm permits
and this is provably the smallest region possible.

We apply the technique in two real-world test-beds using a simple determin-
istic algorithm as the underlying base and only a bare minimum of training.
This configuration is chosen in order to demonstrate the robustness of the graph
technique. However, the graph technique is general and can be placed on top of
any existing location system.

Our results indicate that we are able to achieve similar dynamic localization
accuracy to static localization, i.e., the technique is resilient to the adverse effects
caused by signal fluctuations. However, the results in one of our test beds also
demonstrate that location systems are fundamentally limited by the underlying
environment.

The rest of the paper is organized as follows: Section 2 discusses related re-
search in 802.11 based localization with a focus on the research that addresses
dynamic localization and computational efficiency. Moreover, the section dis-
cusses some of the fundamental constraints of 802.11 based localization. Section
3 introduces the weighted graph technique and gives the implementation details
while Section 4 shows the results of the technique in two test beds. Finally,
Section 5 concludes the paper.

2 Related Research

The Radar project [5], carried out at Microsoft Research, was the first to use
commodity 802.11 hardware for indoor localization. Using a deterministic ap-
proach with a Nearest Neighbor algorithm this initial research effort was able to
achieve a median accuracy of 2.94 meters. The Radar project has since become
the defacto standard on which other location systems are measured. Bahl et al.
[4] and Smailagic and Kogan [17] extended the Nearest Neighbor approach to
produce better results by averaging k nearest neighbors on proximity to pro-
duce a location estimate. Recently, focus has shifted to probabilistic methods
and several research efforts have achieved accuracies of 2 meters or better with
at least 90% probability, i.e., locations estimates are within 2 meters of the
actual location 90% of the time [2,11,12,16,18,20,22]. Since probabilistic algo-
rithms draw information from signal strength distributions rather scalar values
they can be trained to outperform their deterministic counterpart[19]. However,



Efficient and Accurate WLAN Positioning with Weighted Graphs 375

environmental factors and tunable parameters such as the building structure,
number and placement of access points and number of samples often have a
bigger impact than the choice of algorithm as witnessed in several experiments,
e.g., [15,12,16,6].

The best-case positioning accuracies have been achieved with static localiza-
tion when the tracked device remains at the same location. In this situation
the signal strengths remain fairly stable and resemble the entries in the radio
map. However, movement incurs increased signal strength fluctuation result-
ing in deteriorating positioning accuracy. Different approaches have been taken
to modeling movement. Smagailagic and Kogan [17] propose a time-averaged
location convergence technique to try and minimize the jumps of consecutive
estimates. Bahl et al. [4] uses a Viterbi-like algorithm for tracking on top of a
k-Nearest Neighbor algorithm. Ladd et al. [12] uses a sensor fusion technique
together with spatial continuity assumptions to probabilistically reject outliers.
The two techniques that are closest to ours are Xiang et al. [18] and Haeberlen
et al. [7]. Xiang et al. [18] use a tracking-assistant algorithm implemented as a
state machine. Here, each new state (location) is determined by the previous
state and the allowed transitions which takes into account the topology of the
environment. Haeberlen et al. [7] considers topology and movement in a similar
fashion by using a transition graph to describe allowed movement.

Estimating a position by comparing with all entries in the radio map can
become a very taxing operation, especially when the operation area increases
or when performing localization on a resource-constrained device. Improving
efficiency by reducing the search space of location fingerprinting has previously
been addressed by using a notion of access point clustering [2,9,20,22]. An access
point cluster defines a spatial region where a common set of access points can
be heard.

Youssef et al. [22] use an explicit clustering technique where a number of clus-
ters are defined by an administrator in the offline phase. Since access points may
by intermittently missing, a subset q of the available access is used to define a
cluster. This subset is comprised by the access points with the strongest signals
as they are most likely to be present. In the online phase the current measure-
ment is sorted in descending order and the q strongest access points are used to
determine which cluster to search within to determine a location estimate. The
Locator system [2] uses explicit clustering for a first-level clustering, and then
proceeds with a further k-Means clustering during the online phase based on a
previous position estimate and the physical closeness of locations. Similarly, the
Ariadne system [9] uses k-Means clustering, but instead clusters a set of can-
didate positions with smaller mean square errors. The largest cluster is chosen
and its center is picked as the location estimate.

Rather than explicitly clustering locations in the offline phase, the Horus sys-
tem [20] uses an implicit clustering technique to defer clustering until the online
phase. In the online phase the current measurement is once again sorted in de-
scending order. Then, the algorithm proceeds incrementally: For the strongest
access point, the probability of each location containing that access point is
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calculated. If the probability of the most probable location is significantly higher
than the probability of the second most probable location according to a thresh-
old parameter, this location is returned as the location estimate. Otherwise,
the next access point in the sorted access point list is consulted. The process
continues until a position estimate can be delivered.

A comparison of the two clustering approaches is performed by Youssef and
Agrawala [21] which found that explicit clustering results in better positioning
accuracy than implicit clustering but incurs a larger computational overhead.

3 Using Weighted Graphs for Efficient and Accurate
Tracking

Weighted graphs are a fundamental data structure in computer science and have
been applied in a host of different domains, including GIS mapping and road-
network modeling. Similarly, weighted graphs are a natural formalism for mod-
eling the topology of an indoor environment. As we will demonstrate weighted
graphs can be further used to help provide accurate and efficient dynamic local-
ization. We build a weighted graph model of the indoor environment by modeling
fingerprinted locations as nodes with weighted edges to capture the distance be-
tween physically adjacent locations. Such a graph model can easily be built on
top of an existing system or as part of the offline phase of a new location system.

In the online phase the weighted graph is utilized to provide accuracy and
efficiency in the following way: Given a previously estimated position, the at-
tention (and search space) is confined to feasible locations. These are the lo-
cations that are reachable within the update interval of consecutive location
estimates by a user traveling at an assumed maximum speed. Thus, feasible
locations can be found by performing a breadth-first search within the range
(max speed per second×update interval). With dynamic localization this range
is not very large. Assuming an update interval of one second and a maximum
pedestrian speed of three meters per second, the reachable range is 3 meters.
In practice, this would in many cases correspond to only the neighboring nodes
given the difficulty of distinguishing signal strengths at a finer granularity. As
a result, the search space is very small and intuitively accuracy is improved by
filtering away even nearby locations that cannot be reached.

Due to the noisy nature of the wireless channel this scheme is, of course, some-
what idealized and there is an inherent risk that a localization system could get
“stuck” at a location. This would happen if the actual and estimated locations
are not connected by a path, e.g., if they are separated by a wall with no doors
connecting them. In order to handle this we introduce so-called radius-nodes.
Radius-nodes are defined as the set of all non-connected nodes located within a
specified euclidian distance of a node. Radius-nodes are used to account for esti-
mation error to non-connected nodes of the actual location. As such the range of
radius-nodes is determined by the precision of the underlying positioning system.
As an example, if the system can deliver position estimates with 100% certainty
within 10 meters, correspondingly the radius should be set to 10 meters in order
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to consider all relevant nodes. It follows that this is also the provably smallest
geographical region of the radio map that needs to be searched since a smaller
region would fail to consider all relevant nodes. Lemelson et al. give algorithms
to estimate 802.11 positioning error which can be used to ascertain the range of
radius-nodes[13]. Radius-nodes are implemented by augmenting each node with
a list of its radius-nodes. Radius-nodes are found using a range query centered
around the node in question. The range of radius-nodes can be set to different
sizes in different parts of the building to reflect varying localization error.

In the online phase radius-nodes are used as a fall-back mechanism when
the idealized scheme fails. The governing rule is to prefer connected nodes to
a previously estimated position as this provides smooth tracking and avoids
erratic jumps through obstructions. Only if there are strong indications that the
currently selected track is wrong are these logical jumps allowed. To achieve this
we operate with two distinct search spaces: A primary search space which consist
of the reachable locations from a previously estimated location l and a secondary
search space consisting of the radius-nodes of l. Both search spaces are searched
and at any point a location estimate from the primary search space is preferred.
However, if strong evidence suggest that a non-connected node is indeed more
likely a “shift” can be made. A shift entails selecting the most probable non-
connected node as the location estimate and adjusting the search space such
that the primary search space now becomes centered around the new node. The
notion of making a shift is illustrated in Figure 1.
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Fig. 1. A position estimate at time t-1 (filled circle) has a primary search space (nodes
connected by solid lines) and a secondary search space (nodes connected by dashed
lines). At time t a radius-node is selected as the new position estimate. A “shift” is
made by updating the primary and secondary search. The dashed circle indicated the
range of radius nodes.

Evidence that a shift needs to be performed can come from a history of
measurements. For example, if two or three consecutive estimates has been to
radius-nodes this could indicate that a shift is needed. The range of radius-nodes,
however, should be extended in accordance with the length of the history. So
if a history-length of three seconds is used, the radius should be extended by
3 × max speed per second since the user can move this distance further away



378 R. Hansen and B. Thomsen

from the correct location before a shift is made. We advice using a history-length
of two seconds, and making a shift if two consecutive best estimates has been to
radius nodes. By using a short history-length the search space is kept small and
at the same time the system can quickly react to seemingly false assumptions.
Conversely, a longer history-length may yield even stronger indications but has
a correspondingly longer reaction time.

3.1 Algorithm and Data Structures

We now proceed to giving the details of the method that implements the graph
technique. The method has been implemented in C# and is presented in a com-
bined C#/pseudo-code syntax in Listing 1 to improve readability. The method
is a template method where the individual steps can be customized to fit an ex-
isting system and application domain by adjusting the underlying parameters.

1 public void e s t imat ePos i t i on ( ) {
2 Measurement meas ;
3 Estimate e s t ;
4 Estimate rad iu sEst ;
5 List <Node> primSpace = graph . Nodes ;
6 List <Node> secSpace ;
7 History h i s t = new History ( ) ;
8
9 while (ONLINE RUNNING)

10 {
11 meas = MeasureSS (UPDATE INTERVAL) ;
12 e s t = Compare (meas , primSpace ) ;
13 nodes = Fea s i b l ePo s i t i o n s ( e s t ) ;
14 secSpace = e s t . RadiusNodes ;
15 rad iu sEst = Compare (meas , secSpace ) ;
16 h i s t o r y . add ( est , rad iu sEst ) ;
17 i f ( h i s t o r y . correct ionNeeded ( ) )
18 nodes = f e a s i b l e P o s i t i o n s ( rad iu sEst ) ;
19 }
20 }

Listing 1. Position estimation with radius-nodes

The estimatePosition() procedure is called when location estimation com-
mences. We start by describing the data structures involved. The Measurement
class encapsulates a signal strength measurement and the variable meas holds
the current measurement. The Estimate class represents a position estimate -
a node - along with the node’s score which is a measure of how good the esti-
mate is, e.g., highest probability or shortest distance. Node objects correspond
to nodes in the graph and the objects est and radiusEst represent the currently
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best scoring node in the primary and secondary search space, respectively. The
primary search space is represented in the primSpace list while the secondary
search space is kept in the secSpace list. Finally, the History class represents
a history of measurements (a queue of recent measurement), and a criteria for
performing a correction. Performing a correction corresponds to making a shift
as described in Section 3. The History allows for different queue lengths and cri-
teria for correction to be set. It can be noted that in the code above the primary
search initially consists of all nodes in the graph (line 5). In a large deployment,
however, we would instead use one of the access point clustering techniques as
described in Section 2 to reduce the initial search space.

The loop (lines 9-19) defines what happens during location determination: The
signal strength is measured and saved into the meas object (line 11)1. The mea-
surement is compared with the nodes in the primary search space (primSpace)
using an underlying classification algorithm which results in in a position esti-
mate (line 12). The primary search space is updated to be the set of reachable
locations from the estimated node (line 13) and the secondary search space is up-
dated to be the radius nodes of the estimated node (line 14). The signal strength
is then compared with the radius nodes resulting in yet another estimate - to
the best-scoring radius-node (line 15). Both estimates are added to the history
(line 16) and if the history indicates that a correction is needed, a shift is made
(line 17-18).

4 Experiments

The graph technique has been implemented in a prototypical LBS application
running on the Windows mobile platform. This section discusses the setup and
results from two separate experiments that were conducted with the application
in order to test the robustness of the technique in different settings.

The experiments were performed using an HP Ipaq H5550 Pocket PC with
an Intel XScale 400 Mhz processor. Experiments were conducted using both
the in-built wireless Network Interface Card (NIC) as well as an SDIO NIC
from Socket. An API from OpennetCF.org was used to query the NICs for the
detected signal strengths.

In both experiments, the radio map was built by saving the average signal
strength value of only ten measurements at each location. In the online phase a
single measurement was used and the update interval was set to one second.

The system made use of a simple deterministic Nearest Neighbor algorithm
similar to the one used in the original Radar project The choice of a bare min-
imum of signal strength samples coupled with a simple deterministic algorithm
was made in order to “stress test” the robustness of the graph technique. A
more advanced probabilistic algorithm coupled with more samples might have
improved the accuracy further but this would also mean that the concept of
radius-nodes would not be tested to its limits.
1 OpennetCF provides an API for the .NET Compact Framework for querying signal

strength information [1].
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The experiments were performed by pressing a start/stop button which starts
and stops the loop described in Listing 1. The results were recorded by logging
all estimates produced during the test. This approach was taken, in contrast
to clicking the actual position while the test was underway, as it gave a more
realistic view of how the technique handles movement. Instead of stopping briefly
to mark the current location, the test could be performed with a continuous walk.
The assumed maximum speed were in both experiments set to three meters per
second.

4.1 Aalborg University

The first test was performed in a wing of Aalborg University. A total of 16 ac-
cess points could be heard throughout the building and at any one location the
number of access points ranged from four to eight. The weighted graph was built
by placing a node in offices and at locations where there were “forks” in the en-
vironment (the experiments were conducted at a holiday period which accounts
for only some of the offices being included). The nodes were approximately three
meters apart corresponding to the size of an office. The model consisted of 71
nodes and 75 edges and can be seen in Figure 2.

The figure also shows the radius that was chosen based on the observed
static localization accuracy and chosen history-length. The worst-case static ac-

Fig. 2. Wing at Aalborg University modeled as a weighted graph. The size of the
radius-nodes can be seen in the top-right circle.
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curacy was nine meters and two consecutive best-scoring radius-estimates was
used as the correction criteria which led to an additional three meters being
added to the radius.

We completed eight walks around the building with both the graph technique
and the original Nearest Neighbor algorithm. We used four start/stop points in
the upper, lower, left, and right side of the building and tested by walking in
both directions. The graph- and original technique were tested back to back.
Immediately after completing a walk with the graph technique we took a tour
with the original technique. This was done to avoid temporal differences in the
comparison. The results of the tests can be seen in Figure 3.

Fig. 3. Dynamic localization accuracy in Aalborg University

The first column represents location estimates that were at, or at most one
node (approximately three meters) away from the actual location. Columns two
through four represent location estimates that were two to four nodes away from
the actual location, with the corresponding accuracy shown in parentheses, while
the last column indicates those results that were at a non-connected node to the
actual location. As can be seen the weighted graph technique massively out-
performs the original Nearest Neighbor algorithm whose performance degrades
significantly when moving. After the head-to-head comparisons a number of tests
were run with the graph technique alone to test the robustness further. In these
tests we played the role of an indecisive user who changes direction several times.
This did not affect the accuracy adversely nor did using the either of the NICs.
Since the activity level in the building was somewhat idle at the time of the
experiments it cannot be ruled out that the accuracy would have been lower
had there been more people and offices open. However, in the tests the three
offices that were open were not selected as location estimates in the walks even
though the doors were open. Instead, the few times the graph technique made
a correction was when the operator passed by the midsections which can be
found in the middle left, right, top, and bottom of the building. In most cases
a wrong estimate here was resolved by the system “catching up” but sometimes
the system chose to cut the corner.
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Table 1. Computation time in Aalborg University

Card / Method Graph Radar
In-built 10-20 ms. ca. 35 ms.
SDIO 30-40 ms. ca. 60 ms.

The computational performance of the two techniques is summarized in
Table 1.

Using the device’s in-built NIC the computation time with the graph technique
ranged from 10 to 20 milliseconds while the original Radar algorithm produced
more stable results at around 35 milliseconds. The greater variance with the
graph technique is due to a varying number of radius-nodes in different parts
of the building. Using the Socket SDIO NIC added another 25 milliseconds to
the computation time which is attributed to I/O operations. In comparison, we
can see that the graph technique is approximately twice as fast as the Nearest
Neighbor algorithm which searches the entire radio map. The graph technique
searches less than half of the radio map, which can be seen by observing the
radius in Figure 2, but adds a bit of extra programming logic which is the reason
why the difference is not greater. However, since the computational complexity
of the graph technique is constant the difference will increase further in even
larger areas.

4.2 Randers Public Library

Experiments were also conducted in Randers Public Library. This section does
not include a formal treatise of the results as the environment posed a patho-
logical case for indoor positioning. Rather, we discuss the experiences from the
experiments. The library had four access points installed but in certain parts
of the building sometimes only two of the access points could be registered. A
weighted graph model was created resulting in 142 nodes and 214 edges which
can be seen in Figure 4.

As can be seen the weighted graph does not extend to the far right. This is
because the building map was slightly outdated. As a result this section of the
building was left out of the experiments. Upon building the radio map samples
were taken at nine different locations in order to get a picture of the static
localization accuracy. This revealed problems pertaining to delivering accurate
positioning. In the left side of the building - at 60 out of the plotted 142 nodes it
turned out - estimates jumped very far, as far as from one end of the building to
the other. In this section it was observed that frequently only two of the access
points could be registered so the problem was initially tried amended by using
several samples in an effort to hear more access points. By using several samples
we managed to pick up all four access points. However, this did not improve the
accuracy. An analysis of the data in the radio map showed the signal strengths
of three of the access points in this region to be highly overlapping. As Figure 5
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Fig. 4. Randers Public Library modeled as a weighted graph

shows especially two of the access points were affected showing a variance within
only 10 dBm. Since it was not uncommon to see variances of 10 dBm simply
by changing direction this made it impossible to perform sensible localization in
this part of the building. In the middle- and right side of the building, however,
the static localization accuracy was acceptable. The accuracy was lower than in
Aalborg - more estimates were farther away from the actual location but the
worst-case accuracy remained the same. As a result, the same setup as before
was used.

The difference in dynamic localization accuracy was even more notable than
in Aalborg University and the effect of movement was substantial as witnessed
in Figure 6.

As can be seen, the graph technique initially does a very good job of confining
the location but in the lower left corner it gets stuck whereafter it starts jumping
back and forth while the user continues to the upper left corner. This illustrates
the accuracy in a nutshell: While refraining from the left side of the building ac-
curacy was substantially improved but any attempts to use the graph technique
in the left side resulted in the system getting stuck. This was resolved only by
changing the radius to the 40 meters locations could jump in the left side! Out-
side the left region the graph technique distinguished locations on opposite sides
of bookshelves very well. In the mid-region where the obstructions were formed
by low bookshelves (<1.5 meters high) and tables the system some times chose
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Fig. 5. Signal strengths from the four access points at Randers Public Library

(a) Result of Nearest Neighbor algorithm (b) Result of Weighted Graph technique

Fig. 6. Comparison of a walk in Randers Public Library. The star symbol indicates
the starting point and the dashed line the actual route walked. The solid lines connect
consecutive location estimates.

the wrong path around an obstruction but stayed within close proximity of the
actual location in contrast to the Nearest Neighbor algorithm which exhibited
very large estimation jumps when moving. The experiments in Randers Public
Library are a testament that 802.11-based location systems are fundamentally
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limited by the available infrastructure. In some cases performance can only be
improved to an acceptable level by restructuring or adding new access points. Al-
though we were not free to modify the wireless infrastructure in this experiment,
Lemelson et al. [13] presents a strategy for predicting the estimated location er-
ror based on the signal strength patterns in the radio map. The strategy clusters
together locations with similar signal properties and the estimated error of a
region is derived from the distance of the cluster of that region. This strategy
allows potential trouble areas to be identified before deployment and appropriate
countermeasures to be taken.

5 Conclusion

In this paper we presented a weighted graph technique for improving the com-
putational efficiency and accuracy of dynamic localization (tracking of moving
users) by using available 802.11 equipment. The weighted graph technique was
used to impose topological constraints on the location system and improve the
accuracy and efficiency of an underlying classification algorithm by only con-
sidering feasible location candidates based on the users’ previous location and
an assumed maximum traveling speed. The technique was found to provide a
substantial improvement in dynamical localization accuracy by disregarding lo-
cation estimation outliers caused by movement. At the same time the search
space was confined to a very small geographic region which facilitates building
scalable systems where the computation is performed on the users’ own mobile
devices. However, as experiments in one of the tests demonstrated the usability
of an LBS service is fundamentally limited by the underlying wireless infras-
tructure that supports it. We provided pointers to research which allows such
ailments to be discovered early and to be avoided before deploying an indoor
location system.
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Abstract. The “ROADSCANNER” project addresses the need for increased 
accuracy and integrity Digital Maps (DM) utilizing the latest developments in 
GNSS, in order to provide the required datasets for novel applications, such as 
navigation based Safety Applications, Advanced Driver Assistance Systems 
(ADAS) and Digital Automotive Simulations. The activity covered in the cur-
rent paper is the feasibility study, preliminary tests, initial product design and 
development plan for an EGNOS enabled vehicle probe. The vehicle probe will 
be used for generating high accuracy, high integrity and ADAS compatible 
digital maps of roads, employing a multiple passes methodology supported by 
sophisticated refinement algorithms. Furthermore, the vehicle probe will be 
equipped with pavement scanning and other data fusion equipment, in order to 
produce 3D road surface models compatible with standards of road-tire simula-
tion applications. The project was assigned to NIKI Ltd under the 1st Call for 
Ideas in the frame of the ESA - Greece Task Force.  
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1   Introduction 

As the existing Global Navigation Satellite Systems (GNSS), such as GPS and 
GLONASS, have been available for well over three decades, their limited accuracy, 
reliability, availability and integrity prevent any advanced use in safety critical and 
precision demanding applications. As a consequence, the same holds true for publicly 
available GPS or GLONASS generated digital maps, since they were not compiled 
with the above mentioned precision and safety criteria in mind.  

Today’s available digital maps and GNSS positioning options are adequate mainly 
for turn-by-turn navigation uses. The ongoing research in advanced road passenger 
safety has already defined new precision requirements for enabling new enhanced 
applications of digital maps in safety applications and ADAS. Some critical examples, 
for which the automotive industry has already defined the preliminary requirements, 
are systems for Vehicle Control, Driver Warning and Exact Path Prediction. 
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In addition, the novel use of digital 3D Road Surfaces in the vehicle engineering 
process has increased the market need for more precise datasets in advanced automo-
tive simulation related to road-tire-vehicle interaction. The simulation of the vehicle 
mechanical system can be enhanced with the use of accurate input for the road ge-
ometry, in terms of its geometric characteristics, such as slope, elevation and curva-
ture enhanced with metadata for their surface properties. 

The required accuracy and integrity of digital maps for the forthcoming demanding 
applications can be achieved through the utilization of the latest sensor technology in 
combination with the more reliable, precise and publicly available European Naviga-
tion Systems such as EGNOS and later GALILEO. The ROADSCANNER methodol-
ogy will refine existing digital maps with the use of proper algorithms in terms of 
precision and integrity. The combination of both technologies will lead to digital 
maps products/datasets certified and verified for use in critical applications. 

2   Project Description 

The “ROADSCANNER” project assessed the feasibility of a GNSS probe vehicle 
designed to generate enhanced digital maps (fig. 1). These digital maps will be useful 
in demanding and critical applications, such as safety related ADAS applications and 
automotive simulation. 

 

Fig. 1. The ROADSCANNER Preliminary Concept 

This feasibility study initially examined the market potential of the probe vehicle 
and the enhanced digital maps. This market survey evaluated the digital maps and 
GNSS systems available today and the potential value of enhanced accuracy and 
integrity products. Furthermore, an additional state of the art technology market sur-
vey was conducted in order to identify existing components and possible solutions 
that can be adopted to build the vehicle probe and corresponding infrastructure re-
quired to achieve the ROADSCANNER’s demanding objectives. After the state of the 
art evaluation, preliminary navigation equipment and map refinement algorithm tests 
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took place at selected roads in Greece and Europe. Finally, the product specifications 
for the probe vehicle including all needed technologies, algorithms, software and 
hardware sub-components where defined, thus, concluding to a detailed development 
plan for the complete product. 

3   Work Description 

The Market Study has identified the needs for high accuracy and integrity digital 
maps and their applications to innovative ADAS pilots, digital road simulators, as 
well as current developments on similar vehicle probes. Digital maps and respective 
services are a profitable and expanding industry [1]. Furthermore, digital 3D roads are 
implemented in several simulation products for comfort simulation, tire simulation, 
vehicle durability, accident reconstruction and driving simulation. 

 

 

Fig. 2. Required navigation accuracy for various driver assistance systems [1] 

However, the digital maps based ADAS applications are yet mainly a matter of re-
search efforts especially due to their demanding requirements in terms of accuracy 
and integrity (Fig. 2), in transnational research projects like PReVENT [2], Cooperate 
Vehicle-Infrastructure System [3], NextMap [4], EuroRoadS [5], Gallant [6], etc. 

With regard to existing vehicle probes, several types of commercial road and sur-
face scanning vehicles are used in different kind of applications [7-13]. The equip-
ment that is installed differs depending on the needs of each application like highway 
maintenance and survey, terrain mapping, city modelling, 3D reconstruction, standard 
road map production and geological survey. 

The initial design of ROADSCANNER called for a modularized system compris-
ing mainly of a positioning system, a road surface scanning system and the video 
camera system. To that end, a review was carried out for existing equipment fitting 
the requirements of the project, like GNSS receivers and services, accuracy enhancing 
services (e.g. DGPS), INS devices, road scanning devices, sensors integration and 
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data flow management processes and finally on map refinement algorithms. The 
GNSS receivers research was focused on those that featured Dual frequency (L1/L2), 
GLONASS, SBAS (EGNOS) and a maximum number of channels. The road scanning 
devices presented three choices, namely, LIDAR devices, 3D laser scanning and pho-
togrammetry.  

3.1   Algorithm Implementation 

A preliminary implementation of the algorithm was used in order to conduct a series 
of tests on captured data. The modular programming approach was chosen in order to 
facilitate successive component upgrades. Figure 3 describes the functionality of each 
module of the preliminary version used during the series of tests. 

 

Implementation flow chart Functionality Status 

1. The input format used was NMEA 0183. A 
simple filtering technique disregarded GNSS 
points with DOP values over a specific thresh-
old and with ground speed of less than 10 
km/h. 

2. A clustering algorithm and road segmenta-
tion was implemented. The output was fed to a 
simple b-spline algorithm in order to generate 
the centreline. 

3. Traces were projected to the centrelines 
using a custom variant of the topological map 
matching algorithm. The trace subsets that 
correspond to discrete lanes were fed to the b-
spline algorithm in order to extract the desired 
centrelines. 

4. The custom b-spline algorithm was used to 
manually extract the connecting splines. 

 

5. For the preliminary tests, the refined road 
segments are dumped in a simple ASCII text 
file. 

Fig. 3. Preliminary algorithm implementation flow chart 

3.2   Preliminary Tests 

In order to validate the ROADSCANNER concept and in particular the map refine-
ment algorithm employed, a series of tests was carried out. The tests were split in two 
parts that where carried out in Greece and in Germany. The choice of a European, 
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apart from Greece, site was necessary for testing EGNOS, since there was no cover-
age in Greece at the time. 

During the tests, a Septentrio PolarX2 receiver was used along with a Novatel 
GPS-702 antenna. PolarX2 is a general-purpose 48 channel receiver for high-end 
Original Equipment Manufacturer (OEM) applications. The receiver supports recep-
tion of L1 and L2 signals from up to 16 GPS satellites and additionally can track the 
L1 signals from up to 6 SBAS (EGNOS) satellites. Moreover, signals arriving from 
low elevation angles are attenuated. The RxControl software package developed by 
Septentrio was used to facilitate the data acquisition. RxControl is a Java-based 
graphical user interface to configure all types of the PolaRx2 receivers. With RxCon-
trol the activity of the receiver and log/post data both on site and remotely was moni-
tored. Results were output mainly via industry-standard NMEA-0183 messages and 
secondly via Septentrio’s binary format (SBF).  

The algorithm performance is affected by the number of acquisitioned points due 
to the fitting procedures. Therefore, the receiver’s output rate for the kinematics’ tests 
had to be set at 10 Hz (receiver’s maximum available) in order to achieve the highest 
performance. On the other hand, the receiver output rate for the static tests (where the 
EGNOS performance in Greece tested) was set at 1 Hz. 

The tests in Greece were performed in selected routes around the city of Ioannina 
in the northwest area of the country, during February 2008. The test cases where as 
follows: 

• Two way, single lane road segment 

• Length : approximately 4.9 km from start to end 
• Number of passes: 10 (both lanes) 
• Curvature was also evaluated in this test case 

• Road segment with varying elevation 

• Length : approximately 10 km from start to end 
• Number of passes: 7 (both lanes) 

• Intersection 

• Number of passes: 12 (equal to permitted traversals) x 2 

• Roundabout 

• Number of passes: 8 (equal to permitted exits/entrances to round-
abouts) 

The tests in Germany were performed in the area of the city of Stuttgart, from the 
4th to the 7th of April 2008. The hardware setup was the same with the one used for 
the tests in Greece. Similar to the tests in Greece, the following test cases were 
examined: 

• Two way, single lane road segment 

• Length : approximately 3.3 km from start to end 
• Number of passes : 10 with standalone GPS (both lanes) 10 with 

EGNOS enabled (both lanes) 
• Curvature was also evaluated in this test case 
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• Road segment with varying elevation 

• Length : approximately 25km from start to end 
• Number of passes : 1 with standalone GPS (from start to finish),  

1 with EGNOS enabled (from finish to start) 

• Intersection 

• Number of passes: 12 (equal to permitted traversals) x 2 

• Roundabout 

• Number of passes: 6 (equal to permitted exits/entrances to round-
abouts) 

The results of the road segment test confirmed that multiple passes can indeed im-
prove the accuracy of a digital map. It is shown that the constant adding of new passes 
moved the centrelines away from the ones regarded as the initial base map. The first 5 
passes exhibited higher Dilution of Precision (DOP) values, and as such are of lower 
quality in terms of relative accuracy. Figure 5 clearly shows that the addition of 
passes of better quality drives the centreline away from the initial result of low accu-
racy and towards a better and more correct result.  

EGNOS was enabled during the tests in Germany. Figure 6 illustrates the DOP 
values and number of satellites used for both lanes. In comparison with the GPS 
standalone case (Fig. 6) a smaller number of satellites was used on all passes which 
led to higher DOP values. Overall Position DOP (PDOP) values average to 2.25, 
while Horizontal DOP (HDOP) to 1.16. By utilizing EGNOS, it is evident that a set-
tlement between maximum relative accuracy and signal integrity has to be made.  

Although EGNOS enabled tests were characterized by larger relative errors, the 
signal’s validity was confirmed. Of course, in the final software version, reception 
of EGNOS could be improved by using SISNET technology. This can help avoiding 
situations where DOP values that do not correspond to reality (e.g. in case of satel-
lite failure) lead to mistaken mapping results that cannot be monitored in any other 
way. 

 

Fig. 4. Average Difference – Greece road segment test case 
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Fig. 5. DOPs & satellite usage for lane 1and lane 2 (Germany, using GPS signal) 

  

Fig. 6. DOPs & satellite usage for lane 1and lane 2 (Germany, using EGNOS signal) 

3.3   Product Design and Development Plan 

The ROADSCANNER’s action flow of the client/system interaction procedures is the 
following: 

• The client poses a request for creating a digital road map of high accuracy 
and integrity and/or a 3D digital road surface model for a specific area. In the 
first case either an existing digital map of the area is provided for refinement 
or a new one is requested to be created from scratch. 

• The ROADSCANNER Service Centre receives the client’s request and de-
ploys the ROADSCANNER vehicle in the specified area for probing. 

• After all measurements are made, accumulated data is transferred back to the 
Service Centre for processing. 

• For the case of digital road maps, the consecutive passes of the probing vehi-
cle from the designated area are combined (along with the existing digital 
map, if available) in order to produce a refined map with high accuracy and 
integrity characteristics. 

• In case a 3D digital road surface model was requested, data from the probe 
vehicle is analyzed and combined in order to form a highly detailed 3D 
model of the road surface. 
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• The final product in both cases is bundled in standardized formats and deliv-
ered to the client. 

The system functions are based on the principal that highly accurate digital road maps 
and models can be created by combining data from multiple probing passes over a 
road network.  

Table 1. ROADSCANNER Requirements 

Requirement Coverage 

Absolute accuracy (Digital map) 1 m 

Absolute accuracy (3D road model) 1 m 

Relative accuracy (Digital map) 0.2 – 0.5 m 

Relative accuracy (3D road model) 0.2 – 0.5 m 

Resolution (Digital map) 10 – 20 cm 

Resolution (3D road model) ~ 1 cm2  

 

 

Fig. 7. ROADSCANNER system architecture 

The ROADSCANNER product requirements are depicted on Table 1 and an archi-
tectural view on Fig 8. The functional specifications of the vehicle are presented in 
Table 2.  

The vehicle probe includes three different platforms (fig. 9): 

• The navigation platform 
• The road scanning platform 
• The computer and storage platform 
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Table 2. Functional specifications of the probe vehicle 

Requirement Value/Range 
Operation speed width 30 - 80 km/h 
Scanning width 3.75 m (Highway lane width) 
Optimum number of road passes 10 
Minimum road scanning resolution 1 point per cm2 

Minimum vehicle operational time 8 h 
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Fig. 8. Visualisation of the probe vehicle: 1) GNSS antenna, 2) INS unit, 3) LIDAR road scan-
ner, 4) Video camera, 5) GNSS receiver 

The navigation platform includes the GNSS device, the INS device and a distance 
meter. The road scanning platform includes the road scanning sensor and the video 
camera. Finally, the computer and storage platform will include two computer sys-
tems the communication system (Ethernet, USB, RS232 or RS422) and the storage 
unit (removable hard disks for storage). The navigation and the road scanning plat-
form will be placed on a customised roof rack and only the computer and storage 
platform will be placed in a customised rack inside the vehicle. 

In order to build the product a development plan was drawn including the final de-
tailed product design, INS/GNSS integration, Data fusion and algorithmic software 
components, together with presentation and cooperation actions with the interested 
industrial stakeholders prior to vehicle construction. 

4    Conclusions, Future Development 

The main objective of the ROADSCANNER project was to assess the feasibility of a 
vehicle probe designed to produce digital maps of high accuracy and high integrity. 
The outcome of this project confirmed that the construction of the probe is feasible, 
due to following results of the respective tasks. The initial market analysis for existing 
and future applications, in need of enhanced digital maps and 3D road surface models, 
showed that there is a growing market trend for this kind of applications and intense 
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research is focused on these subjects. Furthermore, the market study for the required 
equipment discovered that existing components can be used to construct the probe. 
Also, the processing and storage requirements are covered by existing technology. 

The implementation of the proposed map refinement algorithm showed promising 
results, since it was able to reach a level of accuracy that can satisfy the needs of 
some ADAS applications. The algorithm was validated through the tests that took 
place in Greece and Germany. These tests, also displayed the importance of using 
EGNOS in terms of increased accuracy and data validity. Besides the construction of 
digital maps, the integrity feature of EGNOS was also reported to be crucial in safety 
applications. The increased accuracy introduced with the deployment of the GALI-
LEO satellite constellation, will improve even more the obtained data in terms of 
accuracy. Using the output of the market study and the test results, the product design 
and the corresponding development plan followed. 
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Abstract. As the number and complexity of space missions increases, space 
communications enter a new era, where internetworking gradually replaces or 
assists traditional telecommunication protocols. The Delay Tolerant Network 
(DTN) architecture has recently emerged as a communication system for chal-
lenged networks, originally designed for the Interplanetary Internet. In the con-
text of our project with ESA called "Extending Internet into Space - ESA DTN 
Testbed Implementation and Evaluation" we intend to deploy a distributed, 
flexible and scalable DTN testbed for space communications. The testbed will 
provide the supportive infrastructure for the design and evaluation of space-
suitable DTN protocols, architectures, and routing policies to allow efficient 
deep-space communications. Throughout the project, we will demonstrate the 
operational capabilities of the DTN protocols in space; design and evaluate 
novel transport protocols and architectures for reliable data transfer in space; 
and investigate routing algorithms that comply with ESA's policies and resource 
status. 

Keywords: Delay-Tolerant Networking, Testbed, Deep-Space Communications. 

1   Introduction 

Currently, all space communications are static, inflexible, and involve prior schedul-
ing of communication contacts. In this context, less sophistication was required from 
communication protocols; the link layer was the dominant layer for space communi-
cations; routing was never an issue; end-to-end reliability was frequently overlapping 
                                                           
∗ Technical/Scientific Leader. 
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with reliability of a single hop; congestion and overflow were absent due to strict 
scheduling of communication activities and admission control; and the limited re-
quired sophistication was shifted to the application layer. 

However, future missions become more complex and new communication archi-
tectures and protocols for backbone, access, and proximity networking need to be 
designed, validated and optimized. Two new major properties have changed the spec-
trum of potential architectural choices for space communications: (i) the multi-hop 
architecture, which is required to reach deep space and (ii) the increasing number of 
alternative communication paths that may be used to reach a single receiver. Along 
these two properties, the demand for interoperability among space agencies has also 
contributed towards the emerging field of Delay-Tolerant Networking (DTN) [1]. 
DTN architecture is essentially a communication system to provide data transfer ser-
vices in challenged environments, featuring extreme operational characteristics such 
as high propagation delays or network partitions. DTN applicability spreads over a 
wide spectrum of networking environments. With respect to space, DTN is envisioned 
to support Internet-like services across interplanetary distances. 

As DTN becomes a standard architecture included in the Consultative Committee 
for Space Data Systems (CCSDS) standardization procedures, a testing and verifica-
tion infrastructure emerges along with a set of scenarios, operations and evaluation 
procedures. In this context, we are designing and building an appropriate DTN testbed 
to evaluate associated scenarios, mainly targeting Mars-to-Earth communications (for 
an example scenario, see Fig. 1). This testbed will allow for cost-effective evaluation 
and optimization of space communication designs for reliable and efficient data deliv-
ery, expose the corresponding constraints, and uncover potential tradeoffs. The test-
bed will verify the robustness of space communications network, which can poten-
tially reduce mission risks and enhance space data transfer rates. 

The remainder of the paper is organized as in the following. In Section 2, we 
elaborate on current space communications, which are mainly supported by CCSDS 
protocols, and discuss the DTN architecture. Our DTN testbed is presented in Section 
3. We outline the goals and research directions of our project in Section 4. Finally, we 
conclude the paper in Section 5. 

 

Fig. 1. Space Network Environment 
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2   Space Communications and DTN Architecture 

2.1   Space Communications Today 

Existing space communication infrastructure is built and managed around the opera-
tional targets of space missions and allows mainly for sending commands from mis-
sion control centers to spacecraft, and for receiving telemetry data from spacecraft to 
ground. In this context, the link layer is today the dominant layer for space communi-
cations. CCSDS has established a wide range of standards for space communications, 
including Telecommand and Telemetry Space Data Link Protocols [2]-[3], and Space 
Packet Protocol [4]. No provision is made for direct communication among space 
elements which would enable space internetworking using different layers at different 
points in end-to-end data flow. 

Some technological advances have already been made towards the direction of end-
to-end services. A recent achievement is, for example, the CCSDS File Delivery Pro-
tocol (CFDP) [5], which is designed for reliable file transfer across interplanetary 
links. CCSDS has also enabled onboard systems to have their own IP addresses. This is 
accomplished by either direct use of IP or an abbreviated form of IP that is the Net-
work Protocol (NP) component of a four-layer stack of protocols, known as the Space 
Communication Protocol Standards (SCPS) [6]. Both of these capabilities allow dy-
namic routing through different paths in a connectionless fashion. However, it is inher-
ent in the physics of space communications that both SCPS-NP and IP can not work 
well in areas of disrupted and long-delay communications that mainly characterize 
deep-space communications; IP is mainly bottlenecked by the conflicting nature of 
dynamic routing that requires frequent information exchange and the prohibiting nature 
of space communications that confine the concept of synchronization and accuracy. 

Although the main target of CCSDS is to create a common protocol stack to be 
used by all agencies in the missions they plan, this is not what happens today, as the 
communication protocols used are mainly mission-specific. Inter-agency communica-
tion requires a common interoperable platform to allow for more natural communica-
tion that may replace a series of encapsulation and tunneling patches and help realize 
joint missions or multiple parallel missions of different space agencies. Furthermore, 
resource sharing and store-and-forward practices allow for enhanced connectivity and 
reduced mission costs. Typically, interoperability requires a level of convergence 
where different protocols can be deployed above or below that level. The experience 
from the Internet shows that interoperability is an issue along with cost and communi-
cation efficiency. 

Another problem, present in space missions today, is the manual operation of 
communications to and from spacecraft. Indeed, no automation has been imported 
into the way space data transfers take place. Hence, as more and more assets are sent 
into space, scheduling of transmissions becomes too complex to be manually oper-
ated. That said, the need for deployment of an internetworking architecture in space is 
becoming more urgent than ever. 

2.2   Delay-Tolerant Networking as a Candidate Architecture for Space 

Delay/Disruption-Tolerant Networking has been proposed to overcome relevant prob-
lems that arise from current deep-space communication networks, such as absence of 
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a common layer for interoperability among all space agencies; inefficiency in exploit-
ing all communication opportunities; limited number of alternative communication 
paths that may be used to reach a single receiver; and the static and human-operated 
mission control. The architecture of DTN is based on, but not limited to that of the 
Interplanetary Internet [7]-[8]. DTN architecture embraces the concept of occasion-
ally-connected networks that may suffer from frequent partitions and that may be 
comprised of more than one divergent set of protocols or protocol families. Nowa-
days, DTN has emerged as a recognized networking research area and has become an 
interesting idea for challenging environments within the terrestrial Internet as well. 
For example, DTNs are expected to provide connectivity to the edges of the current 
Internet infrastructure. DTN, as overlay architecture, provides Internet like services 
and is capable of extending store-and-forward architecture with permanent storage 
capabilities. Deep space missions are expected to sufficiently exploit an infrastructure 
that allows the efficient communication between in-space entities, such as explorer 
spacecraft, landed vehicles, and orbiters. 

DTN employs an end-to-end message-oriented overlay, the so-called bundle layer, 
that exists at a layer above of the transport (or other) layer of the networks on which it 
is hosted and below applications. Devices implementing the bundle layer are called 
DTN nodes. A DTN-enabled application sends messages of arbitrary length that are 
transformed by the bundle layer into one or more protocol data units, called bundles. 
Bundles are thereupon forwarded by DTN nodes towards their destination.  

Persistent storage (such as disk, flash memory, etc.) is employed to address 
discontinuous end-to-end connectivity, as it does not expect that network links are 
always available or reliable. The DTN architecture provides two features for enhancing 
delivery reliability: end-to-end acknowledgements and custody transfer. The latter 
mechanism permits delegating the responsibility for reliable transfer among different 
nodes in the network. When custody transfer is requested, the bundle layer employs a 
coarse-grained timeout and retransmission mechanism and an accompanying 
custodian-to-custodian acknowledgement signaling mechanism. 

Therefore, custody transfer allows the source to assign retransmission responsibility 
and recover its retransmission-related resources relatively soon after sending a bundle. 
Not all nodes are required by the DTN architecture to accept custody transfers. 
Furthermore, a DTN node may have sufficient storage resources to sometimes act as a 
custodian, but may elect not to offer such services when congested or running low on 
power. 

3   Testbed Architectural Design 

Our testbed design emphasizes mainly on the properties of communication within 
deep space. We refer to our system as DTN testbed or simply testbed. During the ini-
tial deployment of the DTN testbed, our system will include modeled network links 
and real protocol implementations that operate at the network layer and above. Thus, 
no specialized hardware will be needed, all network parameters will be easily con-
trolled, and the results will be reproducible. This will allow for initial cost-effective 
protocol evaluation and validation, and for smoother testbed extensions discussed 
later in the paper. 
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3.1   DTN Testbed Design Goals 

The main design goals of the DTN testbed regarding its accuracy and efficiency are: 

(i) Dynamic control of network parameters. The testbed should be able to emulate 
fundamental network parameters (such as bandwidth, packet error rate, propagation 
delay, and available connectivity), and adapt realistically and dynamically to changes 
in those parameters in real-time. 

(ii) Scalability. Although current deep-space communications involve a limited 
number of communication nodes, the testbed should be able to scale well over a larger 
number of communication nodes to allow for emulation of any future deep-space 
communication scenarios, which will include several planetary surface networks and 
relay satellites. 

(iii) Transparency. Network emulation should be transparent to upper layer 
protocols and applications, thus permitting their use and evaluation without need for 
modification. 

(iv) Flexibility. The testbed should be flexible enough to: emulate any space 
communication topology; incorporate new protocols, applications and mechanisms; 
interoperate with other similar DTN testbeds; and provide a reusable infrastructure 
towards an actual hardware testbed. 

3.2   Architecture 

In this section we describe the functionality of basic testbed elements and analyze the 
interaction among them. In Fig. 2, we present the basic structure of the proposed 
testbed and the interconnection between testbed components. 

The Scenarios Description and Results Visualization System consists mainly of two 
components: a tool for describing deep-space communication scenarios, and a tool for 
 

 

Fig. 2. DTN Testbed Architecture 
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visualizing emulation results. A scenario description contains information about the 
nodes in the network (e.g., landers, rovers, relay satellites, ground stations, and Mission 
Operation Centers), including initial position and movement (when applicable), 
communication protocols that will be used, link characteristics (e.g., frequency band, 
bandwidth, transmission power, etc.) and alike emulation parameters. The Results 
Visualization tool is used to present performance results graphically either in real-time 
(online) or after the emulation ends (offline), collected by all testbed elements through 
the control network. Performance results include file delivery time, retransmission 
overhead, status reports, etc. The Scenario Description tool passes scenario information 
to the Central Management System, while the latter forwards collected results to the 
Results Visualization tool. 

The emulation system is divided into two discrete networks, namely a Control 
Network and a Data Network. The former is responsible for coordination of the 
emulation via control messages, while the latter moves data (such as output data) 
within the testbed. Emulation nodes represent distinct network nodes in the system, 
and a number of routers can be exploited to emulate multiple links, as is the case of a 
planetary surface network for example. The final component of the testbed is a real 
geostationary link through Hellas Sat GEO Satellite that will be integrated into the 
DTN testbed for testing purposes. 

4   Goals and Research Directions 

Core target of our DTN testbed is validation of the DTN architecture in space. Indeed, 
our project will serve as a means to reveal problems and deficiencies of current DTN 
specification [9], and propose relevant adaptations. DTN architecture will be tested in 
terms of: applicability to space networks; conformance with current space communi-
cation protocols and ESA’s infrastructure; and performance. 

Since manual routing as currently operated in space is costly and not scalable, 
more flexible routing schemes need to be established. Common IP-based routing pro-
tocols cannot operate in space, given that they rely upon constant network connec-
tivity. A DTN-compatible routing algorithm should make communication decisions 
on the basis of locally available information such as: communication opportunities; 
expiration-time of messages to be delivered; performance history of communication 
paths, and analogous heuristics. Thus, static routes can be defined beforehand, but 
dynamic routes can also be discovered (for example, see [10]). 

One major scope of our DTN testbed is to implement and evaluate protocols and 
mechanisms that enhance interoperability among space agencies, while also preserv-
ing their individual policies. In that context, a routing scheme based on priorities will 
be implemented. Indeed, in space, data priority can be associated with route priority. 
For instance, an agency may prefer to wait for communication links between its own 
assets, instead of forwarding data via some other agency's space systems, even if the 
latter contact opportunity becomes available sooner. Alternatively, an agency may 
decide that connectivity through its own resources may delay considerably, and go for 
a shortest path using another agency's resources. Such decision may fit to cases where 
high-priority data should be promptly forwarded. Inter-agency agreements can lay the 
ground for resource sharing between space missions, and DTN routing policies can 
exploit the offered contact opportunities. 
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The Delay-Tolerant Networking architecture essentially relies upon underlying 
network services adapted to the special networking conditions. In the context of deep-
space communications, novel transport and application layer algorithms should be 
established for efficient and reliable data transfers. We have implemented and evalu-
ated through ns-2 simulations [11] two protocols to address reliable data transports in 
space: Deep-Space Transport Protocol [12] and Delay-Tolerant Transport Protocol 
[13]. Deep-Space Transport Protocol (DS-TP) utilizes the hop-by-hop, store-and-
forward message switching principle that governs today’s space communications, and 
mitigates the need for congestion avoidance. DS-TP’s novel, proactive retransmission 
scheduling allows for efficient and fast retransmission of corrupted packets due to 
high BERs or blackouts. Delay-Tolerant Transport Protocol (DTTP), like DS-TP, 
provides reliable data transfer over challenged network environments. It comprises a 
packet-oriented transfer approach over multi-hop and collaborative end-to-end paths, 
and acquires available bandwidth resources via its rate-based transmission behavior. 
DTTP can either operate as a standalone transport protocol (facing long delays and 
disruptions) or complement DTN architecture in space. 

In the context of our project, we plan to further enhance DTTP and DS-TP func-
tionality. Capabilities to be added include (but are not limited to) the following: 

(i) Proactive retransmission. We will implement and evaluate retransmission 
mechanisms, that inject redundant data into the network to strengthen reliable trans-
fers against packet losses. Alternatively, we will deploy packet-level erasure coding to 
allow for advanced recovering from packet losses. Coding rate can be dynamically 
adjusted, based on network measurements. We will investigate the trade-off between 
processing overhead, retransmission overhead, and recovering capability. 

(ii) Parallel data transfer. Data transfer can be accomplished in parallel data paths, 
exploiting various communication opportunities. Sequence of application data is re-
sumed at the receiver. Parallel data transfer can be implemented by preserving the 
original sequence number space. This feature requires explicit definition in the proto-
col header, so that the final destination can anticipate and merge data packets coming 
from different paths. 

(iii) Sending rate adaptivity. In space settings, sending rate can be accurately char-
acterized as temporarily constant. Sending rate adaptation can follow network events 
such as storage capacity exhaustion. These network events can be either perceived by 
senders through advanced mechanisms or explicitly signaled by receivers. 

5   Conclusions 

Currently, all space communications are static, inflexible, and manually preconfig-
ured long before they actually take place. Network disconnections, potentially huge 
propagation delays, high link error-rates, and bandwidth asymmetries compose the 
space networking environment. Delay-Tolerant Networking is a candidate communi-
cation architecture in space, as it can stand long delays and network partitions. In this 
context, we construct a DTN testbed that integrates a variety of tools and protocols in 
order to emulate realistic deep-space communications scenarios with varying network 
elements, topologies, and operational parameters. The testbed will form a valuable 
platform for testing DTN architecture in space, and a research framework for evaluat-
ing new mechanisms and protocols. 
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Abstract. The conceptual design of the architecture of a wireless strain  
monitoring network suitable for space applications is presented. The system is a 
heterogeneous wireless network that consists of battery powered nodes and bat-
teryless nodes that are able to harvest energy from an incident RF field. Battery 
powered nodes are based on the Zigbee standard. Both battery and batteryless 
nodes are envisioned to include sensors but some battery powered nodes could 
simply serve as relaying points to transfer data to the central computer. The 
structure of the batteryless nodes as well as remote powering and data transmis-
sion are analyzed.  

Keywords: Wireless sensor networks, remote powering, structural health  
monitoring. 

1   Introduction 

Health monitoring of structures is a major concern in the space and aviation commu-
nity, where the need for more sophisticated structural health monitoring (SHM) sys-
tems has been recognized [1]. The core of SHM technology is the development of self-
sufficient systems that use built-in, distributed sensor/actuator networks not only to 
detect structural discrepancies and determine the extent of damage but also to monitor 
the effects of structural usage. SHM can provide early warnings of physical damage, 
which can be used to define remedial strategies before the damage compromises the 
spacecraft. Furthermore, it may be possible to quickly, routinely and remotely monitor 
the integrity of an air/spacecraft structure while in service.  

Wireless SHM systems have many advantages over cabled systems because they 
are characterized by local computational ability, low cost of deployment and wireless 
networking functionality. In addition, massive interconnections between sensors and a 
central computer are avoided. 

2   SHM System Architecture 

The system under development is a heterogeneous wireless network of strain sensors 
which may be deployed to air or space vehicles. The system is envisaged to consist of 
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both battery powered and batteryless nodes interoperating and communicating to-
gether and with a central computer which gathers, logs and evaluates data. Both bat-
tery and batteryless nodes may include sensors but some battery powered nodes could 
simply serve as relaying points to transfer data to the central computer. Batteryless 
nodes will harvest energy from incident RF waves. 
 

 

Fig. 1. Concept of the system which will demonstrate a short-range RF wireless system for 
Structural Health Monitoring 

The general structure of the sensor network is depicted in Figure 1. Two different 
types of battery powered nodes will be built using Zigbee compliant transceivers [2]; 
nodes that will incorporate sensors and will have the capability to be used either as 
network coordinator or end device and nodes that will be connected to an application 
specific board incorporating the RF reader of the batteryless node and will be config-
ured as an end device only.  

In such a network the most crucial point is to collect and accumulate power from 
the reader RF field and then making it available to the batteryless sensor tag electron-
ics. The block diagram of the batteryless sensor tag is depicted in Figure 2. It will 
consist of the tag antenna, an impedance matching circuit, the power harvester, a 
microcontroller (MCU), the sensor and an ASK modulator. In order to power the tag 
the reader will have to emit continuously until enough energy is accumulated to 
power the tag electronic circuitry, collect the sensor data and transmit them back to 
the base unit/reader.  

The RF reader will comprise two basic subsystems: one for transmitting power to 
the remote sensor tag and one for reading backscattered data coming out of the tag 
(Figure 3). The reader functions will be controlled and coordinated by a dedicated low 
power microcontroller which will also be responsible for communicating with a corre-
sponding Zigbee compliant node through its serial port. The subsystem which will be 
responsible for transmitting the power to the remote tag will comprise a frequency 
generator and an amplification unit, while the receiver will be a standard ASK receiver.  
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Fig. 2. Tag architecture 

 

Fig. 3. The basic scheme of the passive link between the reader and the sensor tag is shown. 
The tag receives power from the remote reader and uses it to power its circuitry, perform the 
sensor measurement and modulate the backscattered signal with the sensor data. 

2.1   Remote Powering  

The balance between the available power at the tag and the power required to operate 
its electronic circuitry is the most important problem of the proposed RF wireless 
sensor network. According to Friis equation (1) tags receive only a portion Ptag of the 
power Pr emitted by the reader. 

    Ptag = AerAetag / (r
2λ2Pr) . (1) 

where lossless matched dipole antennas are assumed; Aetag is the effective aperture of 
the tag antenna at distance r and Aer is the effective aperture of the reader antenna, 
while the radiation wavelength is denoted by λ. In a practical circuit the voltage gen-
erated at the antenna terminals is of the order of only a few millivolts and has to be 
raised to such a level so as it would be possible to power practical circuits. This task 
implies that a voltage multiplication circuit follows the antenna and matching circuits 
(Figure 4). Insertion of the voltage multiplier in the tag circuitry comes however with 
an extra power loss, as the efficiency n of a six stage multiplier is approximately 30%. 
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Fig. 4. Block diagram of the power harvesting unit architecture 

Thus, the only way to power the tag circuitry is to accumulate enough energy over 
time by storing it in an accumulation capacitor array, and then making it available to 
the microcontroller to perform the required tasks.  

The whole process will have to be controlled via a low power control circuit 
which has to be continuously on to perform its task. The power consumption of the 
control circuit equals the power consumption at standby mode. It should be noted 
that in order to charge the capacitors the minimum power available at the voltage 
multiplier input Pant,min must be higher than the power consumption in standby mode 
(formula (2)). 

     Pant,min ≥ Ptag/n . (2) 

As a result, the use of the capacitor array adds a limitation on the minimum amount of 
power that must be harvested by the antenna. 

The time interval tcharge required to charge the capacitor array between operation 
cycles (the capacitor array has been fully charged once) is calculated by formula (3). 

                        tcharge = ton / (Pload - Pstandby) . (3) 

Where ton is the time interval required for measurement and data transmission of the 
remote tag and in the current implementation is equal to 125.1 msec. Pload is the 
power available at the terminals of the accumulation capacitor and is determined by 
the power emitted by a reader antenna and the power efficiency of the harvesting 
unit. The charging time versus distance for different levels of power emitted by the 
reader antenna is presented in Figure 5. From this figure it is evident that the charg-
ing time increases with distance and poses a severe limitation on the reader – sensor 
tag range that can be achieved. For example for 100mW of reader transmitted power 
less than 2m may be achieved even with long charging time. 

2.2   Data Transmission and Backscattering Modulation 

Tag is designed so as each tag of the network transmits data as soon as one measure-
ment cycle is complete. Furthermore, in order to minimize the power required by the 
tag backscattering modulation is used. In addition, a simple anti-collision algorithm is 
employed, whereas in order to minimize the possibility of data collision each tag 
waits for a predefined time interval before transmission. The proposed transmission 
algorithm further reduces power consumption as the tags do not have to listen to the 
channel.  

To calculate the minimum bits required to be transmitted by the tag we should take 
into account that at least two bytes must be initially transmitted in order to lock the 
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Fig. 5. Charging time versus distance for different reader antenna power (ERP). Perfectly 
matched dipole antennas have been considered for the reader and the tag. Operating frequency  
is 900MHz. The maximum power consumption of the tag is approximately Ptag = 80μW, while 
the estimated consumption in standby mode is about Pstandby = 12μW. 

 
PLL circuit of the reader. In order to minimize the data to be transmitted, the last 4 
bits of this sequence of bits are also used as tag ID numbers. This way the system will 
be able to support up to 16 tags. The next two bytes will contain the actual sensor 
measurement. The tag transmission finally ends, with a checksum in order to ensure 
that the received data is not corrupt. The checksum algorithm is based on the addition 
of the assorted bits with the resulting byte appended to the transmitted data. Overall 5 
bytes have to be transmitted in each reader-tag communication.  

In backscattering modulation the tag modifies the amount of the incident radiation 
that it backscatters. According to [3] the actual backscattered power of the tag is ap-
proximately 1/3 of the absorbed power (that is -5dB). Thus, according to Friis equa-
tion the power Pbsc that is backscattered by the tag is given by formula (4), where Pr is 
the power transmitted by the reader, and Gr and Gt are the gain of the reader and the 
tag respectively. The wavelength is denoted by λ and the backscattering transmission 
loss by Tb. 

 Pbcs = PrGrGtTb( λ/(4πr) )2 . (4) 

Using again the Friis equation the backscattered power received by the reader Prbsc is 
given by formula (5). 

 Prbcs = Pr(GrGt)
2Tb( λ/(4πr) )4 . (5) 

If a reader that emits 1mW of power ERP, and dipole antennas of gain 2.2 for the 
reader and the tag are considered, then the values of the backscattered signal power 
for different distances are presented in Figure 6. In order to decipher the maximum 
range between reader and sensor tag that may be achieved one should take into 
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Fig. 6. Power of the backscattered signal received by the reader as a function of reader – tag 
distance. Operating frequency 900MHz. Dipole antennas have been considered for the reader 
and the tag (Reader transmitted power: 0dBm).  

 
account that commercial readers are able to demodulate signals down to -80dBm, 
yields a range of more than 3m. Thus, in this implementation, the main limitation 
comes from the maximum distance at which the sensor tag may be powered, while the 
data transmission link does not impose any additional range limitation.  

3   Conclusions 

The basic considerations behind the design of a passive reader – sensor tag link for 
use in a wireless strain monitoring network suitable for space applications has been 
presented and major limitations explored. The system is a heterogeneous wireless 
network consisting of battery powered, Zigbee compliant, and batteryless nodes that 
are able to harvest energy from the incident RF field generated by reader. It has been 
found that it is possible to provide enough power to operate the sensor tag circuitry at 
a distance of up to 2m with 100mW transmitter power, while reading the sensor tag 
data does not pose any additional limitation when using backscattering.  
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Abstract. In this paper we introduce the incorporation of magneto-electric ma-
terials into antenna design and the potential of controlling the behavior of the 
antenna by means of an external magnetic field. After an intensive study of 
magneto-electric material properties, a ferrimagnetic compound called Yttrium 
Iron Garnet (YIG) was found to be the best candidate for the novel antenna de-
sign. We provide a metamaterial patch antenna design where a part of the sub-
strate is replaced by the YIG compound. After several design modifications the 
final model includes a circular-shaped YIG substrate just under the metallic 
patch and offers sufficient performance in terms of resonance, bandwidth and 
radiation efficiency. Additionally, in the presence of an external magnetic field 
the polarization becomes elliptical and the sense of the polarization (left or 
right) can be controlled through the direction of the magnetic field. That latter 
characteristic confirms the metamaterial-nature of the antenna.  

Keywords: patch antenna, ferrimagnetic compound. 

1   Introduction 

Patch antennas technology is used for many years now. These antennas are low-profile 
robust planar structures and can achieve a wide range of radiation patterns. Moreover, 
they can be easily manufactured and thus they are considered as inexpensive solutions 
compared with other types of antennas. On the other hand, there are some limitations 
in patch antenna designs such as low gain, narrow bandwidth of operation and de-
creased radiation efficiency due to surface-wave losses. Recently, the use of artificially 
engineered structured materials, known as “metamaterials”, has been investigated in 
order to overcome the above mentioned shortcomings.  

Metamaterials refer to a large variety of complex structures that possess excep-
tional electromagnetic properties not readily available in nature. At microwave  
frequencies, metamaterials typically consist of periodic arrays of dielectric and/or 
conducting elements. The term metamaterials is quite general and is used for a wide 
range of modern concepts such as frequency selective surfaces (FSS), electromag-
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netic band-gap (EBG) materials, left-handed media (LHM), artificial magnetic con-
ductors (AMC). 

On the other hand, numerous recent studies in the area of materials science have 
been devoted in the development of preparation methods, in handling and understand-
ing the physics and chemistry of nanomaterials, nanostructures and metamaterials 
with modulated physical and chemical properties. 

The main goal of this work is to investigate the development of novel metamateri-
als produced by means of natural mechanisms and their application in patch antennas. 
After in depth studies, it was found that using a specific material as part of an antenna 
substrate, one can control the antenna characteristics by properly applying an external 
magnetic field. More specifically, we aim to design and implement a patch antenna 
with varying polarization - linear, left circular (LCP) and right circular (RCP) - ac-
cording to an externally applied magnetic field. 

In this paper, the design of a conventional patch antenna is firstly described. This 
antenna is used as a reference for our studies. Then, a brief description is given of the 
techniques and the materials that are available to implement the selected designs. 
Next, the design of the metamaterial-inspired patch antenna and the simulation results 
are presented. Finally, the paper is completed with the main conclusions of the pre-
sented work. 

2   Conventional Antenna Design 

The potential target of our research is an antenna suitable for satellite communication 
applications, thus we have selected as operating frequency band the Ku-band. More 
specifically the conventional patch antenna that will be used to evaluate the proposed 
metamaterial-inspired patch antenna was decided to operate at 14 GHz. The evalua-
tion process will be based on the comparison of the characteristics and the perform-
ance metrics between the conventional (reference) and the metamaterial antenna. The 
conventional antenna should have a simple design for easy simulation and implemen-
tation. For this reason, a simple rectangular patch antenna has been adopted to be the 
reference conventional patch antenna design. This antenna has been modeled using an 
EM simulation software package [1]. The detailed design specifications and perform-
ance characteristics of the conventional patch antenna are given bellow: 

A rectangular patch is used with sides 6.05 mm long, fed by a microstrip line 
which penetrates inside the patch via a notch in order to achieve the proper matching 
(Fig. 1 (a)). The ground plane dimensions are 16 x 14 mm and the substrate is Ta-
conic TLY3, 1.524 mm thick dielectric plate with εr equal to 2.33. According to the 
simulation results, a deep resonance (<-25 dB) occurred in the frequency of opera-
tion (14 GHz) as can be seen in Fig. 1 (b). The bandwidth (measured at S11<-10 dB) 
was calculated to be 785 MHz (5.6 %), while the radiation efficiency was around  
95 %. The antenna gain on boresight was calculated to be 6.6 dBi. In Fig. 1 (c), the 
3D absolute radiation pattern of the antenna is presented to be the anticipated half-
plane pattern. 
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Fig. 1. The conventional patch antenna model (a), its reflection coefficient (b) and radiation 
diagram (c) 

3   Materials with Modulated Properties 

Before presenting the specific materials that we propose for implementation in the 
novel patch antennas and their highly unconventional dielectric, magnetic and crystal 
properties let us make a brief introduction on the basic underlying physics that could 
be very helpful to the non-experts. 

Ferroelectricity is a term that is used analogously to ferromagnetism, in which a 
material exhibits a permanent magnetic moment. Thus a ferroelectric material exhibits 
a spontaneous electric polarization. The electric polarization can be modulated under 
the application of an external electric field. Thus ferroelectric materials can be used to 
make capacitors with tunable capacitance an opportunity that could be easily imple-
mented in the design of planar patch antennas possibly enabling the control of the 
antenna characteristics under the application of an external electric field. 

Ferroelectric materials exhibit nonlinear dielectric response and thereto demon-
strate a spontaneous polarization in analogy to the spontaneous magnetization of the 
ferromagnetic materials. Similarly to their ferromagnetic counterparts, ferroelectric 
materials demonstrate their unconventional dielectric properties only below a certain 
phase transition temperature the so-called critical temperature. 

Going a step farther, multiferroics are materials that have coupled dielectric, mag-
netic and crystal properties. The unusual coupling of these two order parameters en-
ables the modulation of all dielectric and magnetic properties upon variation of a 
single external parameter that should naturally influence exclusively one of them. 

(a) 

(b) 

(c) 
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Thus in such materials the dielectric properties may be varied upon application of an 
external magnetic field or similarly the magnetic properties can be varied upon appli-
cation of an external electric field. 

Such multiferroic materials can be employed as substrate and/or superstrates in 
patch antennas, possibly offering several novel characteristics that cannot be obtained 
by conventional design practice. It has been demonstrated both theoretically and ex-
perimentally that by using a ferromagnetic substrate we can achieve (a) tunable reso-
nance frequency under the application of a dc magnetic field [2], (b) recurrent and 
tunable circularly polarized radiation [3]. Accordingly, aiming at controlling the an-
tenna performance under the application of an external parameter such as magnetic or 
electric field we have focused our effort on these novel materials coming from the 
class of multiferroics. 

The research objective is to investigate theoretically and experimentally the per-
formance advantages of magnetic materials-based antennas over antennas fabricated 
using conventional substrates. To accomplish that, three different magnetoelectric 
compounds (Al2-xFexO3, Ga2-xFexO3 and Y3Fe5O12) have been initially examined as 
components of the substrate of the novel patch antenna. 

4   Metamaterial-Inspired Antenna 

The use of ferromagnetic materials as elements of a patch antenna (more appropriate 
as a substrate) or as constituent elements in fabricating metamaterials, has not been 
sufficiently studied so far. Electromagnetic metamaterials consist of artificial ar-
rangements of simple unit-cells/building-blocks that when arrayed produce effective 
media with tailored electromagnetic parameters, that is permittivity and permeability. 
For instance, such a metamaterial is realized by using periodic arrays of metallic split-
ring resonators and wires with size and separation of the order of the radiation wave-
length. Besides the success of these types of the metamaterials in improving, in some 
respect, the microwave devices’ operation, significant Ohmic losses are encountered 
in their metallic parts preventing their use in high frequency applications. 
An alternative approach in producing metamaterials that are not based on metallic 
elements could rely on using non-periodic or periodic arrangements of materials with 
high dielectric constant, multifunctional materials (magnetoelectric or multiferroic 
materials) and purely magnetic materials. In this context, we have decided to prepare, 
characterize, and implement (in patch antennas) these novel materials in simple and 
self assembled metamaterials form. 

The modeling of the dielectric materials is well known and does not display any 
difficulties. In contrast, magnetic materials exhibit complicated behavior that can be 
accounted for under the consideration of numerous parameters. Accordingly, the 
implementation of magnetic properties in the modeling of patch antennas is a quite 
complicated task. The most important parameter that determines the behavior of mag-
netic materials in the microwave frequency range is the magnetic permeability tensor. 
Let us consider a ferromagnetic material under an applied static magnetic induction 
Bdc=μοΗdc parallel to the z-axis and an ac-magnetic induction Bac=μοΗac. These dc and 
ac magnetic fields produce a dc- and ac-magnetic moment M=Mdc+Mac. The equation 
of motion of the total magnetization is given by the Landau-Lifshitz equation [4]: 
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where γ=ge/2me is the gyromagnetic ratio calculated from the Landé factor g in con-
nection with the charge (e) and mass value (me) of an electron. The damping factor α 
is a dimensionless constant determined by the resonance line width ΔΗ through the 
relation α=μ0γΔΗ/2ω. By solving this differential equation we can calculate the per-
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ability tensor used in practice is given from the expression: 
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where ωm=γμ0Μdc (here it is supposed that the external magnetic field saturates the 
magnetic material that is Mdc=MS), and ω0=γμ0Hdc. The g, MS and the permeability 
tensor are materials’ parameters, while the external field, Hdc, is an external parame-
ter. This plethora of parameters permits adequate flexibility in designing a patch  
antenna. 

We have conducted a systematic and detailed study of some of the parameters of a 
simple patch antenna where the substrate consists of ferromagnetic/ferrimagnetic 
material, by varying the amplitude and direction of the external magnetic field (Hdc), 
the amplitude of the saturation moment (MS), depending on the chemical composition 
of the material, and the width of the resonance (ΔΗ). 

4.1   Initial Design  

A basic characterization by means of magnetization (Superconducting Quantum Inter-
ference Device –SQUID–) and ferromagnetic resonance (FMR) measurements of the 
three candidate magnetoelectric compounds (Al2-xFexO3, Ga2-xFexO3 and Y3Fe5O12) 
have been made. The critical temperature of the first two compounds is placed below 
T=300 K, making them poor candidates for room temperature applications. In contrast 
the Y3Fe5O12 compound exhibits a critical temperature of T=550 K thus being appro-
priate for utilization in patch antennas operating at room temperature conditions. 
Further in this work the ferrimagnetic Y3Fe5O12 compound, called Yttrium Iron Gar-
net (YIG), was used as a substrate in the proposed antenna design. 

The initial design of the proposed antenna consists of the ferrimagnetic material 
that lies just under the radiating copper patch, and of a dielectric substrate around it as 
schematically presented in Fig. 2. More precisely, a rectangular block made of YIG 
having the same length and width with the metallic patch was placed at the centre of 
the antenna model and exactly under the radiating patch, replacing the dielectric 
(TLY3) substrate. The dielectric and magnetic properties of the YIG compound were 
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determined the first from the literature and the latter by the magnetization and FMR 
measurements and they have properly set in the simulation software. These parame-
ters are listed in Table 1. An external magnetic field having the maximum value of 
5000 Oe was applied to the antenna having a direction towards +z, perpendicular to 
the substrate surface. According to the simulation results, the resonance frequency of 
the proposed antenna is 13 GHz while the bandwidth (measured at S11<-10 dB) is 
306 MHz (2.35 %). The presence of the magnetic field has changed the antenna po-
larization from linear to elliptical with sense according to the direction of the applied 
field (towards +z is left while towards –z is right). The problem is that there is a large 
amount of losses resulting at low radiation efficiency and gain values comparing to 
the conventional antenna. 
 

 

Fig. 2. Initial metamaterial-inspired antenna design 

Table 1. Properties of the YIG compound 

Dielectric properties 
Relative permittivity εr΄ 10 
Dielectric loss tangent tanδ 0.0009 

Magnetic properties 
Landé factor g 2 
Saturation magnetization 4πMs 1700 Gauss 
Resonance line width ΔΗ 50 Oe 

4.2   Final Model  

A systematic study of the appropriate position, size and shape of the YIG part has 
been achieved using suitable simulation models. The aim of the study is the design of 
an antenna that would have polarization agility, which means it could change its po-
larization properties according to the value and the direction of an externally applied 
magnetic field. Additionally, the performance (e.g. radiation efficiency, gain) of the 
YIG-based patch antenna should be comparable to that of a conventional one. Firstly, 

YIG (Y3Fe5O12) 

TLY3  
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rectangular YIG blocks with smaller size were tested in order to achieve higher  
efficiency and gain. Then, several different positions of the YIG block inside the 
substrate were investigated in order to find the one offering the highest overall per-
formance. Also, cylindrical YIG blocks were simulated and compared to the rectangu-
lar ones. The similar performance of the metamaterial inspired antenna for the two 
substrate types in combination with the easier manufacturing of cylindrical YIG 
blocks, lead us towards the adoption of the cylindrical design to be the final patch 
antenna model.  

The final design adopts a cylindrical YIG block, which has been placed at the  
centre of the dielectric substrate, underneath the rectangular patch [5]. The overall 
dimensions of the metallic patch have been slightly reduced to 5.54 x 5.54 (mm), 
resulting in a 8.5% reduction of patch area dimensions compared to the conventional 
patch antenna, in order to have resonance at 14 GHz. The dimensions set for the final 
design of the proposed patch antenna are illustrated in Fig. 3 (a). In Fig. 3 (b) the back 
side of the antenna model is presented, where it can be clearly seen how the YIG disc 
is being placed at the centre of the antenna exactly under the radiating patch. 
 

 

Fig. 3. Schematic representation of the proposed antenna model: (a) radiating element side 
view, (b) ground plane side view 

5   Results 

The reflection coefficient of the proposed antenna in direct comparison with that of 
the conventional patch is presented in Fig. 4. The bandwidth of the proposed antenna 
is 772 MHz (5.5 %) that is quite similar to that of the conventional one. 

As mentioned above, the main characteristic of the proposed antenna is that the 
presence of an external magnetic field changes the polarization properties of the an-
tenna. In this model, an external field of 5000 Oe has been applied towards the +z 
direction of the antenna coordination system, perpendicular to the substrate surface. 
 

T
L

Y
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(Ground plane)

YIG 
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Fig. 4. The S11 parameter of the conventional and proposed antenna 

 

Fig. 5. Gain patterns in the xz plane indicating the change of the polarization sense 

By applying this external dc magnetic field the polarization changes from linear (verti-
cal) to left-handed elliptical. Alternatively, the same external field applied towards –z 
direction changes the polarization to right-handed elliptical one. As can be seen in Fig. 
5, when the magnetic field is applied towards +z, the left polarized gain is very close to 
the total gain at the xz plane (nearly 0.4 dB difference at the boresight direction), while 
the right polarized gain is significantly smaller (almost -8 dBi). Similar conclusions 
can be extracted when the magnetic field is applied towards –z direction where now 
the right polarized gain is the dominant one and it is very close to the total gain. 

Concerning radiation efficiency and polarization properties, Table 2 provides a 
concentrated view of the simulated results of the conventional patch and the proposed 
antenna. It is noted that the radiation efficiency of the YIG-based antenna is lower 
than that of the conventional, due to the relatively high permittivity of the YIG  
part that causes additional losses, but still with sufficient value (higher than 70 %). 
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Table 2. Comparison of the main antenna characteristics 

 Conventional Metamaterial inspired
Bandwidth (MHz) 785 772 
Gain (dBi) 6.6 5.2 
Erad (%) 95.3 71.4 
Polarization Vertical Elliptical 
Axial Ratio (dB) 200 4.1 

 
Concerning polarization it has to be mentioned that it is almost circular since the axial 
ratio is 4.1 dB. All the above-mentioned characteristics of the YIG-based patch an-
tenna are taken considering an external dc magnetic field of 5000 Oe applied perpen-
dicular to its surface. 

6   Conclusions 

In this paper we introduced the utilization of a ferrimagnetic compound, namely Yt-
trium Iron Garnet (YIG) as a substrate in patch antennas in an effort to change and 
control the polarization under the application of an external dc magnetic field. We 
clearly demonstrated that the sense of the antenna polarization is strongly influenced 
by the YIG substrate since it changes at will in respect to the direction of the external 
magnetic field. 

Further steps of the work include construction of the antenna and measurements of 
its antenna characteristics. At a first phase we will use a permanent magnet in order to 
prove the polarization agility of the proposed antenna and on a second step to investi-
gate ways of altering the polarization of the induced external magnetic field (e.g. with 
the use of an electromagnet setup).  

One of our main concerns is the potential application of the proposed antenna. A 
possible use of the proposed metamaterial inspired antenna could be as an array ele-
ment. It could offer polarization diversity changing its polarization from left to right 
hand elliptical and vice versa according to communication needs. 
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Abstract. Our activity has to do with the design of Direct Radiating Arrays 
(DRA) for satellite communications. The objective is to have a reduced number 
of controls in order to minimize the manufacturing and operating complexity. 
The DRAs will create a set of simultaneously overlapped multi-beams in  
the frequency range of 20 GHz and will satisfy certain specifications (End of 
Coverage (EOC) gain, grating and side lobe levels). Radio-Communications 
Laboratory (RCL) shall consider the DRA design and shall mainly optimize the 
geometry of the array and develop the appropriate software tool. The design 
methods which are going to be used are the Fractal Technique and the Orthogo-
nal Method(OM) in conjunction with the Orthogonal Perturbation Method 
(OPM). Some preliminary examples are presented and show the effectiveness 
of the design methods.  

Keywords: Array Synthesis, Direct Radiating Arrays (DRA), Fractal Antennas, 
Orthogonal Method (OM). 

1   Introduction 

Satellite services in the near future are expected to be demanding in terms of data rate. 
In order to satisfy more advanced characteristics, the next generation of satellites will 
use new resources (Ka and Q/V bands). Most of the satellites offer an overlapped 
beam spot coverage with high gain performance to ensure high figures in terms of 
EIRP and G/T. This approach could relax the requirements for the earth stations. This 
is a fundamental aspect especially for mobile applications where it is important to 
reduce the size of the antenna terminals. 

In order to overcome the problems, which are met in Focal Array Fed Reflectors, 
[1], such as the reflector deployment, the feed cluster/reflector alignment and the 
capability to reconfigure the beam spot coverage, innovative antenna configurations 
are investigated. Such an antenna configuration is the Direct Radiating Array (DRA), 
[2]. Unfortunately, a canonical approach for the DRA design foresees a very large 
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number of controls. A drastic reduction of this number is possible by using appropri-
ate sub-arrays or horn apertures with a dimension figure of several wavelengths. The 
position of the above can be optimized to create lattices that produce Sparse or 
Thinned arrays. 

The satellite is planned to have a European coverage of 19 beams and the technical 
requirements are given in Table 1. 

Table 1. Technical requirements of the DRA 

Technical requirement Value 
Spots number  19 
Spot diameter 0.65o 
Inter - Spot distance (spot spacing) 0.56o 
Tx band 19.7 – 20.2 GHz 
Polarization f1/f4 beams RHCP 
Polarization f2/f3 beams LHCP 
Frequency f1/f2 beams 19.7 – 19.95 GHz 
Frequency f3/f4 beams 19.95 – 20.2 GHz 
Single Entry C/I > 20dB 
Aggregate C/I > 14dB 
DEOC > 43.8dBi 
GL on earth (out of coverage) < -20dB 
GL out of the earth < -10dB 
Maximum Array Diameter 1.8m 

 
The methods that are used to reach a suitable solution for the afore-mentioned prob-

lem are a) the Orthogonal, [3], in conjunction with Orthogonal Perturbation Method 
(OPM), [4], and b) the Fractal Array Technique, [5], [6]. 

In the first approach we perturb the element positions by combining an iterative 
technique with the orthogonal method, (OM). The final position of the elements of the 
array is found from the last iteration where the desired approximation of the pattern is 
obtained. It must be noticed that in the project frame, OPM is also going to be used 
for the optimization of the arrays designed by the other partners Consorzio Nazionale 
Interuniversitario per le Telecomunicazioni(CNIT). 

In the fractal technique, a planar array of four elements is used as generator and the 
entire system is produced by four steps of development. Optimum performance is 
obtained by four means: a) the suitable choice of the scaling factor value, b) the thin-
ning of the array, c) the array feeding via one step of quantization and d) the perturba-
tion of the element positions. The number of control points is reduced by grouping the 
elements in uniformly excited blocks. 

Using the synthesis techniques of CNIT and RCL, and after a final optimization, 
the most effective layout will be manufactured (Space Engineering) for the demon-
strator.  

In the following sections the description and some representative examples are 
given for both approaches. 
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2   Formulation 

2.1   The Orthogonal Perturbation Method 

An array is a linear system composed by N element radiators. The field of the array is 
a vector in a vector space consisting of all the possible fields that this system can 
produce. After defining a norm, one can use whatever set of N linearly independent 
and normalized fields to define this space. The total electric field is the summation of 
the element fields, which can be expressed in the following matrix form: 

[ ]( , ) ⎡ ⎤θ φ = ⋅⎣ ⎦W
uur uurt
E F  (1) 

where [ ]t  stands for transpose. The n-th element, (θ,φ)
ur

nF , of the vector ⎡ ⎤⎣ ⎦
uur
F is the 

electric far field produced by the n-th radiating element. The n-th weight, Wn in [W] is 
the respective complex amplitude excitation.  

In the orthogonal perturbation method we perturb the position of the elements. In 
this case we keep the excitation vector [W] constant while we permit in equation (1) 

the vector ⎡ ⎤⎣ ⎦
uur
F  to change. In the present study the element positions can be identified 

by up to two independent variables pn, qn. The field variation ( , )δ θ φ
uur
E  of the array can 

be written as: 
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δpn, δqn are the variations of the independent variables pn, qn of the n-th element.  
Following the OM in equation (3), [4], we reach: 
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The new element-coordinates follow: 

{ } { } { }
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Adjusting the method to the requirements and as they are given for the far field in a 
bound constraint form, the desired pattern is described accordingly. Suppose that for 
(θ,φ)∈Ω, (where Ω is a specific angular domain), B≤E

ur
, (where Β stands for the 

bound value), is needed. Then the right part of (2) defines a multi-valued function C 
as follows:  

2

0 ( , )
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d
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Equivalently (2) can be left intact and the target pattern, in each iteration step, can be 
defined using the substitution: 

( , )
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2.2   The Fractal Array Approach 

The fractal technique is proposed for the synthesis of a DRA with planar configura-
tion, which when operates as a phased array can produce nineteen pencil beams with 
the requirements given in Table 1.  

The basic item of a fractally designed array is a generating sub-array and the entire 
radiating system can be formed via the recursive application of the generating sub-
array under a specified scaling factor, which governs how large the array grows by 
each repetitive application of the generating array. Due to the nature of the fractal 
algorithm, the array factor of the nth stage is produced by the multiplication of all the 
factors of previous stages with the array factor of the nth stage. Moreover, at the nth 
stage the size of the array is equal to the one of the generating sub-array, multiplied 
by the nth power of the scaling factor and the element population is the (n+1)th power 
of the number of elements of generating array. The fractal procedure leads to a rapid 
growth of the antenna size, the rapid increase of the number of the elements and both 
of these parameters lead to large gain as it is preferable for the antenna under design. 

The suppression of the grating maxima that come from the gradual increase of in-
ter-element distances of the array can be obtained by suitable selection of the scaling 
factor. Furthermore the fractal arrangement of the DRA elements gives the potential 
to execute the beam scanning by grouping the elements in uniformly excited sub-
arrays. As a consequence, the required phase shifters and drivers are less than one per 
element and the cost and complexity of the array is reduced. 

For the implementation of the proposed DRA, a planar array (Fig. 1) of four ele-
ments positioned on the circumference of a circular ring of radius r, was selected as 
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generator. The choice of the four elements was made under the criteria of high gain 
and low Side Lobe Level(SLL).  

The general expression of the fractal array factor in the case of the ring generator 
case is    

1 ( , )

11

( , )
gF p

n

NN
j

F n
np

AF I e δ ψ θ φθ φ
−

==

⎡ ⎤
= ⎢ ⎥
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∑∏  (9) 

where 
sin cos( )n n nkrψ θ φ φ α= − + , 2 /k π λ= , gN  is the number of elements of the su-

barray, r is the radius of the generator ring, p the stage of growth of the fractal devel-
opment, δ the scaling or expansion factor of the array, Ιn and an are the excitation 
current amplitude and current phase of the nth element located at nφ φ= . 

 
 

 
(a) 

 
(b) 

Fig. 1. a) The generating sub-array. b) Radiation pattern. Element type: Rectangular Horn , 
Directive gain ~17dB, Horn aperture about 3.98λx1.98λ, Waveguide: WR-51, a=12.9mm, 
b=6.48mm.  

The selection of the values of r and δ was made under the requirements for the 
EOC directivity, the C/I ratio and the available area of occupation. Four steps of frac-
tal development led to an array of 1024 elements and EOC directivity greater than 
43.8dB, (Fig. 2a). To realize the feeding, the elements were grouped in blocks of 16, 
excited in phase and with equal amplitude. So, the number of control points is 64. 
With intense to ensure low complexity at the feeding network, all the blocks were 
initially considered as uniformly illuminated and solely a phase shift between adjacent 
blocks is necessary for the eighteen out of nineteen beams to be produced. The entire 
array fulfils the criteria of the directivity and occupation, for a large number of values 
of the pair (r, δ). The problem is that not all of these pairs guide the antenna to match 
the requirement of the C/I ratio. The selection of the proper pair can be made by an 
approximate process as follows. The array factor of Eq. (9), if we take into account 
that the elements of the DRA are uniformly excited, can be written as the multiplica-
tion of NF array factors of uniform arrays of 2x2 elements. The suppression of the 
grating lobes could be obtained if we choose the values of r and δ such that the mth 
maximum of the factor of pth step coincides with the (m-1)th zero of the factor of the 
(p-1)th step.  
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Fig. 2. a) The fractal fully populated array of 4th stage. Number of elements: 1024 b) The 
thinned array. Number of elements: 960, Number of control points: 60, Array size: 108.34λ x 
108.34λ. c) Excitation of the blocks d) The proposed thinned array. Number of elements: 960, 
Number of control points: 60, Array size: 111.72λ x 111.72λ. Excitation: one step of quantiza-
tion, P2:P1=2:1.   

This evaluation is approximate as is valid solely for the central beam with maxi-
mum at θ=0o and φ=0ο. In order the performance of the array to meet the requirements 
for all the nineteen beams and also to obtain better results, even for the central beam, 
some modifications to the geometry of the fully populated array as well as to the way 
of feeding were made:  

a) The array was thinned by missing 16 elements from each one of its four vertices. 
So the number of elements of the proposed array is 960, grouped in 60 blocks of 
sixteen elements and the number of control points is reduced to 60 (Fig.2b)  

b) Non-uniform excitation between the blocks is applied (Fig. 2c).  
c) The value of δ was selected as δ=1.99, that is a little smaller than 2 with in-

tense the value of r to be r=2.04λ. With this pair of (r, δ) the size of the 
thinned array is 111.72λ x 111.72λ, whereas the value of r provides the poten-
tial to use, as radiating element, a horn antenna with aperture that gives direc-
tive gain ~17dB.  

d) The positions of 16 blocks at the outline of the DRA were perturbed. So, the 
proposed array is that shown in Fig. 2d. 
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3   Results 

3.1   Orthogonal Perturbation Method 

In order to produce a sample result of the OPM we use a uniformly excited 
square array consisting of 121 (=11x11) circular apertures, (radius = 3λ), spaced 7.5λ 
apart. Each element is assumed to support a uniform aperture field. For the design of a 
broadside beam nearly 200 iterations of the OPM suffice to design an array that fulfils 
the requirements. The resulting array layout is given in Fig. 3. The broadside beam, 
accompanied by the bound constraints (red line) is given in Fig. 4a. Using one control 
point/ phase-shifter, per element the outermost beam is given in Fig. 4b. 
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Fig. 3. The outcome of the OPM: Array Layout 
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Fig. 4. The outcome of the OPM: (a) Broadside Beam, (b) Outermost beam 

3.2   The Fractal DRA 

Indicative results for the configuration of Fig. 2b and 2d are presented in figures 5 to 
8. As source element was used a horn antenna with directivity 17.dB. The aperture 
horn was 3.97λ×1.97λ, it was fed by the waveguide: WR-51(a=12.9mm, b=6.48mm) 
and its radiation patterns on the two main planes are shown in Fig. 1b.  
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Figure 5 illustrates the radiation patterns of the central beam for φ=0° - 90°. The 
excitation of all the blocks is uniform, meanly P2/P1. It is shown that the antenna fails 
to fulfil the imposed requirements, as the C/I ratio is 10.97dB. Better results were 
received when one step of quantization was imposed. The results approached the 
requirements but are not judged satisfactory. In Table 2, analytical information about 
the operation of the DRA is presented. 

 

Fig. 5. Patterns, for φ=0° - 90°, of the central beam of the DRA of fig. 2d. Excitation: 
P2 / P1=1. 

Table 2. DRA records for various 2 1P / P  values 

2 1P / P  Max. directivity [dB] EOC directive gain [dB] C/I [dB] Out of earth level [dB] 

1 48.1 44.5 11 12.2 
2 46.8 43.8 17.9 15.3 
3 45.6 42.9 19.4 14.9 
4 44.8 42.4 18.5 14.7 

 
A small perturbation of 16 blocks at the perimeter, led the DRA operation to match 

the imposed requirements. In this case two steps of excitation with ratio 2 1P / P 2=  are 

necessary. Analytical results are shown in figures 6 and 7. In Fig. 6 the radiation pat-
terns of the central beam and two adjacent beams 1.12deg apart from the central are 
depicted. For all the three beams we have Dmax > 45dB, C/I > 23dB and DEOC > 43dB. 
Respective results for the central beam and two adjacent beams 0.56o apart from the 
central are depicted in Fig. 7. In this case the records for beams C and D are: 
Dmax=45dB, C/I=20.2dB and DEOC=42.5dB. The range in which the values of these 
parameters vary, for all the nineteen beams, are presented in summary in Table 3. 

In figure 8 the patterns of the central beam for azimuth angles φ between 0ο and -
90o are illustrated. It is shown that not only inside the coverage area but also out of it 
– on earth and out of earth - grating lobes with levels ~23dB and ~15.8dB, respec-
tively, lower than that of the maximum radiation are ensured. 
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Table 3. Values of the performance parameters for all beams 

Max. directivity [dB] EOC directive gain [dB] C/I[dB] Out of earth level 
[dB] 

45 - 47.9 42.5 – 45.6 20.2 – 24 <12.8 
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Fig. 6. The central beam and two adjacent-
beams 1.12o apart from the central. Beams 
A, B: max. directivity 47.9dB, EOC directiv-
ity 45.6dB, C/I= 24.3dB Central Beam : 
max. directivity 46.9dB, EOC directivity 
43.7dB, C/I= 23.4dB. 

Fig. 7. The central beam and two adjacent-
beams 0.56o apart from the central. Beams 
C, D: max. directivity 45.1dB, EOC directiv-
ity 42.5dB, C/I=20.2dB. 

 

 
 

Fig. 8. Patterns, for φ= 0ο - 90o, of the central beam of the DRA of fig. 2d. Excitation: P2 / P1=2. 
 

4   Conclusions 

Two design methods for the synthesis of Direct Radiating Arrays (DRA) with a re-
duced number of controls are given in the current work. The effort is part of the work 
included into the framework of a joint ESA program. The DRAs are to form a set of 
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simultaneously overlapped multi-beams for satellite communications in the frequency 
range of 20 GHz and satisfy certain specifications (End of Coverage (EOC) gain, 
grating and side lobe levels).  

The design methods are the Orthogonal Method (OM) in conjunction with a Per-
turbation (OPM) technique and the fractal technique. Some preliminary examples are 
presented and show the effectiveness of the design methods.  

The OPM is enforced on a square array of uniformly excited circular element ra-
diators. The desired pattern embodies the technical requirements of the broadside 
beam in the form of a bound constraints curve, (mask). The method is robust enough 
to produce an acceptable solution which can be further improved by using more than 
one type of elements and/ or quantized excitation. The ongoing effort is focused on 
those issues to further improve the method’s performance.   

The fractal technique is proved efficient for the design of a DRA of 960 elements 
which produce nineteen pencil beams for a satellite communication network. The 
inherent advantages of the fractal development permitted us to obtain, for all the 
beams, maximum and EOC directivity higher than 45dB and 42.5 dB respectively. C/I  
ratio larger than 20.2dB was attained by proper selection of the scaling factor, the 
perturbation of the positions of some blocks and applying one quantization step 2:1 of 
feeding. Moreover the fractal arrangement of the elements of the array and the ability 
to thin the array offered the potential to group the elements in blocks of uniformly 
excited elements. So, the number of the control points was reduced to 60, that is six-
teen times smaller than it would be if one per element feeding was implied. 
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