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Foreword 

This year marks the 130th anniversary of the foundation of Budapest Tech, the 
largest polytechnical institution in Hungary. The Institute's motto of 'Knowledge 
and innovation in support of the economy' has been the guiding principle of all its 
activities. For 130 years of existence through its predecessors, Budapest Tech’s 
educational excellence has remained a primary goal. The institution has been im-
plemented a comprehensive academic program with emphasis on competitive, 
flexible and high-level training, scientific research and development, which com-
plies with the changes of economic and social life and permanently renews. Buda-
pest Tech offers a focused, technologically-based education on a wide range for 
about 12000 students in a stimulating environment at five faculties and two educa-
tional centers. 

Among the many activities undertaken by Budapest Tech towards the achieve-
ment of its goals, publication of conference proceedings played an important role. 
This activity includes international and national-level seminars, symposia, confer-
ences and workshops, highlighting the emerging areas of ongoing frontline re-
search in various fields of intelligent engineering systems. As an outcome of these 
events and results achieved, the Institute is bringing out a book under the title To-
wards Intelligent Engineering and Information Technology, published by 
Springer. 

Chapters in the present volume have been written by eminent scientists from 
different parts of the world and from Budapest Tech, dealing with challenging 
problems for efficient modeling of intelligent systems. The reader can find differ-
ent aspects, characteristics and methodologies of computational intelligence with 
real life applications. I believe that the state-of-the art studies presented in this 
book will be very useful to a broad readership. Thanks to the authors for their ex-
cellent contributions and to the editors for their valuable work and effort bringing 
out this volume. 

 

June 2, 2009 József Pálinkás 
President 

Hungarian Academy of Sciences 

 



Preface 

An intelligent system is a system that emulates some aspects of intelligence exhibited by 
nature. These include learning, adaptability, improving efficiency, and management of 
uncertain and imprecise information. Intelligent systems are developed for handling 
problems in which algorithmic solutions require “almost infinite” amount of computa-
tion, or even more: there exist no algorithms for solving them. 

Extracting from diverse dictionaries, intelligence means the ability to compre-
hend; to understand and profit from experience. There are, of course, other mean-
ings such as ability to acquire and retain knowledge; mental ability; the ability to 
respond quickly and successfully to a new situation; etc. 

Within such a framework, intelligent engineering systems try to replicate fun-
damental abilities of humans and nature in order to achieve sufficient progress in 
solving complex problems. In an ideal case multi-disciplinary applications of dif-
ferent modern engineering disciplines can result in synergistic effects. Information 
technology and computer modeling are the underlying tools that play a major role 
at any stages of developing intelligent systems. 

The present edited book is a collection of 51 chapters written by internationally 
recognized experts and well-known colleagues of the fields. Chapters contribute to 
diverse facets of intelligent engineering and information technology. The volume 
is organized in six parts according to the main subjects, and in harmony with the 
fields of interest of the jubilarian institution. In this landmark year Budapest Tech 
celebrates its past and looks to its future in research through this volume. 

The first part of the book is devoted to theoretical issues. This includes pseudo-
analysis in engineering decisions; a study of possibilistic counterparts of well-known 
probabilistic concepts and results; recent results in matrix perturbation theory; an 
outline of computationalism in a non-traditional context; a study of measuring vot-
ing power; parametric classes of digital fuzzy conjunctions for hardware implemen-
tation of fuzzy systems. 

The second part of the book concerns with different aspects of control. This in-
cludes a study of quantum control systems; a model-based control design of inte-
grated vehicle systems; design and applications of cerebellar model articulation 
controller; an iterative feedback tuning in linear and fuzzy control systems; model-
based design issues in fuzzy logic control; situational control, modeling and diag-
nostics of large scale systems; a hybrid approach in power electronics and motion 
control. 



 
VIII                                                                        Preface 

The third part addresses issues of robotics, including mobile mini robots for 
space applications, motion control for formation of mobile robots in environment 
with obstacles, robot systems for play in education and therapy of disabled chil-
dren, an overview of recent advances in intelligent robots at J. Stefan Institute, 
new trends in robotic reinforcement learning, different points of view on building 
an intelligent robot, autonomous locomotion of humanoid robots in presence of 
mobile and immobile obstacles, and an autonomous advertising mobile robot for 
exhibitions developed at Budapest Tech. 

The fourth part presents approaches and results on information technology. 
This includes high-level specification of games; new trends in non-volatile semi-
conductor memories; biometric motion identification based on motion capture; 
through wall tracking of moving targets by M-Sequence UWB radar; studies on 
advanced industrial communications; logical consequences in partial knowledge 
bases; distributed detection system of security intrusions based on partially or-
dered events and patterns; the theory and practice of wireless sensors networks; 
image processing using polylinear functions on HOSVD basis; intelligent short 
text assessment in eMax system; determination the basic network algorithms with 
gains; the role of RFID in development of intelligent human environment. 

The fifth part of the book consists of papers on machines, materials and manu-
facturing. This includes the history and challenges of mechanism and machine  
science within IFToMM community; a service orientated architecture for holonic 
manufacturing control; sensitivity of power spectral density analysis for measur-
ing conditions; numerical prediction of friction, wear, heat generation and lubrica-
tion in case of sliding rubber components; design of a linear scale calibration  
machine; engineering objective driven product lifecycle management with en-
hanced human control; in-situ investigation of the growth of low-dimensional 
structures; monitoring of heat pumps; the nozzle’s impact on the quality of fabric 
on the pneumatic weaving machine. 

The last part of the book is devoted to intelligent systems and complex proc-
esses, including a comprehensive evaluation of the efficiency of an integrated  
biogas, trigen, PV and greenhouse plant using digraph theory; an approximation of 
a modified traveling salesman problem using bacterial memetic algorithms; an ap-
proach towards intelligent systems with incremental learning ability; a systems 
engineering approach to sustainable energy supply; fuzziness of rule outputs by 
the DB operators-based control problems; observer based iterative fuzzy and neu-
ral network model inversion for measurement and control applications, the role of 
the cyclodextins in analytical chemistry; an intelligent GIS-based route/site selec-
tion plan of a metro-rail network. 

The editors are grateful to the authors for their excellent work. Thanks are also 
due to Ms. Anikó Szakál for her editorial assistance and sincere effort in bringing 
out the volume nicely in time. 

 
June 22, 2009 I.J. Rudas  

J. Fodor 
J. Kacprzyk 

Budapest and Warsaw 
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Measuring Voting Power: The Paradox of New Members
vs. the Null Player Axiom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
László Á. Kóczy
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Part VI: Intelligent Systems and Complex Processes

A Comprehensive Evaluation of the Efficiency of an
Integrated Biogas, Trigen, PV and Greenhouse Plant,
Using Digraph Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595
Nicola Pio Belfiore, Umberto Berti, Aldo Mondino, Matteo Verotti



Contents XIII

Approximation of a Modified Traveling Salesman Problem
Using Bacterial Memetic Algorithms . . . . . . . . . . . . . . . . . . . . . . . . 607
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Péter Várlaki, Robert Fullér, Imre J. Rudas

Observer-Based Iterative Fuzzy and Neural Network Model
Inversion for Measurement and Control Applications . . . . . . . . 681
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Pseudo-analysis in Engineering Decision 
Making 

Endre Pap 

Department of Mathematics and Informatics 
Trg Dositeja Obradovica 4, 21 000 Novi Sad, Serbia 
pape@eunet.yu, pap@im.ns.ac.yu 

Abstract   There is presented probabilistic von Neumann-Morgenstern type ap-
proach to engineering design. Further generalization of the utility theory, using 
pseudo-analysis, first based on possibility theory, and second, as a common gen-
eralization through hybridization of the both preceding approaches are given. In 
modeling uncertainty in engineering design it is very useful the fuzzy system ap-
proach, which involves further real operations as aggregation functions. 

1 Introduction 

Design is a process where the human intellect with creativity produce useful arti-
facts, and which involves pure and applied sciences, but also behavioral and social 
sciences.  Engineering design is recognized as a decision-making process at the core 
[23, 24, 35, 49, 56]. Engineering design conducted with incomplete and imperfect 
information, yet most traditional design approaches treat the design problem are 
deterministic. The proposed research is to develop tools for decision making under 
risk and uncertainty and apply the tools to engineering design. 

The approach with probability has three main elements [24]: identification of the 
options, determination of expectations on each option and the expression of values. 
The main decision rule is: the preferred decision is the option whose expectation has 
the highest value. Classical decision theory [32] separates expectations and values - 
a common mistake is to make them equal. The decision making involve options, 
expectations and values. 

The advantage of the pseudo-analysis [38, 40], as a generalization of the clas-
sical real analysis, based on a semiring structure (see [18, 31]) on a real interval 

a,b ⊂ −, , is the fact that it coveres as one theory and so with unified 
methods equations (usually nonlinear), and models with uncertainty (not only with 
probability) from many different fields (system theory, optimization, control the-
ory, differential equations, difference equations, decision making, etc.). 

.

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 3–16. 
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An engineering decision cannot be done in the absence of human values, 
whereas problems in the science are solved in the absence of options and values. 
The purpose of values in decision making is to rank order alternatives. This ranking 
is managed by a preference relation, which is connected by the usual real order 
relation through the utility function. 

In Section 2 we present probabilistic von Neumann-Morgenstern type approach 
to engineering design. Section 3 contains further generalization of the utility theory, 
first based on possibility theory, and second, as a common generalization through 
hybridization of the both preceding approaches. In modeling uncertainty in engi-
neering design is very useful the fuzzy system approach, presented in Section 4, and 
which involves further real operations as aggregation functions, presented in Sec-
tion 5. 

2 Probabilistic Approach Based on von
 Neumann– Morgenstern Theory 

We start with an axiomatic approach to engineering design which guarantees a ra-
tional treatment of all information that the designer uses for the design and enables a 

rational decision making [23, 24, 57]. We shall use the symbol   for the relation ''is 

preferred to'', the symbol   for ''is indifferent to'' and the symbol   for ''is pre-
ferred or indifferent to''. 

Axiom 1: The axiom of deterministic making. Given a defined set of options from 
which to choose, each with a known and deterministic outcome, the decision 
maker's preferred choice is that option whose outcome is most desired. 

Axiom 2: Ordering of alternatives. Preference and indifference orderings hold 
between any two outcomes, and they are transitive. 

Axiom 3: Reduction of compound lotteries. Any compound lottery is indifferent to 
a simple lottery with the same outcomes and associated probabilities. 

Axiom 4: Continuity. Given outcomes of a lottery ordered by preference from 1A  

through ,rA  there exists a number iu  such that each outcome iA  is indifferent to 

a lottery containing only 1A  and .rA  

With mathematical symbols 

Ai  uiA1 , 1 − uiAr  Âi,  

where ˆ
iA  is the lottery. 

Axiom 5: Substitutability. In any lottery ˆ, iL A  is substitutable for .iA  

Axiom 6: Transitivity. Preference and indifference among lotteries are transitive 
relations. 

4 E. Pap 



Axiom 7: Monotonicity. A lottery 1[ , (1 ) ]rpA p A−  is preferred or indifferent to a 

lottery 1[ , (1 ) ]rp A p A′ ′−  if and only if .p p′≥  

Axiom 8: Reality of engineering design. All engineering designs are selected from 
among the set of potential designs that are explicitly considered. 

Let us mathematically formalize the preceding axioms. Let p  be a simple 

probability measure on 1{ ,..., },nX x x=  thus 1 2( ( ), ( )..., ( )),np p x p x p x=  

where ( )ip x  are probabilities of outcome ix X∈  occurring, i.e., ( ) 0ip x ≥  for 

all 1,2..., ,i n=  and 1 ( ) 1.n
i ip x= =∑  Define ( )XP  as the set of simple prob-

ability measures on .X  A particular lottery p  is a point in ( )XP . A compound 

lottery (mixture) is an operation defined on ( )XP  which combines two probabil-

ity distributions p  and p′  into a new one, denoted ( , ; , ),V p p α β′  with 

[ ], 0,1α β ∈  and 1,α β+ =  and it is defined by 

Vp,p ′;,  p  p ′.
 

Note that ( , ; , ) ( ).V p p Xα β′ ∈P  Let   ƒ be a binary relation over ( ),XP  

where p  ƒq  means that lottery q  is "preferred to or equivalent to" lottery .p  

The preceding system of axioms corresponds to the following utility axioms: 

NM1 ( )XP  is equipped with a complete preordering structure  ƒ.  

NM2 (Continuity): For p q r≺ ≺  there exists α  such that 

( , ; ,1 ).q V p r α α∼ −  

NM3 (Independence): p q∼  implies 

[ ]( , ; ,1 ) ( , ; ,1 ) ( ( ), 0,1 ).V p r V q r r Xα α α α α− ∼ − ∈ ∈P  

NM4 (Convexity): For p q≺  we have 

] [( , ; ,1 ) ( 0,1 .p V p q qα α α− ∈≺ ≺  

The theorem below shows that the preference ordering on set of states which 
satisfies the proposed axioms can always be represented by a utility function. 

Theorem 1 (Representation Theorem ([57], 1944)). A preference ordering rela-

tion   ƒ on ( )XP  satisfies axioms NM1, NM2, NM3 and NM4 if and only if, there 

is a real-valued function U: ( )X →P  such that 

(i) U  represents  , i.e., for , ( )p q X∈P  holds p  ƒq  if and only if 

U(p) U(q); 

(ii) U  is affine, i.e., for every , ( )p q X∈P  and every ] [0,1α ∈  we have 

U(αp+(1-α)q) = αU(p)+(1-α)U(q). 
Moreover, U  is unique up to a linear transformation. 
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As consequence of these axioms there were deduced the following three im-
portant theorems [23, 24]. 

Theorem 2 (The expected utility theorem.). Given a pair of options, each with a 
range of possible outcomes and associated probabilities of occurrence, that is, two 
lotteries, the preferred choice is the option (or lottery) that has the highest expected 
utility. 

Theorem 3 (The substitution theorem.). A decision maker is indifferent between a 
lottery L  and a certainty outcome whose utility is equal to the expected utility of 
the lottery. 

The person who has a transitive preference relation usually is called rational, in 
the opposite case he is irrational. The famous Arrow's Impossibility Theorem [3, 
23] states that a group consisting only of rational individuals need not exhibit 
transitive preferences. 

Theorem 4 (Arrow's Impossibility Theorem.). Groups consisting of rational 
people are not necessarily rational. 

3 Generalization of the Probabilistic Approach 

Pseudo-analysis is based on the semiring structure on the real interval 
[ , ] [ , ]a b ⊆ −∞ ∞ , see [38, 40]. For some engineering applications see [4, 43]. In 

this paper we restrict ourselves on the special case, operations on the interval [0,1]  

(see [28]) and therefore on special non-additive measures on so called 
pseudo-additive (decomposable) measures (see [28, 38, 40]). 

Definition 1. A triangular conorm (t-conorm for short) is a binary operation on the 

unit interval [0,1] , i.e., a function S : 0,12 → 0,1  such that for all 

, , [0,1]x y z∈  the following four axioms are  satisfied: 

(S1) Commutativity ( , ) ( , ),S x y S y x=  

(S2) Associativity ( , ( , )) ( ( , ), ),S x S y z S S x y z=  

(S3) Monotonicity ( , ) ( , ) whenever ,S x y S x z y z≤ ≤  

(S4) Boundary Condition ( ,0) .S x x=  

If S  is a t-conorm, then its dual t-norm T : 0,12 → 0,1  is given by 

( , ) 1 (1 ,1 ).T x y S x y= − − −  

Definition 2.  A t-norm T  is restricted distributive over a t-conorm S  if for all 

, , [0,1]x y z∈  we have 

(RD)    T(x,S(y,z))=S(T(x,y),T(x,z)), 
whenever ( , ) 1.S y z <  
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The complete characterization of the pair ( , )S T  satisfying condition (RD) is 

given in [28]. 

A mapping m : 2X → 0,1  is called a pseudo-additive measure ( S  

-measure), if ( ) 0, ( ) 1m m X∅ = =  and if for all , 2XA B∈  with A B∩ =∅  

we have ( ) ( ( ), ( )),m A B S m A m B∪ =  see [10, 28, 38]. Important example is 

the maxitive measure, i.e., max-measure, where ( ) sup ( ).x Am A xπ∈=  

We present now the possibilistic approach to the utility theory [13]. The belief 
state about which situation in X  is the actual one is supposed to be represented by 
a possibility distribution .π  A possibility distribution π  defined on X  takes its 

values on a valuation scale ,V  where V  is supposed to be linearly ordered. V  is 

assumed to be bounded and we take sup( ) 1V =  and inf( ) 0.V =  Define 

( )XPi  as set of consistent possibility distributions over ,X  i.e., 

PiX   : X → V ∣ ∃x ∈ Xx  1.
 

The possibilistic mixture is an operation defined on ( )XPi  which combines 

two possibility distributions π  and π ′  into a new one, denoted ( , ; , ),P π π α β′  

with , Vα β ∈  and max( , ) 1,α β =  given by 

P,′;,  maxmin,,min,′.
 

Let ⊑  be a binary relation over ( , ; , ).P π π α β′  Hence, we can write  

 ⊑ ′  to indicate that possibilistic lottery π ′  is "preferred to or equivalent to" 
lottery .π  

The proposed axiom systems for the possibilistic optimistic utility is 

Pos 1 ( )XPi  is equipped with a complete preordering structure ⊑.  

Pos 2 (Continuity) For every ( )Xπ ∈Pi  there exist Vλ ∈  such that 

( , ; ,1),Pπ π π λ∼  where π  and π  are a maximal and a minimal ele-

ment of ( )XPi  w.r.t. ⊑,  respectively. 

Pos 3 (Independence) π π ′∼  implies ( , ; , ) ( , ; , ),P Pπ π λ μ π π λ μ′′ ′ ′′∼  

for every ( )Xπ ′′∈Pi  and every , .Vλ μ∈  

Pos 4 (Uncertainty prone): π π ′≤  implies  ⊑ ′.  
The set of axioms Pos1, Pos2, Pos3 and Pos4 characterize the preference or-

dering induced by an optimistic utility. 

Theorem 5 (Representation Theorem ([13], 1998)). A preference ordering rela-

tion ⊑  ƒ on ( )XPi  satisfies axioms Pos1, Pos2, Pos3 and Pos4 if and only if, 

there exist 
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(i) a linearly ordered utility scale ,U  with inf( ) 0U =  and sup( ) 1U = ; 

(ii) a preference function u : X → U  such that 1 1(1) (0),u u− −≠ ∅ ≠  and 

(iii) an onto ordered preserving function h : V → U  such that 
h(0)=0, h(1)=1, 

in such a way that it holds:  ⊑ ′  if and only if `,uπ π  where u  

is the ordering on ( )XPi  induced by the qualitative utility 

QU ( ) ( )( ) ( )( )max min ,
x X

h x u xπ π
∈

= . 

We present now the hybrid probabilistic-possibilistic utility theory [14, 15]. In 
order to generalize stated sets of axioms for utility theory, we denote 

1 2{ , ,..., }nX x x x=  set of outcomes, ( )XΔ  the set of all S -measures defined 

on .X  

Definition 3.  A hybrid mixture operation which combines two S -measures m  

and 'm  into a new one, denoted ( , '; , ),M m m α β  for [ ]0,1a∈  and that 

,  belongs to with ] [{, , , 0,1 , 1S a aα β α β α βΦ = ∈ + = +  or 

min(α,β),≤ a,max((α,β)=1 }  

is given by 
M(m,m';α,β) = S(T(α,m), T(β,m')), 

where ( , )S T  is a pair of continuous t-conorm and t-norm, respectively, which 

satisfy the property of restricted distributivity (RD). 

We propose the following set of axioms for a preference relation h  defined 
over ( )XΔ  to represent optimistic utility 

H1 ( )XΔ  is equipped with a complete preordering structure h  (i.e., h  

is reflexive, transitive and complete). 

H2 (Continuity) If m h m ′ h m ′′
 then we have 

(i) for , ,m m m a′ ′′ >  there exists ] [,1aα ∈  such that 

m ′ h Mm,m ′′;1  a − ,;
 

(ii) there exists ] ]0, aα ∈  such that ( , ;1, ).hm M m m α′ ′′∼  

H3 (Independence) For all , , ( )m m m X′ ′′∈Δ  and for all ,, S aα β ∈Φ  we 

have that m ′ h m ′′
 is equivalent with 

Mm ′,m;, h Mm ′′,m;,.  
H4 (Uncertainty prone) 
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(i) if ,m m a′ >  then m h m ′
 implies 

m h Mm,m ′;, 1  a −  h m ′
 for ] [,1 ;aα ∈  

(ii) otherwise m m′<  implies m h m ′.  

Now, we define a function of optimistic utility for all ( )m X∈Δ  in the fol-

lowing way 

( ) ( ( ), ( )),
ix X i iU m S T m x u x∈=  

where u : X → U  is a preference function that assigns to each consequence of 

X  a preference level of ,U  such that 1 1(1) (0).u u− −≠ ∅ ≠  

Remark 1.  It is interesting to note that U  preserves the hybrid mixture in the sense 
that 

U(M(m,m';α,β)) = S(T(α, U(m)), T(β, U(m'))) 
                 = M(U(m),U(m');α,β). 

Theorem 6 (Representation Theorem - Optimistic Utility, [44]).  Let ( )XΔ  be 

the set of all S -measures defined on 2 ,X  and h a binary preference relation on 

( ).XΔ  Then the relation h satisfies the set of axioms H1, H2, H3, H4 if and 

only if there exist 
(i) a linearly ordered utility scale ,U  with inf( ) 0U =  and sup( ) 1;U =  

(ii) a preference function u : X → 0,1,  

such that m h m′  if and only if mƒ ⊑h m′ ,  where ƒ ⊑h  is the ordering in 
( )XΔ  induced by the optimistic utility function given by 

U(m) = S (T(m(x), u(x)), 
where ( , )S T  is a pair of continuous t-conorm and t-norm, respectively, which 

satisfy the condition (RD). 

4 Fuzzy Systems 

A decision is made under the risk if the only available knowledge related the out-
come states is the probability distribution. This can be used in the optimization of 
the utility function. If the knowledge about the probabilities of the outcome is un-
known, then the decision have to be made under uncertainty. In engineering design 
one of the most critical problems is the preliminary design decision when the design 
is imprecise and most costly [2, 37, 59]. In such situations, fuzzy decision making 
can be used to handle this vagueness. This fuzziness can be modeled in different 
ways: fuzzy sets (membership function) [37] (The Method of Imprecision), [62], 
fuzzy measures (Choquet and Sugeno integrals) [21, 38, 58]. There are other design 
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methodologies as optimization tools (linear, nonlinear, integer programming, 
multi-objective optimization - e.g., with weighted sum technique [36]), probability 
methods [54]. 

An overall evaluation of design alternatives have two parts: their partial 
evaluation and the importance of the criteria taken into account. The first step 
consists in the determination of fuzzy sets representing partial evaluation of the 
alternatives. Since there are many different judgments with respect to the expres-
sion of the suitability of variety of alternatives there is need for some methods for 
this purpose. The Analytical Hierarchy Process [48] and some other matrix methods 
as [45, 46] are very convenient tools for that purpose. At the second step all partial 
information is aggregated into a final rating. In engineering design the preliminary 
design decisions are very important although the design description is still impre-
cise. Fuzzy design methods are convenient for representing and manipulating de-
sign imprecision [25, 37, 62]. By the Method of Imprecision [37, 50] constraints can 
be imprecise permitting to choose preferences over a range of values. This method 
was specially developed for engineering design and implies that the trade-off 
combination functions (aggregation operators) have to satisfy the boundary condi-
tions, monotonicity, continuity, annihilation and idempotency. Then it follows by 
[37, 51] that any weigthed quasi-linear mean that satisfies the annihilation property 
is design-appropriate. A weighted aggregation function which continuous, strictly 
monotonic, idempotent and bisymmetrical has the representation ([1, 17]) 

 
M1,…,n

f x 1 ,…,x n  f−1 1 fx 1   n fx n
1   n

,
 

where f  is a strictly monotone continuous function. By this representation it is 

possible to construct special convenient families of aggregation functions ([17, 21, 
30, 37]). Drakopoulos [9] proved that probabilities have a higher representational 
power than fuzzy sets (with respect to max-min) and possibilities (special fuzzy 
measure) for finite domain, but at the cost of higher computational complexity and 
reduced computational efficiency (they have equal representational power when 
their domains are infinite). 

5 Aggregation in Engineering Design 

The aggregation of incoming data plays a key role in applications of several intel-
ligent systems. The aggregation functions (operators) form a fundamental part of 
multi-criteria decision making, engineering design, expert systems, pattern recog-
nition, neural networks, fuzzy controllers, genetic algorithms, etc. ([17, 20, 28, 37, 
61]). 
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We restrict ourselves to the inputs and outputs from the unit interval [0,1].  Note 

that the case of any other closed interval is the question of rescaling only. 

Definition 4.  An aggregation function A  is a non-decreasing mapping 

[ ] [ ]0,1 0,1n

n∈
→A : ∪  

fulfilling the following conditions 

(i) 0 ?1, 1, ,i ix y i n≤ ≤ = ≤  imply 1 1( ,..., ) ( ,..., );n nx x y y≤A A  

(ii) ( )x x=A  for all [0,1];x∈  

(iii) (0,...,0) 0=A  and (1,...,1) 1.=A  

Property (i) in Definition 4 is the monotonicity and properties (ii) and (iii) are the 
boundary conditions. Each aggregation function A  can be represented as a system 

( )n n∈A  of n -ary operators , ,n n∈A  on the unit interval, where 1A  is the 

identity operator on [0,1]  and each , 2,n n ≥A  is non-decreasing and 

(0,...,0) 0, (1,...,1) 1.n n= =A A  

Depending on the field of application, several additional properties can be re-
quired and/or examined, such as commutativity, associativity, continuity, idempo-
tency, compensation, cancellativity, etc. Note, for example, that the associativity of 

an aggregation function A  means that the binary function 2A  is associative and 

its corresponding n -ary extensions (for 2n > ) are just the relevant n -ary op-

erators .nA  Therefore, an associative aggregation function A  is fully determined 

by 2.A  If A  is an aggregation function, then the operator 

: [0,1] [0,1]n
n∈ →DA ∪  defined by 

1 1( ,..., ) 1 (1 ,...,1 )n nx x x x= − − −DA A  

is called the dual operator of .A  DA  is also an aggregation function. 
Fuzzy design methods are convenient for representing and manipulating design 

imprecision [37, 62]. The Method of Imprecision [37] was specially developed for 
engineering design and implies that the trade-off combination functions (aggrega-
tion operators) have to satisfy the boundary conditions, monotonicity, continuity, 
annihilation, and idempotency, where annihilation means that if one argument 
(when the preference for any one attribute of the design sinks to zero) of the ag-
gregation operator is zero then the value of the aggregation operator (the overall 

preference of the design) is zero. We remark that if the weights { }iω  in a weighted 

aggregation function  are given with respect to a ratio scale, then iω  are not 

uniquely determined, since any other system of weights { }iω
′  with i iCω ω′ =  for 

a positive rational number C  is convenient, e.g., .i

ii
i

ω
ω

ω′ = ∑  Specially important 
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cases are ( ) , ( ) logf x x f x x= =  and ( ) .sf x x=  The last case is interesting 

since it generates a parameterized family of aggregation functions. For 0,s >  the 

annihilation property fails, but it can be handled in the practical engineering design 
by assuming that preferences smaller than some small ε  are not relevant for the 
designer [51]. There are also design-appropriate aggregation functions which are 
not weighted quasi-arithmetical means, that is, they are not strictly monotone. 

Starting from a given t-norm and/or t-conorm, several useful operations on 
[0,1]  can be introduced. The conditions (i) - (iii) required for an aggregation op-

erator A  are the genuine properties of triangular norms and conorms. 
From the practical application point of view, there are suggestions to use the 

special aggregation functions, so-called compensatory operators, in order to model 
intersection and union in many-valued logic. The main goal of compensatory op-
erators is to model an aggregation of incoming values. If two values are aggregate 
by a t-norm, then there is no compensation between low and high values. On the 
other hand, a t-conorm based aggregation provides the full compensation. None of 
the above cases covers the real decision making. To avoid such inaccuracies, in [63] 
suggested two kinds of so-called compensatory operators, see [33]. The first of 

them was γ -operator, Γ : 0,1 → 0,1,  ∈ 0,1, n  2   
1

1
1 1

( ,..., ) 1 (1 ) .
n n

n i i
i i

x x x x
γ γ

γ

−

= =

⎛ ⎞ ⎛ ⎞
Γ = − −⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠
∏ ∏  

Here parameter   indicates the degree of compensation. Note that γ -operators 

are a special class of exponential compensatory operators [28]. For a given t-norm 
T  t-conorm S  (not necessarily dual to )T  and parameter γ  indicating the de-

gree of compensation, the exponential compensatory operator 

ET,S, : 0,1n → 0,1, n ≥ 2,
 is defined by 

1
, , 1 1 1( ,..., ) ( ( ,..., )) ( ( ,..., )) .T S n n nE x x T x x S x xγ γ

γ
−=  

It is obvious that γ -operator is based an TP  , ,, T SS Eγ γΓ =
P PP . Further note 

that , ,T SE γ  is a logarithmic convex combination of T  and S  and up to the case 

when {0,1}γ ∈  it is non-associative. Another class of compensatory operators 

proposed by [63, 64] are so-called convex-linear compensatory operators. 
It was proposed an associative class of compensatory operators in [27]. The 

degree of compensation is ruled by two parameters, namely by the neutral element 
e  and the compensation factor k . Let T  be a given strict t-norm with additive 

generator 1
2, ( ) 1,f f =  and let S  be a given strict t-conorm with an additive 

generator 1
2, ( ) 1g g = . For a given ] [ ] [0,1 , 0, ,e k∈ ∈ ∞  we define an asso-

ciative compensatory operator 
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CT,S,e,k  C : 0,12 ∖ 0,1, 1,0 → 0,1
 

by 
1( , ) ( ( ) ( )),C x y h h x h y−= +  

where h : 0,1 → −,  is a strictly increasing bijection such that 

1

( ) if [0, ]
( )

( ) if ] ,1].

x
e

x e
e

kf x e
h x

g x e−
−

∈⎧
= ⎨ ∈⎩

 

Engineering decision making need more general mathematical models, which 
involve also non-additive measures. Previously used additive probability measures 
could not model some situations, e.g., the Ellsberg Paradox, see [21]. For the 

non-additive set function (measure) m  defined on a σ -algebra A  of subsets of a 

set X  (for finite X  it is usually taken A  2X ,  the family of all subsets), the 
difference ( ) ( )m A B m B∪ −  depends on B  and can be interpreted as the effect 

of A  joining B , [21, 38, 52, 53, 58]. A monotone set function m  with 

( ) 0m ∅ =  is usually called fuzzy measure. More than the contribution of the 

extension principle of the fuzzy sets [55], fuzzy connectives [16, 21, 27, 63] and 
fuzzy measures are important in the problem of the modeling of the behavior of 
decision makers. Utility theory [17, 21, 47] deals with preference relations de-
scribing the decision behavior, and as the basis of decision theory, is well axio-
matically based on the fuzzy measures and Choquet integral [17, 20, 22, 38]. The 
Choquet integral approach is generalized in many directions ([28, 34, 38]). As the 

mapping, the fuzzy integral is defined by a set of 2n  (for n  elements basic set X ) 
parameters and a t-conorm system. The word ''identification'' has the origin in the 
system theory and is preferred to the word ''learning'', though the algorithms for 
finding the appropriate fuzzy measure could be the learning samples minimizing 
certain criterion. Unknown measure to be identified can be regarded as the part of 
the parameter identification [19, 20, 21]. 

Conclusion 

We have given a short overview of some basic facts from the theory of 
pseudo-analysis, mostly related to pseudo-operations. As a generalization of von 
Neumann and Morgestern utility theory, using pseudo-analysis, there are presented 
approach based on possibility theory, and as a common generalization through 
hybridization of the both approaches is given. We modeled uncertainty in engi-
neering design with fuzzy systems, which involves more general real operations: 
aggregation functions [20]. We remark that S -measures and corresponding inte-
grals have the advantage that for n  elements of the basic set X  they require only 
n  parameters. 
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Abstract   In 2001 we introduced the notions of possibilistic mean value and 
variance of fuzzy numbers. In this paper we give a short survey of these notations 
and show some examples of their application from the literature. 

1 Introduction 

In probability theory the expected value of functions of random variables plays a 
fundamental role in defining the basic characteristic measures of probability dis-
tributions. For example, the variance, covariance and correlation of random vari-
ables can be computed as the expected value of their appropriately chosen 
real-valued functions. In possibility theory we can use the principle of expected 
value of functions on fuzzy sets to define variance, covariance and correlation of 
possibility distributions. Marginal probability distributions are determined from the 
joint one by the principle of 'falling integrals' and marginal possibility distributions 
are determined from the joint possibility distribution by the principle of 'falling 
shadows'. Probability distributions can be interpreted as carriers of incomplete in-
formation [17], and possibility distributrions can be interpreted as carriers of im-
precise information. In 1987 Dubois and Prade [12] defined an interval-valued 
expectation of fuzzy numbers, viewing them as consonant random sets. They also 
showed that this expectation remains additive in the sense of addition of fuzzy 
numbers. In 2005 Carlsson, Fuller and Majlender [9] introduced a measure of pos-
sibilistic correlation between fuzzy numbers A  and B  by their joint possibility 
distribution C  as an average measure of their interaction (introduced earlier by 
Fuller and Majlender in [15]) compared to their respective marginal variances. In 
particular, they presented the concept of possibilistic correlation in a probabilistic 
setting and pointed out the fundamental difference between the standard probabil-
istic approach and their proposed possibilistic approach to computing and inter-
preting the correlation coefficient in these environments. They also showed that the 
possibilistic covariance between fuzzy numbers A  and B  is nothing else but the 
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weighted average of the probabilistic covariances between random variables with 
uniform joint distribution on the level sets of their joint possibility distribution C . 

Furthermore, the possibilistic variance of a fuzzy number A  computes the 
weighted average of the probabilistic variances of uniformly distributed random 
variables on its level sets. Finally, the possibilistic mean value of a fuzzy number 
A  computes the weighted average of the probabilistic mean values of uniformly 

distributed random variables on its level sets. 
In this Section we will recall the possibilistic mean value and variance of fuzzy 

numbers, which are consistent with the extension principle and with the 
well-known defintions of expectation and variance in probability theory. Further-
more, following Carlsson, Fuller and Majlender [9], we will introduce a measure of 
possibilistic correlation between fuzzy numbers by their joint possibility distribu-
tion as an average measure of their interaction compared to their respective mar-
ginal variances. In particular, we will present the concept of possibilistic mean 
value, variance, covariance and possibilistic correlation in a probabilistic setting 
and point out the fundamental difference between the standard probabilistic ap-
proach and the possibilistic one. 

A fuzzy number A  is a fuzzy set  with a normal, fuzzy convex and con-
tinuous membership function of bounded support. The family of fuzzy numbers is 

denoted by F . Fuzzy numbers can be considered as possibility distributions [13, 

18]. A fuzzy set C  in 2  is said to be a joint possibility distribution of fuzzy 

numbers A,B ∈ F , if it satisfies the relationships max{ | ( , )} ( )x C x y B y=  

and max{ | ( , )} ( )y C x y A x=  for all ,x y∈ . Furthermore, A  and B  are 

called the marginal possibility distributions of C . Let A ∈ F  be fuzzy number 

with a γ -level set denoted by 1 2[ ] [ ( ), ( )]A a aγ γ γ= , [0,1]γ ∈ . A function 

f∶0,1 → R  is said to be a weighting function if f  is non-negative, monoton 

increasing and satisfies the following normalization condition 

 
1

0
( ) 1.f dγ γ =∫  

Different weighting functions can give different (case-dependent) importances 

to   -levels sets of fuzzy numbers. It is motivated in part by the desire to give less 
importance to the lower levels of fuzzy sets [16] (it is why f  should be monotone 

increasing). 
The possibilistic mean (or expected value), variance, covariance and correlation 

were originally defined from the measure of possibilistic interactivity (as shown in 
[9, 15]) but for simplicity, we will present the concept of possibilistic mean value, 
variance, covariance and possibilistic correlation in a probabilistic setting and point 
out the fundamental difference between the standard probabilistic approach and the 
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possibilistic one. Let A ∈ F  be fuzzy number with 1 2[ ] [ ( ), ( )]A a aγ γ γ=  and 

let Uγ  denote a uniform probability distribution on [ ]A γ , [0,1]γ ∈ . Recall that 

the probabilistic mean value of Uγ  is equal to 

 1 2( ) ( )( ) ,
2

a aM Uγ
γ γ+

=  

and its probabilistic variance is computed by 

 
2

2 1( ( ) ( ))var( ) .
12

a aUγ
γ γ−

=  

The f -weighted possibilistic mean value of A ∈ F , defined in [14], is de-

fined as 

 
1 1 1 2
0 0

( ) ( )( ) ( ) ( ) ( ) ,
2f

a aE A E U f d f dγ
γ γγ γ γ γ+

= =∫ ∫  

where Uγ  is a uniform probability distribution on [ ]A γ  for all [0,1]γ ∈ . If 

( ) 1f γ =  for all [0,1]γ ∈  then we get 

 
1 1 1 2
0 0

( ) ( )( ) ( ) ( ) ,
2

a aE A E U f d dγ
γ γγ γ γ+

= =∫ ∫  

which the possibilistic mean value of A  originally introduced in 2001 by 
Carlsson and Fullér [3]. 

In 1986 Goetschel and Voxman introduced a method for ranking fuzzy numbers 
as [16] 

 
1 1

1 2 1 20 0
( ( ) ( )) ( ( ) ( ))A B a a d b b dγ γ γ γ γ γ γ γ≤ ⇔ + ≤ +∫ ∫  

As was pointed out by Goetschel and Voxman this definition of ordering was 
motivated in part by the desire to give less importance to the lower levels of fuzzy 
numbers. In the terminology introduced by Carlsson and Fullér, the ordering by 
Goetschel and Voxman can be written as 

 ( ) ( ).A B E A E B≤ ⇔ ≤  
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We note further that from the equality 

 
1 21 ( ) ( )

1 20
1 2 10

0

( ) ( ( ) ( )) ,
a a d

E A a a d
d

γ γγ γ
γ γ γ γ

γ γ

+⋅∫= + =
∫

∫  

it follows that ( )E A  is nothing else but the level-weighted average of the 

arithmetic means of all γ -level sets, that is, the weight of the arithmetic mean of 

1( )a γ  and 2 ( )a γ  is just γ . 

Example 1.1  If ( , , )A a α β=  is a  triangular fuzzy  number with center a , 

left-width 0α >  and right-width 0β >  then a γ -level of A  is computed by 

 [ ] [ (1 ) , (1 ) ], [0,1],A a aγ γ α γ β γ= − − + − ∀ ∈  

Then, 

 
1

0
( ) [ (1 ) (1 ) ] .

6
E A a a d a β αγ γ α γ β γ −

= − − + + − = +∫  

When ( , )A a α=  is a symmetric triangular fuzzy number we get ( )E A a= . 

The f -weighted possibilistic variance of A ∈ F , defined in [14], can be 

written as 

 2
21 1 2 1

0 0

( ( ) ( ))( ) ( ) ( ) .
12f U

a aVar A f d f d
γ

γ γσ γ γ γ γ−
= =∫ ∫  

If ( ) 1f γ =  for all [0,1]γ ∈  then we get 

 2
21 1 2 1

0 0

( ( ) ( ))( ) .
12U

a aVar A d d
γ

γ γσ γ γ−
= =∫ ∫  

which the possibilistic variance of A  originally introduced in 2001 by Carlsson 
and Fullér [3]. 

Example 1.2  If ( , , )A a α β=  is a triangular fuzzy number then 

 21 2

0

1 ( )( ) (1 ) ( (1 )) .
6 72

( )Var A a a d α βγ β γ α γ γ +
= + − − − − =∫  
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In 2004 Fullér and Majlender [15] introduced a measure of possibilistic co-
variance between marginal distributions of a joint possibility distribution C  as the 

expected value of the interactivity relation between the -level sets of its marginal 
distributions. In 2005 Carlsson, Fullér and Majlender [9] showed that the possi-
bilistic covariance between fuzzy numbers A  and B  can be written as the 
weighted average of the probabilistic covariances between random variables with 
uniform joint distribution on the level sets of their joint possibility distribution C . 

The f -weighted measure of possibilistic covariance between A,B ∈ F , 

(with respect to their joint distribution C ), defined by [15], can be written as 

 
1

0
( , ) ( , ) ( ) ,fCov A B Cov X Y f dγ γ γ γ= ∫  

where X γ  and Yγ  are random variables whose joint distribution is uniform on 

[ ]C γ  for all [0,1]γ ∈ . 

Now we show how the possibilistic variance can be derived from possibilistic 

covariance. Let A ∈ F  be fuzzy number with 1 2[ ] [ ( ), ( )]A a aγ γ γ=  and let 

Uγ  denote a uniform probability distribution on [ ]A γ , [0,1]γ ∈ . First we 

compute the level-wise covariances by 

 

2 2

1 1

2 2

( ) ( )2 2

( ) ( )
2 1 2 1

2 2
21 1 2 2 1 2

2 2
1 1 2 2

2
2 1

cov( , ) ( ) ( ( ))

1 1
( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( )
3 2

( ) 2 ( ) ( ) ( )
12

( ( ) ( )) ,
12

( )
( )

a a

a a

U U M U M U

x dx xdx
a a a a

a a a a a a

a a a a

a a

γ γ γ γ

γ γ

γ γγ γ γ γ

γ γ γ γ γ γ

γ γ γ γ

γ γ

= −

= −
− −

+ + +
= −

− +
=

−
=

∫ ∫

 

and we get 

 

1

0
21 2 1

0

( ) ( , ) cov( , ) ( )

( ( ) ( )) ( ) .
12

f fVar A Cov A A U U f d

a a f d

γ γ γ γ

γ γ γ γ

= =

−
=

∫

∫
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Fig. 1. The case of Cov f(A,B)=0 

Let C  be a joint possibility distribution in 2  with marginal possibility dis-

tributions A,B ∈ F , and let 1 2[ ] [ ( ), ( )]A a aγ γ γ=  and 

1 2[ ] [ ( ), ( )]B b bγ γ γ= , [0,1]γ ∈ . Let us assume that A  and B  are 

non-interactive, i.e. C A B= × . This situation is depicted in Fig. 1. Then 

[ ] [ ] [ ]C A Bγ γ γ= ×  (that is, [ ]C γ  is rectangular subset of 2 ) for any 

[0,1]γ ∈ , and from 

 cov( , ) 0X Yγ γ =  

for all [0,1]γ ∈  we have 

 
1

0
( , ) cov( , ) ( ) 0fCov A B X Y f dγ γ γ γ= =∫  

If A  and B  are non-interactive then ( , ) 0fCov A B =  for any weighting 

function f . 

Example 1.3  Now consider the case when 

 [0,1]( ) ( ) (1 ) ( )A x B x x xχ= = − ⋅  

for x∈ , that is, [ ] [ ] [0,1 ]A Bγ γ γ= = −  for [0,1]γ ∈ . Suppose that 

their joint possibility distribution is given by 

 ( , ) (1 ) ( , ),TF x y x y x yχ= − − ⋅  
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where 

 2{( , ) | 0, 0, 1}.T x y x y x y= ∈ ≥ ≥ + ≤  

This situation is depicted on Fig. 2, where we have shifted the fuzzy sets to get a 
better view of the situation. 

 

Fig. 2. Illustration of joint possibility distribution F 

It is easy to check that A  and B  are really the marginal distributions of F . A 

-level set of F  is computed by 

 2[ ] {( , ) | 0, 0, 1 }.F x y x y x yγ γ= ∈ ≥ ≥ + ≤ −  

The density function of a uniform distribution on [ ]F γ  can be written as 

 [ ]

[ ]1 ( , )
( , )

0
F

if x y F
dxdyg x y

otherwise

γ

γ⎧ ∈⎪
= ⎨
⎪
⎩

∫  

in details, 

 
[ ]1 1

0 0

1 ( , )
( , )

0

x if x y F
dxdyg x y

otherwise

γ
γ γ− − −

⎧ ∈⎪
= ⎨
⎪
⎩

∫ ∫  

that is, 
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[ ]2

2 ( , )
(1 )( , )

0

if x y F
g x y

otherwise

γ

γ
⎧ ∈⎪ −= ⎨
⎪⎩

 

The marginal functions are obtained as 

 

[ ]

( )
( )

1 2
1 0

2 1
0 11( ) 1

0

x

F

x
if x

g x dy
dxdy

otherwiseγ

γ
γ

γ
γ

− −
⎧ − −

≤ ≤ −⎪
= = −⎨

⎪
⎩

∫∫
 

and 

 

[ ]

( )
( )

1 2
2 0

2 1
0 11( ) 1

0

y

F

y
if y

g y dx
dxdy

otherwiseγ

γ
γ

γ
γ

− −
⎧ − −

≤ ≤ −⎪
= = −⎨

⎪
⎩

∫∫
 

Furthermore, the probabilistic expected values of marginal distributions of X γ  

and Yγ  are equal to (1 ) / 3γ−  see (Fig. 3). Really, 

 
1

2 0

2( ) (1 ) (1 ) / 3.
(1 )

M X x x dx
γ

γ γ γ
γ

−
= − − = −

− ∫  

 
1

2 0

2( ) (1 ) (1 ) / 3.
(1 )

M Y y y dy
γ

γ γ γ
γ

−
= − − = −

− ∫  

And the covariance between X γ  and Yγ  is positive on 1H  and 4H  and 

negative on 2H  and 3H . In this case we get (see Fig. 3 for a geometrical inter-

pretation), 

 ( ) ( ) ( )
[ ]

[ ]

1cov( , )
F

F

X Y M X Y M X M Y xydxdy
dxdy

γ

γ

γ γ γ γ γ γ= − = ∫∫
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[ ] [ ]
[ ] [ ]

1 1 .
F F

F F

xdxdy ydxdy
dxdy dxdy

γ γ

γ γ

− ×∫ ∫∫ ∫
 

That is, 

 
21 1

2 0 0

2 (1 )cov( , ) .
(1 ) 9

x
X Y xydxdy

γ γ

γ γ
γ

γ
− − − −

= −
− ∫ ∫  

 
21

2 0

2 (1 )cov( , ) (1 ) .
(1 ) 9

X Y x x dx
γ

γ γ
γγ

γ
− −

= − − −
− ∫  

 
2 2 2(1 ) (1 ) (1 )cov( , ) .

12 9 36
X Yγ γ

γ γ γ− − −
= − = −  

Therefore we get 

 
1 2

0

1( , ) (1 ) ( ) ,
36fCov A B f dγ γ γ= − −∫  

and 

 
1 2

0

1( ) ( ) (1 ) ( ) .
12f fVar A Var B f dγ γ γ= = −∫  

for any weighting function f . 

 

Fig. 3. Partition of F
γ

⎡ ⎤⎣ ⎦  
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Example 1.4  Let C  be a joint possibility distribution (see Fig. 4) defined from 

non-symmetrical marginal distributions of quasi-triangular form A  and B  by 

 ( , ) ( ( ), ( )),WC x y T A x B y=  

where WT  denotes the weak t-norm, that is, 

 
min{ , } if max{ , } 1

( , )
0 otherwiseW

x y x y
T x y

=⎧
= ⎨
⎩

 

 

Fig. 4. A non-symmetrical γ-level set of C 

Then with the notations 1 1 2 2 1 1 2 2( ), ( ), ( ), ( )a a a a b b b bγ γ γ γ= = = =  we 

get 

 2 1 2 1 2 1 1 2

2 1 2 1

( )( )( 2 )(2 )cov( , ) .
2( )

b b a a a a a b b bX Y
b b a aγ γ

− − + − − −
=

− + −
 

and their covariance is computed by 

 
1 2 1 2 1 2 1 1 2
0

2 1 2 1

( )( )( 2 )(2 )( , ) 2
2( )

b b a a a a a b b bCov A B d
b b a a

γ γ− − + − − −
=

− + −∫  

that is, 

 
1 2 1 2 1 2 1 2 1
0

2 1 2 1

( )( )( 2 )( 2 )( , )
( )

b b a a a a a b b bCov A B d
b b a a

γ γ− − + − + −
= −

− + −∫  
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If the γ -level set of B  is symmetrical, i.e., 

 1 22 0,b b b− − =  

or the γ -level set of A  is symmetrical, i.e., 

 2 1 2 0a a a+ − =  

then 

 cov( , ) 0.X Yγ γ =  

where a  is the maximizing point of A  and b  is the maximizing point of B . 

The f -weighted possibilistic correlation of A,B ∈ F , (with respect to their 

joint distribution C ), defined in [9], can be written as 

 ( )
( ) ( )

( ) ( )

( )( ) ( )( )
1

0
1/ 2 1/ 21 12 2

0 0

cov,
( , ) f

f
f f

U V

X Y f dCov A B
A B

Var A Var B f d f d
γ γ

γ γ γ γ
ρ

σ γ γ σ γ γ
= = ∫

∫ ∫
 

where Vγ  is a uniform probability distribution on [ ]B γ . Thus, the possibilistic 

correlation represents an average degree to which X γ  and Yγ  are linearly associ-

ated as compared to the dispersions of Uγ  and Vγ . 

It is clear that the standard probabilistic calculation is not used here. Really, a 
standard probabilistic calculation might be the following 

 
( ) ( )

( )( ) ( )( )
1

0
1/ 2 1/ 21 12 2

0 0

cov ,

X Y

X Y f d

f d f d
γ γ

γ γ γ γ

σ γ γ σ γ γ

∫
∫ ∫

 

That is, the standard probabilistic approach would use the marginal distributions, 

X γ  and Yγ , of a uniformly distributed random variable on the level sets of [ ]C γ . 

Theorem 1.1 ([9]) If [ ]C γ  is convex for all [0,1]γ ∈  then 1 ( , ) 1f A Bρ− ≤ ≤  

for any weighting function f . 
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In the case, depicted in Fig. 5, the covariance of A  and B  with respect to their 
joint possibility distribution C  is 

 
1

2 1 2 10

1( , ) [ ( ) ( )][ ( ) ( )] ( ) ,
12fCov A B a a b b f dγ γ γ γ γ γ= − −∫  

and 

 ( , ) 1,f A Bρ =  

for any weighted function f . 

 

Fig. 5. The case of ( , ) 1,f A Bρ =  

In the case, depicted in Fig. 6, the covariance of A  and B  with respect to their 
joint possibility distribution D  is 

 
1

2 1 2 10

1( , ) [ ( ) ( )][ ( ) ( )] ( ) ,
12fCov A B a a b b f dγ γ γ γ γ γ= − − −∫  

and 

 ( , ) 1,f A Bρ = −  

for any weighted function f . 
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Fig. 6. The case of ( , ) 1,f A Bρ = −  

Example 1.5 Let us consider again the case when 

 [0,1]( ) ( ) (1 ) ( )A x B x x xχ= = − ⋅  

for x∈ , that is, [ ] [ ] [0,1 ]A Bγ γ γ= = −  for [0,1]γ ∈ . Suppose that 

their joint possibility distribution is given by 

 ( , ) (1 ) ( , ),TF x y x y x yχ= − − ⋅  

where 

 2{( , ) | 0, 0, 1}.T x y x y x y= ∈ ≥ ≥ + ≤  

Then we get ( , ) 1/ 3f A Bρ = −  for any weighting function f . 

2 Some Examples of Application 

The possibilistic mean value, variance, covariance and correlation have been ex-
tensively used in our later works for real option valuation [4, 8], project selection [2, 
5, 6, 10], capital budgeting [1] and optimal portfolio selection [7]. In [11] we de-
veloped a methodology for valuing options on R&D projects, when future cash 
flows are estimated by trapezoidal fuzzy numbers. In particular, we presented a 
fuzzy mixed integer programming model for the R&D optimal portfolio selection 
problem, and discussed how our methodology can be used to build decision support 
tools for optimal R&D project selection in a corporate environment. 
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The concept of possibilistic mean value and variance is used in many different 
areas and by many different authors (see [19]-[86]). For example, these notions are 
applied by Zhang, et al [19] when they investigate possibilistic mean-variance 
models in portfolio selection problems; Dutta et al [20] when they investigate a 
continuous review inventory model in a mixed fuzzy and stochastic environment; 
Thiagarajah et al [23] when they introduce an option valuation model with adaptive 
fuzzy numbers; Dubois [26] when he discusses possibility theory and statistical 
reasoning; Beynon and Munday [28] when they elucidate of multipliers and their 
moments in fuzzy closed Leontief input-output systems; Zarandi et al [44] when 
they present an intelligent agent-based system for reduction of the bullwhip effect 
in supply chains; Lazo et al [54] when they determine of real options value by 
Monte Carlo simulation and fuzzy numbers: Saeidifar and Pasha [67] introduced a 
defuzzification method to find the possibilistic moments and partial possibilistic 
moments of a fuzzy number. 

The notion of possibilistic correlation has been used in [87]-[92]. Mizukoshi et 
al [91] discussed the fuzzy differential equations obtained from a deterministic 
differential equation introducing an uncertainty coefficient and fuzzy initial condi-
tion. The notions of f -weighted possibilistic mean value and variance are used in 

[93]-[103]. For example, Zhang and Li [99] use these notions to portfolio selections 
problems with quadratic utility function in a fuzzy environment; and Garcia [102] 
uses these notions to fuzzy real option valuation in a power station reengineering 
project. 
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Abstract   The perturbation theory is important in applications and theoretical in-
vestigations as well. Here we investigate three groups of perturbation problems 
which are related to computational methods of importance. The first section is re-
lated to the solution of linear systems of equations and a posteriori error estimates of 
the computed solution. The second section gives optimal bounds for the perturba-
tions of LU factorizations. The final section gives a sharp upper bound for the ei-
genvalue perturbation of general matrices, which is better than the classical result of 
Ostrowski. We also show two applications of this result. The first application gives 
a sharp perturbation bound for the zeros of polynomials. The second application is 
related to a result of Edelman and Murakami on the backward stability of com-
panion matrix type polynomial solvers. 

1 Introduction 

Numerical computations can formally be written in the form 

( ) ,compute fξ θ≡  

where f  defines the problem, θ  represents the particular data and ξ  is the 

solution of the problem. A problem is called ill-conditioned if small perturbations 

δθ  may cause huge changes ( ) ( )f fδξ θ δθ θ≡ + − . The solution of 

ill-conditioned problems requires special care and techniques if one wishes to get 
reliable numerical solutions on a digital computer with floating point arithmetic, 
which is otherwise another source of related numerical stability problems. 

The nature of ill-conditioning is perhaps best understood for the solution of 
nonsingular linear systems of the form 

 ( ), , .n n nAx b A x b×= ∈ ∈  (1) 

.
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Here the exact solution is 1x A b−= . Assuming a perturbation of the linear 
system in the form 

 ( )( )A A x x b b+ Δ + Δ = + Δ  (2) 

we have the following well-known bound for the relative error of the computed 
solution 

 
( )( )

1 ( )

A b
A b

A
A

Ax
x A

κ

κ

Δ Δ

Δ

+Δ
≤

−
 (3) 

provided that ( ) 1A
AAκ Δ < , 0b ≠ . Quantity ( ) 1A A Aκ −=  is the con-

dition number of matrix A  and plays a key role in the numerical stability. This 
relative error bound implies the following "rule of thumb" (see, e.g. [44], [23]): 

"If the entries of A  and b  are accurate about s  decimal places and 

( ) 10tAκ ≈ , where t s< , then the entries of the computed solution are accurate 

to about s t−  decimal places." 
Consider the following "simple" example of Nievergelt [31]: 

1 2

1 2

888445 887112 1,
887112 885781 0.

x x
x x
+ =
+ =

 

The exact solution of the system is 1 885781x =  and 2 887112x = − . The 

coefficients (and the solution) can be exactly represented in the Matlab system 
(version 7.5), which uses the double precision IEEE 754-1985 floating point stan-
dard with machine epsilon 2.2204 016e − . The computed solution is 

1̂ . 6440223037928 005x e= +8 85  and 

2ˆ . 69748164771678 005x e= − +8 8  with the relative error 

2

2

ˆ
1.5464 004.

x x
e

x
−

≈ −  

The result is accurate to, say, three decimal digits. Since 16s ≈  and 

( ) 3.15 012A eκ ≈ + , the result essentially corresponds to the rule of thumb. 

Unfortunately this is not the only example. Rump [35] constructed a class of 
arbitrarily ill-conditioned real matrices that are exactly representable in a float-
ing-point system. For such matrices one clearly has a problem with the precision or 
reliability of the approximate solution in floating-point arithmetic. 
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However ill-conditioning is an intrinsic problem of the matrix space that might 
be further worsened by the floating-point representation. Eckart, Young and 
Gastinel showed (see, e.g. Kahan [27], Demmel [12]) that 

 

1
A

 min
AΔA is singular

‖ΔA‖
‖A‖

.
 

(4) 

Hence a matrix A  is ill-conditioned if A  is close to a nonsingular matrix, 
which is entirely a self-property of the matrix. 

In practice, instead of estimating the distance of a matrix A  from the space of 
singular matrices, a posteriori estimates are used to evaluate the reliability of the 
approximate solution. One frequently used technique is the estimation of the con-

dition number ( )Aκ  plus the rule of thumb (see, e.g. [23], [24]). 

A possible alternative way a posteriori estimation is the use of the residual error 

( )ˆ ˆr x Ax b= − . Auchmuty [1] proved that if x̂  is an approximate solution of 

Ax b= , then 

 

2

2
2

2

ˆ( )
ˆ ,

ˆ( )T

c r x
x x

A r x
− =  (5) 

where 1c ≥ . 

It was shown in Galántai [18] that the error constant c  depends on A  and the 

direction of error vector x̂ x− . Furthermore 

 ( ) ( ) ( )2
1 11 ,
2

c C A A
A

κ
κ

⎛ ⎞
≤ ≤ = +⎜ ⎟⎜ ⎟

⎝ ⎠
 (6) 

where the upper bound is approximately half of ( )Aκ , which is a clear gain 

over the estimate (3). The error constant c  takes the upper value ( )2C A  only in 

exceptional cases (the Nievergelt example is such a case). The computational ex-
periments on a wide class of test matrices indicated that the average value of c  

grows slowly with the order of A  and it depends more strongly on n  than the 

condition number of A . The following experimental estimate 
 

‖x − x‖2  0.5dimA‖rx ‖2
2 /‖ATrx ‖2  

(7) 

seems to hold with a high degree of probability. 
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The above a posteriori error estimates are satisfactory only on the average. 
Demmel, Diament and Malajovich [13] showed that for such estimators there are 
always cases when the estimate is unreliable (the error of the estimate exceeds a 
given order). 

2 Perturbations of Multiplicative Matrix Factorizations 

Matrix n nA ×∈  has an LU decomposition, if A  can be written in the form 
A LU= , where L  is a lower triangular matrix and U  is an upper triangular 

matrix. For the unicity of the LU factorization we assume that L  is unit lower 
triangular, i.e., its main diagonal entries are 1's. The unique LDU decomposition of 
A  is defined by A LDU= , where L  is unit lower triangular, D  is diagonal 

and U  is unit upper triangular. These triangular decompositions play major roles 
in many numerical algorithms for solving linear systems of equations or the ei-
genvalue problem. It is remarkable that von Neumann, Goldstine [30] and Turing 
[43] discovered first that the Gaussian elimination method implicitly computes an 
LU decomposition of the coefficient matrix. 

The perturbations of triangular matrix factorizations, which satisfy certain 
nonlinear equations, were studied by several authors [2], [5], [8], [9], [10], [14], 
[16], [17], [19], [20], [36], [37], [39], [40], [41]. 

Let n n
Aδ

×∈  be a perturbation such that AA δ+  also has the LU  factori-

zation. Then 

 ( )( )A L UA L Uδ δ δ+ = + +  (8) 

is the corresponding unique LU factorization. Since LL δ+  is unit lower tri-

angular, the perturbation matrix Lδ  is strict lower triangular. The other perturba-

tion matrix Uδ  is upper triangular. 

We use the following notations. For 
, 1

n

ij i j
A a

=
⎡ ⎤= ⎣ ⎦ , let 

, 1

n

ij i j
A a

=
⎡ ⎤= ⎣ ⎦ , 

( ) ( )11 22, , , ,nndiag A diag a a a= …  

( ) ( ) ( )
, 1 , 1

, , , 0
n n

ij iji j i j
tril A l triu A l l nα β

= =
⎡ ⎤ ⎡ ⎤= = ≤ <⎣ ⎦ ⎣ ⎦  

with 

, ,
, .

0, 0,
ij ij

ij ij

a i j l a i j l
i j l i j l

α β
≥ − ≤ −⎧ ⎧

= =⎨ ⎨< − > −⎩ ⎩
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Related special notations are 

( ) ( ) ( ) ( ) ( ) ( ),0 , , 1 , ,0 .tril A tril A tril A tril A triu A triu A∗= = − =  

A  is sometimes called the matricial norm. The spectral radius of A  will be 

denoted by ( )Aρ . For two matrices , m nA B ×∈ , the relation A B≤  holds if 

and only if ij ija b≤  for all 1, ,i m= … , 1, ,j n= … . 

The following results hold. 

Theorem 1. (Galántai [19]). Assume that A  and AA δ+  are nonsingular and 

have LU  factorizations A LU=  and ( )( )A L UA L Uδ δ δ+ = + + , respec-

tively. Let 1 1
AB L Uδ− −= . The exact perturbation terms Lδ  and Uδ  are then 

given by ( )L Ltril Fδ ∗=  and ( )U triu G Uδ = , where F  and G  are the 

unique solutions of the equations ( )F B Btriu F= −  and 

( )G B tril G B∗= − , respectively. 

Theorem 2. (Galántai [19]). Assume that A  and AA δ+  are nonsingular and 

have LU  factorizations A LU=  and ( )( )A L UA L Uδ δ δ+ = + + , respec-

tively. Let 1 1
AB L Uδ− −= . Then 

 ( )* ,L L tril Fδ ≤    ( ) ,U L triu G Uδ ≤  (9) 

where F  and G  are given by equations ( )F B Btriu F= −  and 

( )G B tril G B∗= − , respectively. If ( ) 1Bρ < , then 

 ( )1

,1
1 * ,b

L L tril Fδ ≤    ( ),1 ,b
U triu G Uδ ≤  (10) 

where ,1bF  and ,1bG  are the unique solutions of the equations 

 ( )F B B triu F= + ,    ( )*G B tril G B= +  (11) 

respectively. 

The matrix equations ( )F B Btriu F= − , ( )G B tril G B∗= − , 

( )F B B triu F= +  and ( )G B tril G B∗= +  can be solved exactly (see 

[19]). The upper bounds (10), which are improvements of those of Sun [40], can be 
computed by fixed point iterations. 
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Theorem 3. (Galántai [19]). Consider equation 

 W=C+Btriu (W,l), (12) 

where 

, , n nB C W ×∈  and 0l ≥ . If ( ) 1Bρ < , then for every 0
n nW ×∈  the 

sequence ( )1 ,k kW C Btriu W l+ = +  converges to W  and 

 ( ) 1
1 0

k
kW W I B B W W

−
− ≤ − −    ( )1, 2,... .k =  (13) 

Furthermore, if 0B ≥  and 0C ≥ , then for 0 0X =  and ( ) 1
0Y I B C−= − , 

the iterates ( )1 ,k kX C Btriu X l+ = +  and ( )1 ,k kY C Btriu Y l+ = +  ( 0k ≥ ) 

are monotone and satisfy 

 ( ) 1
1 10 .k k k kX X W Y Y I B C−
+ +≤ ≤ ≤ ≤ ≤ ≤ −  (14) 

If 0B ≥  and 0C ≤ , then for ( ) 1
0X I B C−= −  and 0 0Y = , the iterates 

{ }kX  and { }kY  satisfy 

 ( ) 1
1 1 0k k k kI B C X X W Y Y−
+ +− ≤ ≤ ≤ ≤ ≤ ≤    ( )0 .k ≥  (15) 

Theorem 4.  (Galántai [19]). Consider equation ( ),W C tril W l B= + − , where 

, , n nB C W ×∈  and 0l ≥ . If ( ) 1Bρ < , then for every 0
n nW ×∈  the se-

quence ( )1 ,k kW C tril W l B+ = + −  converges to W  and 

 ( ) 1
1 0

k
kW W W W B I B

−
− ≤ − −    ( )1, 2,... .k =  (16) 

Furthermore, if 0B ≥  and 0C ≥ , then for 0 0X =  and ( ) 1
0Y C I B −= − , 

the iterates ( )1 ,k kX C tril X l B+ = + −  and ( )1 ,k kY C tril Y l B+ = + −  

( 0k ≥ ) are monotone and satisfy 

 ( ) 1
1 10 .k k k kX X W Y Y C I B −
+ +≤ ≤ ≤ ≤ ≤ ≤ −  (17) 
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If 0B ≥  and 0C ≤ , then for ( ) 1
0X C I B −= −  and 0 0Y = , the iterates 

{ }kX  and { }kY  satisfy 

 ( ) 1
1 1 0k k k kC I B X X W Y Y−
+ +− ≤ ≤ ≤ ≤ ≤ ≤    ( )0 .k ≥  (18) 

In the case of ,1bF , ,1bG  and ,1bF  we always have monotone convergence in 
the partial ordering "≤ " for the given initial matrices. 

Consider the following example for the LU perturbation bound computed in 
Matlab. Let 

2 1 1 2
1 2 1 1.5
1 1 2 1.5
1 1 1 2.5

A

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

and 

0.0107 0.3193 0.0176 0.0738
0.2032 0.3638 0.0637 0.0823

.
0.0002 0.0420 0.0630 0.0236
0.0403 0.0148 0.0351 0.0301

Aδ

− − −⎡ ⎤
⎢ ⎥− − −⎢ ⎥=
⎢ ⎥− −
⎢ ⎥− − −⎣ ⎦

 

In this case ( )1 1 0.5001AL Uρ δ− − = , 0.55A F
δ = , 

( )
0 0 0 0

0.1037 0 0 0
0.1063 ,

0.0028 0.0027 0 0
0.0227 0.0039 0.003 0

L L F
δ δ

⎡ ⎤
⎢ ⎥−⎢ ⎥= =
⎢ ⎥−
⎢ ⎥− − −⎣ ⎦

 

and 

( )
0.0107 0.3193 0.0176 0.0738

0 0.5940 0.0470 0.1544
0.7011 .

0 0 0.0686 0.0126
0 0 0 0.0014

U U F
δ δ

− − −⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥−
⎢ ⎥−⎣ ⎦
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The error estimates of Sun [40] (case 0i =  of the iteration) are given by 

( )
0 0 0 0

0.1958 0 0 0
0.2361 ,

0.1014 0.0195 0 0
0.0798 0.0193 0.0027 0

Sun Sun
L L F

δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

and 

( )
0.1007 0.6379 0.4064 0.3451

0 1.1909 0.7164 0.4955
1.6990 .

0 0 0.0763 0.0509
0 0 0 0.0016

Sun Sun
U U F
δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 
The error estimates given by the first iterate are 

( ) ( )( )1 1

1 1

0 0 0 0
0.1095 0 0 0

0.1414 ,
0.0701 0.0182 0 0
0.0490 0.0190 0.0027 0

L L F
δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 

( ) ( )( )1 1

0.0107 0.3301 0.1989 0.1427
0 0.6913 0.4070 0.2812

0.9482 .
0 0 0.0725 0.0482
0 0 0 0.0016

U U F
δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 
The error estimate (10) (case i →∞ ) yields the bounds 

( )
0 0 0 0

0.1048 0 0 0
0.1356 ,

0.0671 0.0181 0 0
0.0469 0.0189 0.0027 0

best best
L L F

δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦

 

 

0.0107 0.3301 0.1989 0.1427
0 0.6617 0.3894 0.2692

0.9157.
0 0 0.0721 0.0481
0 0 0 0.0016

best best
U U F
δ δ

⎡ ⎤
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎣ ⎦
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For the relative errors we have 

/ 2.2211 / 1.2753Sun best
L L L LF FF F

δ δ δ δ= > =  
and 

/ 2.4232 / 1.3059.Sun best
U U U UF FF F
δ δ δ δ= > =  

Hence estimate (10) is indeed an improvement over Sun's. One can also observe 
that the first iterate gives estimates almost as good as the best estimates. 

For the perturbations of other types of triangular (LDU, Cholesky) and full rank 
factorizations we refer to [17], [19], [20]. 

3 Eigenvalue Perturbation Bounds and Applications 

The perturbation theory of matrix eigenvalues is perhaps the most complicated and 
diverse matter of linear algebra (see, e.g. [3], [6], [29], [38]). The eigenvalues are 
continuous functions of the matrix entries. Hence the eigenvalue perturbations are 
also continuous functions of the entries of the perturbation matrix. For practical 
purposes we seek for quantitative estimates of the eigenvalue perturbations. The 
first of such estimates is due to Ostrowski [33], who obtained it from his famous 
polynomial perturbation result [32]. 

Let , n nA B ×∈ . Denote the spectrum of A  and B  by ( ) { }1, , nAσ λ λ= …  

and ( ) { }1, , nBσ μ μ= … , repectively. Let nS  be the set of all permutations of 

{ }1, 2, , n… . The eigenvalue variation of A  and B  is then defined by 

 ( ) ( ){ }, min max .
n

iiS i
v A B ππ

μ λ
∈

= −  (19) 

Ostrowski's result and its later improvement by Bhatia, Elsner and Krause [7] 
say that 

 ( ) ( )1 1/ 1/1/, 4 2 .
n nn

A A Av A A A Aδ δ δ
−−+ ≤ × + +  (20) 

This essentially means that the perturbation size of the eigenvalues is ( )nO ε  

for perturbations of the size ( )A Oδ ε= . If, for example, one takes the machine 

epsilon 2.2204 016machine eε = −  and a matrix of modest size, say 50n = , then 

50 0.48machineε ≈ . 
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For matrices similar to a diagonal form, the perturbation error is ( )O ε  by the 

Bauer-Fike theorem (see, e.g. [23]). For general matrices, the Os-
trowski-Bhatia-Elsner-Krause perturbation bound is widely believed to be sharp. 
However this is not so. The following theorem is an improvement on Chu [11]. 

Theorem 5.  (Galántai, Hegedűs [21]). Assume that 

 1,A X X −= Ω    ( )1,..., ,kdiag U UΩ =  (21) 

where i in n
i i iU N ×= Λ + ∈  is upper triangular, iΛ  is diagonal and iN  is 

strict upper triangular for 1, ,i k= … . For any ( )AAμ σ δ∈ +  there exists 

( )j Aλ σ∈  such that 

 ( ){ }1/

2
max , jn

j j j jN n nμ λ θ θ− ≤  (22) 

holds with 1

22
/A jX X Nθ δ−= . 

Observe that ( )iσ Λ 's are not necessarily disjoint. The result is global in the 

sense that Aδ  is not restricted. The following results are readily obtained. 

Let ( ) k k
kJ λ ×∈  be an upper Jordan block. For any n nA ×∈ , there exists a 

nonsingular matrix X  such that 

 ( ) ( ) ( )( )1 2

1
1 2, , ,

kn n n kX AX diag J J Jλ λ λ− = …  (23) 

and 1
k
j jn n= =∑ . The eigenvalues iλ , 1, ,i k= …  are not necessarily distinct. 

Corollary 1.  (Chu [11]). If n nA ×∈  has the Jordan canonical form (23), then 

for any ( )AAμ σ δ∈ +  there exists ( )j Aλ σ∈  such that 

 ( ){ }1/
max , jn

j j jn nμ λ θ θ− ≤  (24) 

holds with 1

2
X EXθ −= . 
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Corollary 2.  (Galántai, Hegedűs [21]). If n nA ×∈  has the Jordan canonical 
form (23), then 

 ( ) ( ) ( ){ }1/, 2 1 max , ,m
Av A A n m mδ θ θ+ ≤ −  (25) 

where max i im n=  and 1

2AX Xθ δ−=  

For 2k ≥  different eigenvalues, this estimate is asymptotically better than 
those of the Ostrowski-Elsner type. For the example 2.2204 016eε ≈ − , 

50n =  and double eigenvalues, one has 2 1.49 008machine eε ≈ − , which is 

better than 0.48 . 
The upper bound of Theorem 5 is generally sharp. This is easily verified by 

taking A Xδ =  diag ( ) ( )1
1, , kE E X O ε− =…  with 1i

T
i nE e eε=  for 

1, ,i k= …  (Wilkinson's example). 

Finally we show two applications of Theorem 5. 
Assume that 

 1
1 1( ) n n

n np z z a z a z a−
−= + + + +  (26) 

has the distinct zeros 1, , kz z…  with multiplicity 1, , kn n… . Then the Jordan 

form of its companion matrix 

 ( )

1 2

1 0 0
1

1 0

na a a

C C p

− − −⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥= =
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦0

 (27) 

is given by 

 1 ,TC VJV −= Π Π  (28) 

where [ ]1 2 1, , , ,n ne e e e−Π = … , J =  diag ( ) ( )( )1 1 , ,
kn n kJ z J z…  and 

[ ]1, , ( )in n
k iV V V V ×= ∈…  

with entries 
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 ( )
1

1

0,

,

i pq

p p q
i

q

if p q
V

z if p q
− −

−

⎧
⎪ <⎪⎪= ⎨
⎪⎛ ⎞⎪ ≥⎜ ⎟⎪⎝ ⎠⎩

 (29) 

The matrix V  is called the confluent Vandermonde matrix. 

Theorem 6.   (Galántai, Hegedűs [21]). Assume that  ( ) 1
1

1

n n

n n

p z z a z
a z a

−

−

= + +
+ +  has the distinct roots 1, , kz z…  with multiplicity 1, , kn n… .

 Let ( ) 1
1 1

n n
n np z z a z a z a−
−= + + + +  be a perturbation of p  with i i

i

a a

ε

=

+ , iε ε≤ , 1, ,i n= … . For any root iz  of ( )p z , there exists a root jz  of 

( )p z  such that 

 ( ){ }1/
max , jn

i j j jz z n nθ θ− ≤  (30) 

with 1

2
V Vθ −= Δ  and T

ne wΔ = −  ( [ ]1 1, , ,T
n nw ε ε ε−= … ). There also ex-

ists a permutation nSπ ∈  such that for 1, ,i n= … , 

 ( ) ( ) ( ){ }1/2 1 max , m
iiz z n m mπ θ θ− ≤ − , (31) 

where max i im n= . 

Since 
2 2

Tw nεΔ = ≤  and ( )1
22

V V n Vθ ε κ−= Δ ≤ , we ob-

tained an ( )1/ mO ε  perturbation bound for the zeros. Hence it is better than those 

classical results of Ostrowski [32] and Bhatia, Elsner, Krause [7]. A similar but 
local result was obtained by Beauzamy [4]. 

Today it is a standard and widely used technique to compute the polynomial 
roots from the eigenvalues of the companion matrix (see, e.g. Matlab). Edelman and 
Murakami [15] investigated the backward stability of this algorithm. They assumed 

that the companion matrix C  of ( )p z  is perturbed by a dense matrix E  with 

small entries. The result of Edelman and Murakami as interpreted by Toh and 
Trefethen [42] is the following. 
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If C  is a companion matrix, then any infinitesimal dense matrix perturbation 
C Cδ+  is similar to a perturbed matrix C Cδ ′+  of companion matrix form, 

with C Cδ γ δ′ ≤  for some γ  depending on C  but not on Cδ . 

Theorems 5 and 6 imply a formally weaker result. 

Theorem 7.  (Galántai, Hegedűs [21]). If C  is a companion matrix and m  is the 

maximum size of its Jordan blocks, then for any sufficiently small perturbation E , 
C E+  is similar to a perturbed matrix C E′+  of companion matrix form, with 

1/ mE Eγ′ ≤  for some γ  depending on C  but not on E . 

Using the proof of the latter claim we can also prove the formally stronger result 
as well. 

Theorem 8.  If C  is a companion matrix, then for any sufficiently small pertur-

bation E , C E+  is similar to a perturbed matrix C E′+  of companion matrix 

form, with E Eγ′ ≤  for some γ  depending on C  but not on E . 

Proof. C  is an unreduced upper Hessenberg matrix. Thus for small perturbations 
C E+  is similar to an unreduced upper Hessenberg matrix (see Theorem 12 of 
[21]) whose characteristic polynomial is identical with the minimal polynomial. A 
matrix is similar to the companion matrix of its characteristic polynomial if and 
only if the minimal and characteristic polynomials are identical (see, e.g. Horn, 
Johnson). Hence C E+  is similar to its companion matrix, which can be written in 

the unique form C E′+  where 1
TE e w′ =  and vector Tw  contains the perturba-

tions of the polynomial's coefficients. Let ( ) ( )detp z C zI= −  and 

( ) ( )detp z C E zI= + − . We use the identity 

( ) ( ) ( ) ( )
1

det 1 1 ,
n

n n kn n k
k

k
A I S Aλ λ λ− −

=

− = − + −∑  

where ( )kS A  is the sum of all the k k×  principal minors of A . We can write 

( ) ( ) ( ) ( )1det 1 1n n kn n kn
k kC zI z S C z− −
=− = − + −∑  and 

( ) ( ) ( ) ( )1det 1 1n n kn n kn
k kC E zI z S C E z− −
=+ − = − + − +∑ . Hence 

( ) ( ) ( )( ) ( ) ( )( )1
1 11 ,..., .nT

n nw S C E S C S C E S C−⎡ ⎤= − + − + −⎣ ⎦  

Thus we need to estimate ( ) ( )k kS C E S C+ − . Given 2≥ , 0ε >  and 

complex numbers 1, ,b b…  and 1, ,a a…  , then i ib a ε− ≤  ( 1, ,i = … ) 

implies that 
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1

01 1

,
l l l

l i
i i i

ii i

b a σ ε
−

−

== =

− ≤∑∏ ∏  (32) 

where iσ  is the i th elementary symmetric function of 1 , ,a a…  ( 0 : 1σ = ). 

For ,A D ×∈ , let max ij ija a= , and max ij ijd d= . Since 

( ) ( ) ( ) ( )
( ) ( )( ) ( )

sgn

1 1

det det 1 ,
l

l l

i i i i i i
S i i

A D A a d aπ
π π π

π∈ = =

⎡ ⎤
+ − = − + −⎢ ⎥

⎣ ⎦
∑ ∏ ∏  

we can apply inequality (32). The i th elementary symmetric function of the 

elements ( ) ( )1 1 ,, ,a aπ π…  is bounded by ll
a

i
⎛ ⎞
⎜ ⎟
⎝ ⎠

 and 

( ) ( )( ) ( ) ( )
1 1

0 01 1

, , .
l l l l

l i l l i
ii i i i i i

i ii i

l
a d a d a d a l d d

iπ π π σ α
− −

− −

= == =

⎛ ⎞
+ − ≤ ≤ =⎜ ⎟

⎝ ⎠
∑ ∑∏ ∏  

Hence ( ) ( ) ( ) ( )det det ! , ,A D A a d d O dα+ − ≤ = , where ( )O d  

depends only on A  and D . If maxij ijc c= , and max ij ije ε= , then 

( ) ( ) ( )! , ,k kS C E S C k c kα ε ε γε+ − ≤ ≤    ( )1,...,k n=  

holds with a suitable constant 0γ > . Thus we proved the theorem. 

This backward stability result is important from a theoretical point of view. But it 

has no direct practical consequences. Consider the polynomial ( ) ( )31p z z= −  

and the related companion matrix 

3 3 1
1 0 0 .
0 1 0

C
−⎡ ⎤

⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

 

Although this matrix is exactly represented in the floating point arithmetic, the 
eigensolver of the Matlab system (version 7.5) gives the approximate eigenvalues 
(zeros) 

1

2

3

1.000004888842545 000 8.467811199808864 006
1.000004888842545 000 8.467811199808864 006
9.999902223149081 001

e e i
e e i
e

λ
λ
λ

= + + −
= + − −
= −

 

with an absolute error of the size 9.7778 006e − . Since 

3 6.0555 006machine eε ≈ − , the obtained error corresponds to a perturbation of 
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the matrix (or polynomial) of the size machepsε  (see Theorems 5, 6). Consider now 

the following perturbed C : 

3 3 1
1 0 0
0 1 0

C E
ε− +⎡ ⎤

⎢ ⎥+ = ⎢ ⎥
⎢ ⎥⎣ ⎦

 

already in companion matrix form. The following figure shows the maximum 

error of Matlab's eigensolver for 10 iε −=  ( 1, ,16i = … ). 
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We can see that the error trend corresponds to 1/3ε  and not ε . Hence for mul-
tiple eigenvalues/roots, Theorems 5 and 6 are the ones which describe the asymp-
totic behavior of the perturbation effects. 

For other perturbation bounds and comparisons we refer to Galántai, Hegedűs 
[21]. For an analysis of the Matlab eigensolver, see also Galántai, Hegedűs [22]. 
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Abstract   Computationalism is traditionally considered in the context of cognitive 
science as perhaps the dominant contemporary approach to understand cognition 
and cognitive phenomena. It consists in application of concepts and methods of 
theoretical computer science for understanding and (re)constructing phenomena 
appearing in much broader fields of science, including the natural sciences and also 
economics, and some other branches of social sciences. The contribution sketches 
this new situation, and provides an example of a theoretical model rooted in the 
traditional computationalism which reflects some new requirements. 

1 Introduction 

In the context of cognitive science, computationalism is traditionally considered as 
perhaps the dominant contemporary approach to understand cognition and cogni-
tive phenomena. In present days computationalism plays a crucial role not only in 
cognitive science, but also in the field of cognitive psychology, artificial intelli-
gence and also in an important part of advanced cognitive robotics. 

According to [6] (p. 71) the central doctrine of the traditional computationalism 
considered as the basic paradigm for the study of cognition consists in the view that 
cognition is essentially a matter of the computations that a cognitive system per-
forms in certain situations. In this context, computation is considered as the activity 
performable by Turing machine, so as computation in the Turing sense generally 
accepted in the field of theoretical computer science. Computationalists also 
maintain that neural computations are Turing-computable, that is, computable by 
Turing machines, which means that all of the connectionism present in cognitive 
science becomes a part of the traditional computationalism. 

Having at hand the collection of notions and results formulated and discovered 
during the 50 years of the existence of theoretical computer science research based 
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crucially on the concept of the Turing machine proposed in [18] we are trying to 
explain the nature of phenomena of (human) intelligence (usual esp. in artificial 
intelligence and in advanced robotics) at the level which provides the real base for 
engineering (re)production of it. The crucial hypothesis accepted almost generally 
as a base for such considerations is the Church-Turing hypothesis which says, 
roughly speaking, that a function is computable, in the intuitive sense, if and only if 
it is Turing-computable [2, 18]. 

2 A Slump in the Traditional Computationalism? 

However, it is possible to treat computationalism in more general context. In this 
broader meaning, computationalism consists in a conceptual framework originated 
and formulated in theoretical computer science to understand some aspects of 
(re)construction (some fragments of) phenomena appearing in broader fields of 
science as those related to cognition and mind. As parts of these fields we recognize 
(some branches of) natural sciences, like biology, chemistry, physics, astronomy, 
also some subfield of economy, some branches of social sciences and arts (e.g. 
some sub-area of the field of new media, computer art, robotic art, etc.). As the 
present day state-of-the-art in science and engineering signalizes, both the tradi-
tional computationalism and the connectionism have some problems how to react to 
many new situation appearing in some fields of science and engineering. 

Let us emphasize R. Brooks' appeal formulated during his plenary talk for the 8th 
International Conference on Artificial Life (Sydney, Australia, December 11, 2002) 
which focused the attention on a need of a new understanding of computing and 
computability, in other words to reconsider the actual form of computationalism 
and push our understanding of computation closer to the present-day requirements. 
Earlier, in Nature (p. 410), R. Brooks wrote: 

We have become very good at modeling fluids, materials, planetary dynamics, 
nuclear explosions and all manner of physical systems. Put some parameters into 
the program, let it crank, and outcome accurate predictions of the physical char-
acter of modeled system. But we are not good at modeling living systems, at small 
or large scales. Something is wrong. What is wrong? 

There are a number of possibilities: (1) we might just be getting a few parame-
ters wrong; (2) we might be building models that are below some complexity 
threshold; (3) perhaps it is still a lack of computing power; and (4) we might be 
missing something fundamental and currently unimaginable in our models of bi-
ology. 

The important and general lesson from the fields like artificial intelligence, ad-
vanced robotics, artificial life and cognitive science is, that the Turing machine 
universality as a mathematical concept which states that all kinds of computers are 
equally good devices for performing computational tasks, might be misleading in 
situations, when we consider machines embedded in their real physical environments.
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 The fact  that an  active  agent  is  embedded  in its dynamically  changing en-
vironment may cause two fundamental consequences: 

(1) The input-output relation, required when we consider processes as Turing 
machine computations, seems to be an unrealistic requirement, because of the often 
unpredictable environment dynamics, and because of the fact that real agents form 
at least in some extent open systems functioning in this environment. 

(2) The potentially infinite tape of the Turing machine as a computing device 
cannot be required as a realistic part of any real physical system. 

The matter is discussed in more details in [16] or in [8], where particular ex-
amples were presented for embodied agents in connection with some computa-
tionally relevant questions. 

Moreover, going through Turing's pioneering paper of artificial intelligence [19] 
we recognize that Turing seems to have no difficulty in accepting the reality of 
some - let us use the present day trendy terminology - hypercomputational behav-
iors. His goal, as it is stated in [17], consists in finding some machine that can 
perform well the imitational game (then called Turing test). The core of the Turing 
test lies, roughly speaking, in the conviction that (human) intelligence can be ex-
pressed as a computable function. If that machine should happen to be a relatively 
simple one, like the Turing machine, so much better! But if not, then no reason to 
resign, let's go to construct a much suitable one! 

In the core of the traditional computationalism there exists the believe (a) in the 
power of symbolic representation, and (b) in the approximation of a large number of 
processes as computational processes, which transform structures created from 
symbols into the structures of the same type. 

For building a concise computational theory the above convictions seem to be 
realistic. So, their inclusions into different new computational frameworks are re-
quired. In the following we will concentrate on a model in which the above sketched 
limitations (1) and (2) will be suppressed in certain extent, and which will preserve 
the requirements (a) and (b), but eliminates in certain extent the requirement of the 
infinity from the basic computational units. 

3 An Example on How to Cope with Limits 

In [17] an overview of different approaches how to overcome the limitations of the 
traditional Turing machine is presented. As it is emphasized there (p. 140), any 
computation in a Turing machine depends on the controlled manipulation of in-
ternal configuration, where each configuration encodes a finite amount of infor-
mation as state, a finite amount of information as memory, and a finite amount of 
information as a program. The Church-Turing hypothesis tells us that "cosmetic" 
changes in the architecture of the Turing machine have no relevance to computa-
tional power. So, as Stannett states in [17], in order to go behind the Turing's 
computability, we can consider changing the information contents of the temporal 
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structure of computation, or the information contents of the memory, programs, or 
states. 

We add the possibility to consider decentralization, and to consider the influence 
of the contingent, the random, and similar situations, which appear very often in 
architecture and functioning of real embodied systems (like real computers, robots, 
as well as biological systems). 

In [8] we have illustrated, using an interesting result by D. Wtjen [21] on the 
generative power of a specific type of decentralized grammar-theoretic model of 
language generation, on the so called teams [5] in eco-grammar systems [4], that 
there exist formalized (formal grammar like) systems set up from decentralized 
components with higher computational power than those of Turing machines. We 
have also expressed our conviction that there are no principal reasons to reject the 
hypothesis that it is possible to construct real robots as a certain kind of imple-
mentations of these formalized systems. If we include into the functioning of such 
robots the activation of their functional modules according a non-recursive (in 
Turing sense) computation, the behavior of the agents might be non-recursive. 

We suppose that this situation may appear if some of the functional parts of the 
robots are switched on or switch off on the base of the random behavior of the ro-
bots environments, for instance. So, we exclude the situation when a computer 
simulation of randomness are included into the functional architecture of robots. 
Rather, we suppose the randomness appearing in the environment, a randomness 
which follows from the ontology of robots situated in their environments. 

The just mentioned ontological randomness, might be caused by different rea-
sons - e.g. by imprecise work of sensors and actuators of robots, by erroneous 
behavior of their hardwired or software parts, so by the general cause of their em-
bodiment, by nondeterminism of the behavior of the environment, by the lack of 
resources necessary for executing the required computations, so by their finite na-
ture, and so. All these influences may be reflected in the specific behavior of the 
robots and we cannot reject the hypothesis that just these kinds of irregularities 
cause also the phenomenon called robot consciousness. It is also possible, that the 
organic, effective, and enough rigorous inclusion of this type of randomness, 
caused in fact by the embodiment of computing systems, and by their finiteness, as 
well, can contribute to our new understanding of computing machineries, and 
computing as well. If this possibility turns to reality, then we will have at hand the 
required new model for rigorous formal study and understanding of a new type of 
computationalism. 

In the following we present a formal framework of the eco-colonies [20] as a 
simple example of formalized systems which respect the finite nature of their basic 
building components and we prove - following the idea presented in [21] that in the 
case of inclusion of a formalized variant of the above mentioned ontological ran-
domness into the framework of the eco-colonies we receive a computational power 
beyond the classical Turing machines. 
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4 Eco-colonies Working in Time Varying Teams 

In present section we propose the formal model to illustrate previous ideas. For this 
purpose we have chosen the model of cooperating grammars called eco-colonies. 

Eco-colonies are collections of simple grammars (called components or agents) 
working on common environment. A component is specified by its start symbol (an 
object from the environment, the component can process it) and by its finite set of 
strings, the finite language of the grammar, which determines actions of the com-
ponent. The component substitutes its start symbol by some of these strings. The 
environment in the eco-colonies are able to develop itself using its own developing 
rules in totally parallel way like in Lindenmayer systems. All symbols not substi-
tuted by components are changed by inner rules of the environment. 

Eco-colonies were chosen for following reasons: 
(1) Behavior of an individual component, an agent, in this model is very simple. 

Each component acts on the environment common for whole system and it posses 
with finite behavior. 

(2) The behavior of the environment itself is characterized as classical 0L  be-
havior, it means the environment has its own rules and all symbols of the envi-
ronment (on the places not influenced by the agents) are changed simultaneously 
using these rules. No interaction between neighboring symbols is considered. 

(3) The model allows to study team behavior of the agents and it makes possible 
to consider function dependent changing of teams, which can be used to model and 
discuss the ontological randomness mentioned above. 

To present our formal model we assume that the reader is familiar with the 
formal language theory [15] including the L system theory [7]. The following 
model is based on the notation of the colony introduced in [9, 10], which was ex-
tended to the notion of the 0L  eco-colony in [20]. While in colonies, only agents 
take a part in development of the environment and environment itself is passive, the 
environment in an eco-colony posses own developmental rules, too. Eco-colonies 
may be considered as special type of eco-grammar systems, where each agent can 
have opportunity to rewrite one of the several possible symbols. For an information 
on eco-grammar systems consult [4, 5]. 

We start with formal definition of 0L  eco-colony. 

Definition 1.  An 0L  eco-colony is a tuple ( ) ( )( )1 1 0, , , ,..., , ,n nV E S F S F w=∑ , 

where 

V  is a finite non-empty alphabet, 

( , )E V P=  is an 0L scheme (of the environment), P V V ∗⊂ ×  is a finite set 

of rules over V , 

( , )i iS F , 1 i n≤ ≤ , is the ith component, where iS V∈  is the start symbol of 

the component and ( { })i iF V S ∗⊆ −  is a finite set of words (the action language 

of the component), 

w0 ∈ V∗  is the axiom. 
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There were various types of derivation modes (sequential, parallel, team, etc.) 
introduced to describe the behavior of the grammar systems including colonies [12] 
and eco-colonies [20]. For our purpose we choose here the team behavior for the 
0L  eco-colony. Team behavior was introduced generally for grammar systems [3] 
and used for eco-grammar systems in [5] and [21]. 

By a team we mean here a collection of active components. It will be determined 
by its size, the number of active components, nondeterministically chosen for a 
derivation step from all components. Teams varying in time can be determined by a 
function f  defined on natural numbers, where the value ( )f t  determines size of 

active components in the tth step of the computation. We speak on the function 
depending team behavior in this case. We formalize the derivation step of an 0L  
eco-colony: 

Definition 2. Let ( ) ( )( )1 1 0, , , ,..., , ,n nV E S F S F w=∑  be an 0L  eco-colony. 

A k= team derivation step is a binary relation
k=
⇒ on V V∗ ∗× defined as fol-

lows:
k

α β
=

⇒ iff 
1 20 1 2 1... ,

ki i k i kS S Sα γ γ γ γ γ−=  and 

1 20 1 2 1` ` `... ` `,
ki i k i kf f fβ γ γ γ γ γ−=  where 

s si if F− ∈  for ( , ), 1
s si iS F s k≤ ≤ , with 1 2{ , ,..., } {1,2,..., }ki i i n⊆  and 

is ≠ im  for all , , 1s m s m k≤ ≠ ≤ , and 

`, , ` , 0
E

s s s s V s kγ γ γ γ ∗− ⇒ ∈ ≤ ≤ , is the derivation step of 0L scheme E , i.e. 

`
E

γ γ⇒  iff 1... sa aγ = , 1` ... sγ α α=  and ( )i ia Pα→ ∈  for 1 i s≤ ≤ . 

Definition 3. A k≤  team derivation step is the relation 
k≤
⇒  defined by 

 
k

α β
≤

⇒  iff 
l

α β
=

⇒  for some .l k≤   

Definition 4. Let ( ) ( )( )1 1 0, , , ,..., , ,n nV E S F S F w=∑  be an 0L  eco-colony 

and let { }: 1,...,f N n→  be the function defined on the natural numbers. 

The language generated by f  teams of Σ  denoted by ( , )L fΣ , is determined 

by ( )
( ) ( ) ( )1 2

0 1 2, * ... , 0
f f f r

rL f w V w w w w w r
= = =⎧ ⎫⎪ ⎪= ∈ ⇒ ⇒ ⇒ = ≥⎨ ⎬

⎪ ⎪⎩ ⎭
∑  
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The language generated by f≤  teams of Σ  denoted ( , )L fΣ ≤ , is deter-

mined by ( )
( ) ( ) ( )1 2

0 1 2, * ... , 0
f f f r

rL f w V w w w w w r
= = =⎧ ⎫⎪ ⎪= ∈ ⇒ ⇒ ⇒ = ≥⎨ ⎬

⎪ ⎪⎩ ⎭
∑  

We illustrate the behavior of eco-colonies in the following example. 

Example 1.  Let ( ) ( )( )1 1 0, , , ,..., , ,n n nV E S F S F w=∑  be an 0L eco-colony, 

where 

V  a,b,c,  

E  a → a2 ,b → b,c → b,  
( , ) ( ,{ })i iS F b c=  for 1 i n≤ ≤  are n  identical components and 

2 2
0

nw a b= . 

Typical derivation in nΣ  has form 

( ) ( ) ( ) ( ) ( )1
1 2 3 1

2 2 4 8 2
0 1 2 ... ...

t
f f f f t f t

n
tw a b a u a u a u

+
= = = = = +

= ⇒ ⇒ ⇒ ⇒ ⇒  

with 2{ , } n
su b c∈  and | | ( ).s cu f s=  

The 0L  eco-colony nΣ  generates the languages 

( ) { } { } (
( )

)
( )

12 2 2

2

, ,..., , ,...,
kn

n k N
n f k f k

L f a b a perm b b c c
+

∈
−

= ∪∑ ∪  

and 

( ) { }
( )
{ } ( )12 2 2

,
2

, ,..., , ,...,
kn

n k N r f k
n r r

L f a b a perm b b c c
+

∈ ≤
−

≤ = ∪∑ ∪  

where by 1( ,..., )nperm a a  we mean all the words containing each of the let-

ters 1,..., na a  exactly ones concatenated in an arbitrary order, i.e. 

( ){ 11( ,..., ) ...
nn i iperm a a a a= for all permutations ( ) ( )}1,..., 1,..., .ni i of n  

Note that the number of occurrences of letter a  in w  determines uniquely the 

length of derivations of w  in nΣ . Moreover, we have 

| | ( )k cw f k=  for 
12 ( , )

k

k k nw a u L f
+

= ∈ Σ  and 

| | ( )k cw f k≤  for 
12 ( , )

k

k k nw a u L f
+

= ∈ Σ ≤ . 

This property will be used in the proofs in next section. 
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5 Computability of Functions versus Recursivity of 
Environments 

In the present section we will study the influence of the computability and non 
computability of function f  to the status of recursivity of languages ( , )L fΣ  and 

( , )L fΣ ≤ , i.e. we are looking to classify ( , )L fΣ  and ( , )L fΣ ≤  to be recur-

sive, recursively enumerable, or not a recursively enumerable set. 
We will use notions of computable function, non computable function, recursive 

set, recursively enumerable set and not recursively enumerable set as in [14]. 
Function f  is computable iff following conditions (i) and (ii) are satisfied for 

some Turing machine M  
(i) if ( )f x  is defined, then M  eventually halts in the final states with ( )f x  

symbols of 1 on the tape, 
(ii) if ( )f x  is undefined, then M  never reaches the final state. 

A set is recursively enumerable iff it is the domain of a computable function 
( )f x . 

A set is recursive iff it equals the domain of a total computable function ( )f x . 

Equivalently, L  is recursive iff it is decidable whether w L∈  for every w . 
Ideas presented in this section follow analogous results of Wätjen in [21]. To 

prove our results we use the languages of the eco-colonies over fixed (three letters) 
alphabet from the example presented in previous section. This simplify the systems 
used in [21], where the alphabets of the systems increase linearly with the number 
of components. 

For every eco-colony Σ  and for every computable function 

{ }: 1,...,f N n→  are languages ( , )L fΣ  and ( , )L fΣ ≤  recursively enu-

merable. 
We present a stronger result for the languages from the example above. For this 

purpose we will use denotation ,( , )n n fL f LΣ =  and ,( , )n n fL f L ≤Σ ≤ = . 

Theorem 1.  Let { }: 0,...,f N n→  be a function. 

,n fL  is recursive if and only if f  is computable. 

,n fL ≤  is recursive if and only if f  is computable. 

Proof.  Let , ,( )n f n fL L ≤  be recursive. We choose an arbitrary k N∈  and con-

sider the words 
12 2k r n r

rw a c b
+ −=  for all {0,..., }r n∈ . Because of the form of 

the words in , ,( )n f n fL L ≤  presented in the previous section we know that at least 

one of such rw  are in , ,( ).n f n fL L ≤  Since , ,( )n f n fL L ≤  is recursive we can 
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decide whether ,r n fw L∈  ( ,r n fw L ≤∈ ) for all rw . We set 

,( ) max{ | }r n ff k r w L= ∈  (resp. ,( ) max{ | }r n ff k r w L ≤= ∈ .) Since 

maximum of finite set is computable f  is computable as well. 

To prove the other implication assume that f  is computable. Let w V ∗∈ . 

If 2 2nw a b=  then ,n fw L∈  and ,n fw L ≤∈ . Otherwise it is decidable 

whether ( )22

2

,..., , ,...,
k

n r r

w a perm b b c c
+

−

∈  

for some ,k r N∈  and 0 r n≤ ≤ . For k  determined by w  we compute 

( )f k . We have ,n fw L∈  if and only if ( )r f k=  and ,n fw L ≤∈  if and only if 

( )r f k≤ . Thus both ,n fL  and ,n fL ≤  are recursive. 

A stronger result holds for ,n fL  but not for ,n fL ≤ . 

Theorem 2.  Let { }: 0,...,f N n→  be a function. If f  is not computable then 

,n fL  is not recursively enumerable. 

Proof.  Assume contrary that ,n fL  is recursively enumerable for not computable 

f . So there exists an effective listing of all words of ,n fL . We choose an arbitrary 

k N∈ . There exists a word ,k n fw L∈  with prefix 
12k

a b
+

 and this word is listed 

after a finite number of steps. We can compute ( ) | |k cf k w= . This gives that f  

is computable, a contradiction. 

6 Some Concluding Remarks and Questions 

In the case of the above mentioned model, and more generally, in all cases when 
formal models are built on the conceptual base of formal grammars and languages, 
the rules governing the dynamics of the behavior of agent-like entities are described 
in the form of rewriting rules. This kind of description defines extremely simple, the 
so called purely reactive, agents. Each purely reactive agent has its own sensor 
capacity represented by left-hand side of the corresponding rule, and its own action 
capacity represented by the right-hand side of rules. The ways of interactions of 
agents are specified by different derivation modes and rewriting regulations in 
grammar-like structures. 

Understanding of rewriting rules as agents is a fundamental advantage at least 
from the methodological point of view. We know very well, that some specific 
multi-agent systems (formal grammars) define well-specified behaviors (formal 
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languages) with interesting relation to different models of computation (to different 
types of automata) which have important relations to real engineered (computing) 
machines. What we do not know, is the answer to the question concerning the 
universality of the approach accepted for describing languages (behaviors). What 
kind of behaviors are we able to describe using the just sketched framework of 
agent (and multi-agent system) inspired grammar-like models behind the Tur-
ing-computable ones? 

The second question follows from an incorporation of dynamics of the envi-
ronment in which our simple agents act. In the traditional formal language theory 
we do not consider any inner dynamics of changes of the strings under rewriting. 
The only changes result from applying rewritings using rules. In the case of 
eco-grammar systems, however, the situation is substantially modified by providing 
an "independent" dynamics describing the environment changes using a specific 
parallel rewriting mechanism (modeled by L-systems) working independently on 
the activities of agents. What will happen when more complicated mechanisms of 
changes will be included into the models? What we know about the situation when, 
for instance, some finite subsequences (belonging to a language with specific 
Turing-computability properties) will be randomly replaced by words from another 
set of words (of known Turing-computability property)? Of course, there are more 
similar questions which can be formulated in a more or less formal ways. We pro-
vided some examples, only. 

However, the most fundamental question is, according to our meaning, the fol-
lowing one: Is it possible to receive (define) some stabilized (well defined in the 
framework of Turing-computability, for instance) behavior in the 
hardly-predictable behavior of the environment in which the agents act? If yes, in 
which cases, and what are the conditions of such behavior. From the standpoint of 
the practice, this question is very important, because to design stabilizing 
multi-agent systems working in the unstable environment is the main goal of many 
engineering activities. What are we able to say about the possibility of such design 
in our theoretical framework? 

The last question leads us from the speculations about the universality of our 
models to the question of their realism. Real (embodied or software) multi-agent 
systems are never perfectly reliable. To be more concrete, let us mention some in-
teresting phenomena related with reliability of (multi-agent) systems. One among 
the most often appearing is the phenomenon of dysfunction of some agents which 
are parts of some whole system. Suppose that some of the components of a com-
plicated multi-agent machine go down. Will the whole machine work well (in some 
acceptable enough way) after this reduction of its components? What kind of 
changes will appear in its behavior after dysfunction of some of its parts? How to 
preserve some appropriate level of the functionality of the machine (its resistance 
with respect of the "small" changes in its architecture)? 

An approach to incorporate reliability into the formal models might be inspired 
by the incorporation of the fuzzy approaches into the traditional grammar-theoretic 
models. It seems to be possible to use fuzzy rewriting rules, and in the consequence 
of the derived strings, and to receive formal languages as fuzzy sets, in such a way. 
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It is possible to use fuzzy components of grammar systems, or the regions of 
membrane systems, and then to propagate the fuzziness toward the generated sets of 
behaviors, etc. It is also possible to compare the behavior of such models with the 
behavior (generative capacity) of the not fuzzified models. How to define the nec-
essary notions? 

In other type of systems, despite of the reliability of the agents, their involvement 
into the work of the whole system is important. In a society of ants, for instance, it is 
practically impossible to organize the work of any particular agent. Some ants work 
in some time period, some of them not, and, moreover, we have absolutely no 
predictive power to know exactly which ant will or will not act in the next time 
period. This problem is the problem of randomness in multi-agent systems. 

How to cope with the randomness of the impact of particular components of 
multi-grammar models to the derivative capacity of the whole systems, this is il-
lustrated in certain extent by the present article, in which one example of the form of 
team-forming function is presented and studied. On the base of the presented result, 
it seems to be realistic to suppose that the relation of other particular forms of 
team-forming functions and their computational properties considerably influence 
the behavior of the multi-grammar models. However, exactly what are the ways of 
this influence, and in what extent, in dependence on the computational properties of 
the team-forming functions? 

Timing is another way of incorporation the dynamics of components into the 
behavior of models as defined in [11] for colonies, e.g. by functions defined of the 
length of the derivation chains. Note that the similar approaches are incorporable 
also into the fuzzy models, so it seems to be realistic also the ability to combine 
different models of reliabilities and randomness inside one theoretical model. What 
is the most perspective way of doing that? 
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Measuring Voting Power: The Paradox of New

László Á. Kóczy

Abstract Qualified majority voting is used when decisions are made by voters of
different sizes. In such situations the voters’ influence on decision making is far
from obvious; power measures are used for an indication of the decision making
ability. Several power measures have been proposed and characterised by simple
axioms to help the choice between them. Unfortunately the power measures also
feature a number of so-called paradoxes of voting power. In this paper we show that
the Paradox of New Members follows from the Null Player Axiom. As a corollary
of this result it follows that there does not exist a power measure that satisfies the
axiom, while not exhibiting the Paradox.

1 Introduction

Power measures or, more appropriately: a priory measures of voting power give an
indication of a voter’s ability to change decisions. Voting bodies are everywhere
from faculty councils to the UN Security Council, from national parliaments to
shareholders’ meetings. The most discussed case is, however, the EU Council of
Ministers that uses qualified majority voting, rather complicated procedures to de-
termine whether a subset of EU member countries is able to pass a decision or not.
A key element of these procedures is the voting weight that is determined by EU
treaties for all countries. How should these weights be determined is a topic of on-
going discussions partly because the implications of a particular set of weights is
not totally clear.

To illustrate the difficulties consider one of the simplest possible voting bod-
ies (such as a shareholders’ meeting) with only three decision makers respectively

Members vs. the Null Player Axiom

.
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having 49, 49, and 2 votes (such as shares). A decision can be passed with plain
majority, that is, if a coalition supporting the motion has at least 51 votes in total.
It is easy to verify that despite the dramatic differences in weight (size) the three
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voters have equal influence on decision making as any pair of voters has majority,
plus of course the grand coalition including all voters has majority, too. The prob-
lem is general: when voters have weights, these weights are difficult to translate into
shares of voting power.

To complicate the arguments consider now a very similar problem, where three
parties have the above number of representatives in a legislative body, such as a
national parliament. When the MPs are allowed to vote freely and their preferences
are largely independent of the parties, the probability that the voter that turns a losing
coalition into a winning one belongs to a given party is proportional to the shares of
seats the party has [20].

In order to measure voting power several approaches have been proposed. The
first measured voting power by directly applying the Shapley value to simple co-
operative games [31]. The most common alternative is the Banzhaf measure and
index1 [1, 5, 26] which, although predates the Shapley-Shubik index, the first two
discoveries have been largely forgotten and were only connected to the mainstream
literature later. Since then several alternatives have been introduced: the Johnston-
index [19], the Deegan-Packel index [6], the Public Good Index [18] or the partition
value [24] so the question naturally arises: which one of these should be used?

The key to answering this question is to study the properties of the various in-
dices. As we have seen in the above example the institutional design might im-
ply one or another index. In general, however it is rather difficult to make a direct
choice. On the other hand if the various indices and measures are characterised by a
handful of simple, elementary properties or axioms making a choice between these
axioms is often easier. In the best case a set of axioms fully characterise an index,
that is, there is a unique index that satisfies the given axioms. While in theory the
idea is simple and appealing, many of the axioms used in these characterisations
are rather technical and show little relevance to practical problems [22, pp37-38].
It seems other properties, that perhaps do not help towards a full characterisation,
but ones that have clearer practical implications can be equally useful to make a
choice [12, 13]. Unfortunately as researchers have produced positive results also
some rather unattractive properties have been discovered. The so-called paradoxes
of voting power [4] are three rather intuitive properties that are nevertheless not sat-
isfied by the best-known power indices, the Shapley-Shubik and the Banzhaf index.
Felsenthal and Machover [11] argue that “paradox” is perhaps a word too strong to
describe these properties and argue that these are merely ‘apparently strange pieces
of behaviour’ [12, p. 221], but then the question arises whether we should be guided
by our intuition and consider the paradoxes a problem or whether we should be
comforted by the theoretical underpinnings of these indices and revise our intuition.

In an earlier paper [20] we have shown that there is a rather intuitive index, the
proportional index where none of the paradoxes arise. On the other hand there is

1 It is common to refer to power measures normalised to 1 as power indices.
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ample empirical evidence that suggests that in practical matters this proportional
index is used as a rule of thumb to assign power2. We believe that the paradoxes and
a number of other results stem from this proportional index, but then it is somewhat
difficult to decide what “natural properties” should serve as the basis of evaluation
of power indices and which ones are prejudices rather than true requirements.

In this paper we show that the problem is general: an index that satisfies the
widely accepted axioms will necessarily exhibit some of the paradoxes. In particular
we show that the paradox of new members is in conflict with the null player axiom.

The outline of this paper is then as follows. First we introduce voting games and
some of the well-known properties. Then we present the Brams’s paradoxes and an
axiomatisation of the Shapley-Shubik and Banzhaf indices, including the null player
axiom. Next we prove our main result. We end the paper with some conclusions.

2 Voting amesG

Since Shapley and Shubik [31] it is common to study voting situations as cooper-
ative games. A cooperative game is given by a pair (N,v) consisting of a set of n
players and a real valued function, the so-called characteristic function3 v defined
over the set of coalitions: a coalition is a subset of the player set. Thus v : 2N −→R.
It is common to make a number of assumptions about the characteristic function.
We assume that the empty set has no value, therefore v( /0) = 0 and that the function
is superadditive or

v(S∪T )≥ v(S)+ v(T ) if S∩T = /0. (1)

For such games the total value of the players is maximised by the grand coalition N
and hence the purpose of the game is to find an equilibrium allocation of this pay-
off among the players. While strategies are not explicit in cooperative games (they
correspond to forming coalitions), we still deal with the same intelligent, payoff-
maximising agents as in noncoopertive games, and in fact the cooperative concepts
used here have been implemented as equilibria of certain noncooperative games
[17, 27].

In the following we shall be interested in simple games: A game is simple if the
value of the coalition is either 0 or 1, that is, if v : 2N −→ {0,1}. As we shall see
these values can be seen as wins and losses, and correspondingly we can talk about
winning and losing coalitions. We denote the set of winning coalitions by W , thus

W = {S |S⊆ N,v(S) = 1} .

2 See [8, 16, 14] and references therein
3 The name comes from the early literature of game theory. Von Neumann and Morgenstern in their

seminal work [23] assumed that when in an n player game a subset S of players forms a
this coalition must play against a natural opponent, the complementer coalition N \ S.
the coalition S can obtain in this game is its characteristic value.

G

coalition,
The value
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In a winning coalition we will be interested in critical players, that is, players whose
presence is essential for the success of the coalition. Formally the player i is critical
in coalition S if S ∈ W , but S \ {i} 6∈ W . A player that is never critical is called
null. Among winning coalitions, minimal winning coalitions containing only critical
players deserve special attention. The set of such coalitions is denoted by M , where

M = {S |S ∈W ,∀i ∈ S : S\{i} 6∈W } .

We assume that the grand coalition is always winning, that is, v(N) = 1 and that
the addition of new members to a coalition does not make it loosing, formally if
v(T ) = 1 and T ⊆ S then v(S) = 1. While this assumption is a standard one, in
some cases the addition of a new member to a winning coalition may also result
an infeasible (winning) coalition. In such cases the coalition, though has the power
to make decisions, cannot. We will use infeasible coalitions to formulate one of
the paradoxes below, but this idea is used in the literature of games over convex
geometries [2, 3] and in the models of strategic power indices, where players have
the ability to block coalitions [21]. The set of feasible coalitions is denoted by F .
Unless otherwise stated we assume that F = 2N .

A weighted voting game G = (N,(wi)i∈N ,q) consists of a collection N of n voters
having w1,w2, . . . ,wn > 0 votes such that w = ∑

n
i=1 wi, and a quota q, w≥ q> w/2,

or the number of votes required to pass a bill. For more on weighted voting games
see [32]. It is clear that there is a unique mapping from weighted voting games to
voting games, and therefore the first is a subset of the latter. Given (N,(wi)i∈N ,q)
we define the corresponding voting game (N,v) by

v(S) =

{
1 if ∑i∈S wi ≥ q
0 otherwise.

(2)

2.1 Power ndices

Now that the games have been defined we can move on to defining the ways to
establish the power of the individual players. In this respect there are two approaches
depending on the goal of the study. On the one hand we can look at the players’
share of power. In this case we calculate power indices, that is, normalised power
measures. This is the approach we take here. When the focus is on engineering the
voting situation, determining the voting weights and quotas or, more generally, the
set of winning coalitions, the likelihood that any coalition is winning is important
too. For it is good to know if one can change the decision in a certain percentage
of cases, but such cases rarely occur the power is certainly more limited. Put it
differently, power is often money – it is sufficient to think of lobbying to see this. If
so, it is one thing the get a good slice of the cake and another to have a large cake,
that is, much lobbying.

Since our focus is not on the institutional design, we present power indices.

I
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A power index is a function k that assigns to each weighted voting game a non-
negative vector in RN

+.
The Shapley-Shubik index [31] is an application of the Shapley value [30] to

measure voting power, motivated by a story where parties throw their support at a
motion in some order until a winning coalition is reached. The last, pivotal party gets
all the credit; the Shapley-Shubik index is then the proportion of orderings where it
is pivotal

Φi =
# times i is pivotal

n!
.

There is also an explicit formula to express the Shapley-Shubik index:

Φi = ∑
S3i

(s−1)!(n− s)!
n!

(v(S)− v(S\{i})) (3)

The Banzhaf measure [26, 1] is the probability that a party is critical for a coali-
tion, that is, the probability that it can turn winning coalitions into losing ones.

ψi =
# times i is critical

2n−1 .

Or explicitly:

ψi =
1

2n−1 ∑
S3i

(v(S)− v(S\{i})) (4)

The Banzhaf index β [5] is the normalised Banzhaf measure, where the total
power is scaled to 1 –already in the spirit of the Shapley-Shubik index.

The two indices can give substantially different implications, despite the fact that
the main difference is in the probabilities they attach to the formation of particular
coalitions or to the fact that a given player is critical for some coalition. While in the
Banzhaf index all such instances of criticality happen with equal probability, for the
Shapley-Shubik index the probability depends on the size of the coalition (when a
player is critical in medium sized coalitions, this is taken with a smaller weight into
account).

There are a few variants of the (normalised) Banzhaf index. In the Johnston in-
dex γ [19] the credit a critical player gets is inversely proportional to the number of
critical players in the coalition. In effect, coalitions of different sizes have the same
contribution to the distribution of power or the probability that a given coalition is
the one making the decision is the same for all coalitions. The Deegan-Packel index
ρ [6] is a further modification that only considers minimal winning coalitions, moti-
vated by the idea that only minimal winning coalitions should form so that the ben-
efits from winning should be least divided [29]. Finally the Holler-Packel or Public
Good Index h [18] modifies the Deegan-Packel index: here the benefit of forming a
winning coalition is given to each and every player in the coalition. With the nor-
malisation in simple games the index is nothing but a normalised Banzhaf index,
where only minimal coalitions are taken into account. Finally the partition index
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[24] is motivated by decision making with multiple alternatives that then results in a
partition of the voters that consists of possibly more than two coalitions. The prob-
ability that a coalition forms is then the probability that a partition containing this
coalition forms. The partition index clearly favours smaller winning coalitions.

The proportional index α is the trivial power index given by αi = wi
w . This mea-

sure is popularly known in political science as Gamson’s Law: ‘Any participant will
expect others to demand from a coalition a share of the payoff proportional to the
amount of resources which they contribute’ [15].

2.2 Axioms

In the following we present the full characterisations of Dubey [9] and Dubey and
Shapley [10] for the Shapley-Shubik and the Banzhaf index respectively.

Before we move to the different axioms we need to introduce some additional
terminology. The permutation π of the players is a bijective mapping of the player
set. The permutation of a game πv is given by (πv)(S) = v(π(S)).

Definition 1 (Anonymity Axiom). For all simple games v any permutation π of N,
and any i ∈ N,

ki(πv) = kπ(i)(v). (5)

Definition 2 (Null Player Axiom). For any simple game v and any i ∈ N, if i is a
null player in game v then

ki(πv) = 0. (6)

For two simple games v and w over the player set N let

(u∨w)(S) = max{v(S),w(S)} and (u∧w)(S) = min{v(S),w(S)} .

Of these two conditions the latter is perhaps the more interesting one as it gives
a formula for a combination game, for instance a game where a coalition must be
winning in both chambers of the parliament or when there are multiple criteria to
determine the winning coalitions as in the case of the EU Council of Ministers, for
instance.

Definition 3 (Transfer Axiom). For any simple games v,w such that v∨w is a sim-
ple superadditive game, too the transfer axiom states that

ki(v)+ k j(w) = k(v∧w)+ k(v∨w) (7)

Finally there are two axioms that express a notion of efficiency for both the
Banzhaf and the Shapley-Shubik case.

Definition 4 (Shapley Total Power Axiom). For any simple game v

∑
i∈N

Φi(v) = 1 (8)
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Definition 5 (Banzhaf Total Power Axiom). For any simple game v

∑
i∈N

ψi(v) =
1

2n−1 ∑
i∈N

∑
S3i

(v(S)− v(S\{i})) (9)

With these definitions the Shapley-Shubik index and Banzhaf measure can be
characterised as follows:

Theorem 1 (Dubey [9]). If a power index k satisfies Anonimity, Null Player, Trans-
fer and Shapley Total Power Axioms, then k = Φ .

That is the Shapley-Shubik index is the unique power index satisfying the above
axioms.

Theorem 2 (Dubey and Shapley [10]). If a power measure k satisfies Anonimity,
Null Player, Transfer and Banzhaf Total Power Axioms, then k = ψ .

The Banzhaf measure is the unique power measure satisfying the above axioms.
While there are many other axiomatisations of these (and other indices), the null

player axiom is one of the central properties. In fact, the proportional index is mostly
criticised for not satisfying this property (for players with nontrivial weights). These
motivate our interest in the Null Player Axiom.

2.3 Paradoxes

Brams [4] lists three natural properties that any power index should satisfy (the list
is extended by Felsenthal and Machover [12]), but the best-know indices satisfy
none of these. These disappointing negative results are known as paradoxes. In the
following we list them in their positive form as “properties.”

Given a game (N,v) by the merger of players i and j we mean a modified game
(Ni j,vi j) with one less players Ni j = N \ i, j∪{i j} and winning coalitions

Wi j =
{

S ∈ 2Ni j | S ∈W , or i j ∈ S and S\{i j}∪{i, j} ∈W
}

When the game is defined as a weighted voting game the combined player i j has
a weight wi j = wi + w j.

Definition 6 (Property of (large) size). Let (N,v) be a voting game and k a power
index. Define (Ni j,vi j) by the merger of players i and j. The game satisfies the
property of large size if ki(v)+ k j(v)≤ ki j(v′).

Definition 7 (Property of new members). Now define (N+,v+) as an extension of
(N,v) by parties n + 1, . . . ,m such that W \W + = /0. The property or new members
is satisfied if ki(N,v)≥ ki(N+,v+), that is, the introduction of new members should
not increase a party’s power.
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Starting from a voting game (N,v) consider the game (N,vi j), which only differs
in the fact that players i and j refuse to cooperate, thus

W i j = {S ∈W |{i, j} 6⊂ S}

Definition 8 (Property of quarrelling members [29]). If two parties refuse to vote
together, this should not increase their total power. Formally kh(N,v) ≥ kh(N,vi j)
for h ∈ i, j.

Note that the game defined here is not a proper voting game, since necessarily
N 6∈W i j, so the grand coalition is not a feasible winning coalition.

2.4 Axioms and aradoxes

The properties above turn into paradoxes when we find that none of the well-known
power indices satisfy all these. In fact the Shapley-Shubik and Banzhaf indices fail
all three [4]. This result is well-known, and we leave it to the reader to find examples
of games where the paradoxes appear. Unfortunately the paradoxes do not only ap-
pear in made-up examples, but van Deemen and Rusinowska found numerous real
life instances in Dutch politics [7].

In fact, we show that the Null Player Axiom implies the Paradox of New Mem-
bers and therefore any index based on the aforementioned axiom will be unreliable
in circumstances where the player set is likely to expand. Unfortunately, yet again,
such examples are common, in fact, the most common application of power mea-
sures is the EU Council of Ministers that is expected to expand further in the coming
years, moreover the recent surge of interest in power indices is largely due to the
“problems” caused by the extensions.

Theorem 3. The Null Player Axiom implies the Paradox of New Members.

Proof. Consider a power index k that satisfies the Null Player Axiom. For such an
index all players that do not contribute to any of the winning coalitions receive a
value of 0. Now consider an extension of the game and we show that for all games
there is an extension such that a null player becomes non-null.

On the other hand the Paradox of New Members implies that there exist games
that fail the Property of New Members. We therefore restrict our attention to
weighted voting games of the form (N,(wi)i∈N ,q). Consider an arbitrary game with
a null player that we denote by i. Instead of minimal winning coalitions consider
maximal losing coalitions, in the following sense

L(i) ∈ argmax
S3i

S 6∈W
∑
j∈S

w j, (10)

That is, losing coalitions that lose with the smallest margin. Then consider the ex-
tension (N∪{k} ,(wi)i∈N∪{k},q′) where wk and q′ are determined as

P
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wk = (q′−q)+

(
q− ∑

j∈L(i)
w j

)
(11)

Which can be reorganised as follows:

q′ = wk + ∑
j∈L(i)

w j. (12)

For wk sufficiently large (or, rather, not too small) the game is a proper simple game.
On the other hand observe that the coalition L(i)∪{k} is a minimal winning coali-
tion in the extended game, moreover, per definition, i ∈ L(i)∪ {k}. In a minimal
winning coalition all players are critical, so i is critical in L(i)∪{k} and a player
that is critical in any coalition is not null. Therefore i is not null in the extended
game (N ∪ {k} ,(wi)i∈N∪{k},q′) and therefore its power increases as a result of a
new member. Therefore the index exhibits the Paradox of New Members.

In the more general case considering winning coalitions, but no voting weights
the argument is not so easy to present formally and would rely on some additional
assumptions, but it is clear that if a new member is very weak, the coalition {i,k} is
losing, while if it is very powerful k can be a dictator. Assuming a “smooth” change
in the size of k (and the corresponding update of W ) at one point the coalition {i,k}
becomes winning, while k, in itself is not yet, and then the player i is critical.

To illustrate that such extensions are not completely artificial, consider the EU
Council of Ministers. While in the early days of –what is now called– the EU most
decisions were made unanimously, already in the 6-member Community the rules
of qualified majority voting to make decisions were laid down. The weights were
specified as follows: 4 votes for each of the large members (Germany, France, Italy),
2 for the medium-sized members (Belgium, Netherlands) and 1 for the smallest
country, Luxembourg. The Shapley-Shubik and Banzhaf indices are presented in
Table 1. Observe that Luxembourg is a null player.

Table 1 The 1958 Council of Ministers and two possible expansions.

Original Expansion I Expansion II
Country votes Φi βi votes Φ ′i β ′i votes Φ ′′i β ′′i

Germany 4 23.3% 23.8% 4 22.4% 21.6% 4 21.9% 22.0%
France 4 23.3% 23.8% 4 22.4% 21.6% 4 21.9% 22.0%
Italy 4 23.3% 23.8% 4 22.4% 21.6% 4 21.9% 22.0%
Netherlands 2 15.0% 14.3% 2 10.7% 11.8% 2 13.6% 12.2%
Belgium 2 15.0% 14.3% 2 10.7% 11.8% 2 13.6% 12.2%
Luxembourg 1 0 0 1 5.7% 5.9% 1 3.6% 4.9%
new member 1 5.7% 5.9% 1 3.6% 4.9%

Total 17 100.0% 100.0% 18 100.0% 100.0% 18 100.0% 100.0%
Quota 12 12 13

.
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Now consider an extension by a small new member, who receives the same num-
ber of votes as Luxembourg.4 We look at two scenarios depending on the quota in
the new union. Observe that in either of these scenarios Luxembourg is not any more
a null player, its power has increased. While this is a hypothetical extension, since
Denmark, Ireland and the UK have joined the EU none of the players are null.

3 Conclusion

In democracies decisions are commonly made by (qualified majority) voting, be
those decisions in a national parliament, at a shareholder meeting or university sen-
ate. When the voters are of different sizes voting weights can be used to express the
differences and the voting rules can then be expressed as qualified majority voting.
As soon as the voting situation is asymmetric it is not so straightforward to see the
actual influence of a single voter in the voting process not to mention complex vot-
ing situations such as in the UN Security Council, where the permanent members
have veto rights [25, Chapter XII], or the International Monetary Fund where some
countries vote directly some via voting coalitions that themselves share power in
varying ways [28]. The topic has entered even the popular press when the extension
of the EU made an update to voting in the Council of Ministers necessary. What is
then the power of the individual member states? The Council uses currently a very
complicated voting mechanism with three criteria, so it is hardly surprising that one
needs powerful tools to evaluate this and similar voting situations.

The theory of a priory measures of voting power has developed much since Shap-
ley and Shubik, and it does have a number of answers to such and similar questions.
Unfortunately more than one answer has been given and a selection is far from obvi-
ous. The commonly used indices have been axiomatised by a number of elementary
properties hoping that based on the attractiveness of simple properties a choice can
be made. On the other hand a number of shortcomings of current theories have sur-
faced and been summarised as “paradoxes”. The word paradox may be too strong,
the behaviour these properties describe is certainly odd. In this paper we have shown
that the Paradox of New Members is a direct consequence of the Null Player Axiom
therefore of one insists on the latter, the first is not at all paradoxical.

Acknowledgements. The author thanks the funding of the OTKA (Hungarian Fund for Scientific
Research) for the project “The Strong the Weak and the Cunning: Power and Strategy in Voting
Games” (NF-72610) and of the European Commission under a Marie Curie Reintegration Grant
(PERG-GA-2008-230879).

4 This was a realistic scenario in the late 60s: Soon after the formation of the EC, Denmark, Ireland,
Norway and the UK have applied. The application of the UK was vetoed by France, Norway
withdrew due to a referendum, while the remaining two due to the veto on the UK. Had any of the
smaller countries joined, the result would have been close to one of the above alternatives.
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On Generation of Digital Fuzzy Parametric 
Conjunctions 

Abstract  A new method of generation of digital fuzzy parametric conjunctions by 
means of basic t-norms is proposed. Fuzzy conjunctions also referred to as con-
junctors and semicopulas. Digital fuzzy conjunctions are defined on the set of in-
teger membership values L={0,1,2,…,2m-1}, where m is a number of bits used in 
presentation of membership values and I = 2m-1 denotes a maximal membership 
value corresponding to 1 in traditional set of true values L= [0,1]. The proposed 
method referred to as the monotone sum of fuzzy conjunctions generalizes the 
method of ordinal sum of t-norms and gives possibility to construct a wide class of 
digital fuzzy parametric conjunctions that have effective digital hardware imple-
mentation. The classes of simplest commutative digital fuzzy parametric conjunc-
tions obtained by this method are described. These classes of operations can con-
stitute a part of a library of basic blocks for generation of digital fuzzy systems. 

Keywords: Digital fuzzy conjunction, conjunctor, semicopula, finite scale, t-
norm, commutativity 

1 Introduction 

In construction of digital fuzzy systems it is convenient instead of  traditional set 
on membership values L=[0,1] to use the set of true values L= {0,1,2,…,I}, where 
I= 2m-1 and m is a number of bits used in presentation of membership values. Such 
replacement of the set of true values on the one hand simplifies digital hardware 
implementation of fuzzy logic operations. On the other hand digital representation 
of true values preserves most of traditional definitions and properties of fuzzy 
concepts. 

For hardware implementation of digital systems it is important to have the ba-
sic blocks that can be used as “bricks” in construction of digital system [1]. As 
such blocks in construction of digital fuzzy conjunctions in [2] they are used basic 
t-norms and t-conorms together with the set of simple generators. These basic 
functions have simple and effective digital hardware implementation because they 
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use only simple operations such as comparison, minimum, maximum, bounded 
sum and bounded difference. 

In this paper we introduce a new method of generation of digital fuzzy para-
metric conjunctions referred to as a monotone sum of fuzzy conjunctions that gen-
erates fuzzy conjunctions by means of only basic t-norms (drastic, Lukasiewicz 
and minimum t-norms) and one parameter p that can take values in the set of true 
values L. This method generalizes the method of generation of t-norms by means 
of ordinal sum of t-norms [3-6]. We describe all classes of commutative digital 
fuzzy parametric conjunctions that can be obtained as monotone sum of basic t-
norms with one parameter. These classes of operations can constitute a part of a 
library of simple basic blocks for generation of digital fuzzy systems. 

The paper has the following structure. Section 2 contains basic definitions of 
digital fuzzy conjunctions. Section 3 proposes a new method of generation of digi-
tal fuzzy parametric conjunctions referred to as the monotone sum of basic t-
norms. Section 4 describes classes of commutative digital fuzzy parametric con-
junctions that can be obtained as monotone sum of basic t-norms with parameter 
p. Section 5 describes the classes of commutative digital fuzzy parametric con-
junctions obtained by monotone sum of basic t-norms when the value of parameter 
p is used together with the value I - p in definition of partition of domain L×L on 
sections. In Conclusion we discuss obtained results and future directions of re-
search. 

2 Basic Definitions 

Suppose m bits are used in digital representation of membership values L= 
{0,1,2,…, 2m-1} with maximal value I = 2m-1. This value will represent the full 
membership corresponding to the value 1 in traditional set of membership values 
[0,1]. For example, for m = 4 we have I = 15. Most of definitions of fuzzy opera-
tions have straightforward extension on digital case by replacing the set of mem-
bership values [0,1] by L={0,1,2,…, 2m-1} and maximal membership value 1 by I. 

Fuzzy conjunction operation is a function T:L×L → L satisfying on L condi-
tions: 

 T(x,I) = x,            T(I,y) = y,     (boundary conditions) 

 T(x,y) ≤ T(u,v),           if  x ≤ u, y ≤ v.  (monotonicity) 

Fuzzy conjunctions have been studied in [7, 8]. Such functions are also referred 
to as conjunctors [6] or semicopulas [9]. Note that from the properties of fuzzy 
conjunctions it follows: 

 T(x,0) = 0,  T(0,y) = 0. 
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T-norms are fuzzy conjunctions satisfying on L commutativity and associativity 
conditions [3]: 

 T(x,y)=T(y,x),  (commutativity) 

 T(x,T(y,z)) = T(T(x,y),z). (associativity) 

Associativity property of fuzzy conjunctions usually does not used in applied 
fuzzy systems. For this reason we do not require associativity from digital fuzzy 
conjunctions. Note also that most of known associative parametric t-norms are 
sufficiently complicated for digital hardware implementation and we consider here 
the methods of generation of simple digital fuzzy parametric conjunctions. Com-
mutativity of fuzzy conjunctions can be useful in some applications of fuzzy sys-
tems so we will describe further the classes of such operations obtained by pro-
posed methods. 

Below are basic t-norms [3] that will be used further in generation of digital 
fuzzy parametric conjunctions: 

 TM(x,y) = min{x,y},    (minimum) 

 TL(x,y)= max{x+y –I, 0},   (Lukasiewicz t-norm) 
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Lukasiewicz t-norm is also known as a bounded product [10]. The definition of 
these t-norms uses only simple operations like comparison, minimum, maximum, 
bounded sum and bounded difference, for this reason these t-norms have efficient 
digital hardware implementation [11]. 

It can be shown that any fuzzy conjunction T satisfies the following inequali-
ties: 

 TD(x,y) ≤ T(x,y) ≤ TM(x,y). (1) 

We will say that T1 ≤ T2   if   T1(x,y) ≤ T2 (x,y)   for all x,y from L. For example, 
we have: 

 TD ≤ TL ≤ TM. (2) 

An example of parametric t-norm having efficient digital hardware implemen-
tation is the Mayor-Torrens t-norm [3] depending on parameter p∈L: 
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Another example of parametric fuzzy conjunction having efficient hardware 
implementation gives the following fuzzy conjunction introduced in [8] and de-
pending on two parameters p,q∈L: 
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This conjunction will be a t-norm when p = q. Both parametric t-norm and 
fuzzy conjunction considered above are obtained by using suitable generator func-
tion in some way. The methods of generation of digital fuzzy parametric conjunc-
tions by means of basic t-norms, t-conorms and simple generators are considered 
in [2]. In the following section we propose new method of generation of digital 
fuzzy parametric conjunctions without generator functions by means of basic t-
norms and one parameter p. 

3 Monotone Sum of Digital Fuzzy Conjunctions 

A set X containing one number or a sequence of consecutive numbers from L is 
called an interval in L. Let J = {1,…,n}, 1< n ≤ I+1, be a set of indexes and 
(Xj)j∈J, is a partition of L on pairwise disjoint intervals such that from i < j it fol-
lows x < y for all x∈Xi and y∈Xj. Denote Dij=Xi×Xj. Suppose Q is some set of in-
dexes and (Tq, ≤) q∈Q is a partially ordered set of fuzzy conjunctions. Assign to 
each Dij some Tij = Tq from this set such that 

 Tij(x,y) ≤ Tst(u,v)    if   i ≤ s, j ≤ t, and x ≤ u, y ≤ v,   x,y∈Dij, u,v∈Dst. (5) 

Define a function T on L×L by T(x,y) = Tij(x,y) if (x,y)∈Dij, i,j∈J. Then T is 
called the monotone sum of (Dij,Tij)i,j∈J or monotone sum of fuzzy conjunctions Tij, 
i,j∈J. 

Theorem 1. A monotone sum of fuzzy conjunctions is a fuzzy conjunction. 

Proof T satisfy boundary 
conditions T(x,1)=x, T(1,y) =1 then a resulting function T also will satisfy these 
conditions. Monotonicity of T follows from definition (5). 

Note that the monotone sum of fuzzy conjunctions can be considered as a gen-
eralization of the ordinal sum of t-norms [3-6]. The ordinal sum can be obtained 
from monotone sum by suitable selection of diagonal sections (Dii,Tii)i∈J when TM 
is used in other sections. 

Two conjunctions Tij and Tst satisfying condition (5) in the definition of mono-
tone sum may be not related to each other by ordering relation ≤ on all domain 
L×L. If in the definition above we will replace condition (5) by the more simple 
condition: 

 Tij ≤ Tst   if   i ≤ s   and   j ≤ t (6) 

 Since all fuzzy conjunctions used in construction of .
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then due to monotonicity of fuzzy conjunctions from (6) it will follow (5). The 
function T defined by (6) will be referred to as simple monotone sum of 
(Dij,Tij)i,j∈J. 

Corollary 2. A simple monotone sum of fuzzy conjunctions is a fuzzy conjunc-
tion. 

Based on Theorem 1 we will consider two methods of construction of mono-
tone sum of fuzzy conjunctions using one parameter p∈L. Fig. 1 illustrates the 
methods of partition of L on intervals Xj and partition of L×L on corresponding 
sections Dij=Xi× Xj. In the first method we define the partition of L as follows (see 
Fig. 1, on the left): X1 = [0,p], X2= [p+1,I], p∈{0,1,…, 2m-2}. In the second 
method partitions are defined as follows (see Fig. 1, on the right): X1 = [0,p], X2 = 
[p+1,I-p], X3 = [I-p+1,I], p∈{0, 1 ,…,   2m-1-1}. In the second method we have p < 
I-p and for m= 4, I= 15, p can take values 0,1,…,7. The first method will be re-
ferred to as (p)-monotone sum and the second method as (p,I-p)-monotone sum. 

4 (p)-Monotone Sum of Digital Fuzzy Conjunctions 

(p)-monotone sum of fuzzy conjunctions can be defined as follows. Select a set of 
fuzzy conjunctions {T11, T21, T12, T22} ordered as follows: T11 ≤ T12 ≤ T22, T11 ≤ 
T21 ≤ T22. Define fuzzy conjunction T as follows (see also Fig. 1, on the left): 
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Fig. 1. Partition of  L×L on sections Dij=Xi× Xj defined by parameter values: 1) p (on the left); 2) 
p and I-p (on the right) 

Consider all nontrivial fuzzy commutative conjunctions that can be obtained by 
this method by means of basic t-norms TD, TL, TM. Remember that these t-norms 
are ordered as follows: TD ≤ TL ≤ TM. To obtain commutative conjunction it 
should be T21 = T12. Fig. 2 depicts all commutative digital fuzzy parametric con-
junctions obtained by considered method. On the left there are shown assignments 
of  basic  t-norms  to sections Dij.  On the right  there are shown the shapes of
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tained digital fuzzy parametric conjunctions for parameter value p= 9. Here we 
use four bits for digital representation of conjunctions: m= 4, and I= 15. Each of 
obtained fuzzy conjunctions coded by the name depending on the list of t-norms 
used in its definition: (T11, T21, T12, T22). For example, conjunction TDLLM is defined 
by the sequence of t-norms (TD, TL, TL, TM). It can be seen that some of obtained 
fuzzy conjunctions will be t-norms, for example conjunctions TDDDM and TDMMM 
are t-norms (see [3] and (4) above). An example of non-commutative digital fuzzy 
conjunction is depicted in Fig. 3. 

 

 

Fig. 2. Simplest commutative digital fuzzy parametric conjunctions obtained by (p)-monotone 
sum of basic t-norms: TD - drastic, TL - Lukasiewicz and TM – minimum t-norms 

Note that both commutative and non-commutative digital fuzzy parametric 
conjunctions obtained from basic t-norms by means of (7) have very simple digital 
hardware implementation. We need to have blocks implementing basic t-norms 
and we need to have selector that will compare values of x and y with the value of 
parameter p and select corresponding t-norm given in the sequence (T11, T21, T12, 
T22). 

ob
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Fig. 3. Example of non-commutative digital fuzzy parametric conjunction 

(p,I-p)-monotone sum of fuzzy conjunctions can be defined as follows (see Fig. 1 
on the right). Select a set of fuzzy conjunctions {T11, T21, T31, T12 T22, T32, T13, T23 

5 (p,I-p)-Monotone Sum of Digital Fuzzy Conjunctions 

 

Fig. 4. Non-trivial commutative digital fuzzy parametric conjunctions obtained by (p,I-p)-
monotone sum 
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Fig. 5. Commutative digital fuzzy parametric conjunctions obtained by (p,I-p)-monotone sum 
that can be reduced to conjunctions obtained by (p)-monotone sum 

 
Fig. 6. Commutative digital fuzzy parametric conjunctions obtained by (p,I-p)-monotone sum 
that can be reduced to conjunctions obtained by (p)-monotone sum 
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Conclusions 

Digital fuzzy conjunctions considered in this work are related with conjunctors [6] 
and semicopulas [9] defined on the set L= [0,1], with t-norms defined on finite or-
dinal scales [12,13] and with T-seminorms on partially ordered sets [14]. It gives 
possibility to extend many results obtained for these operations on digital fuzzy 
conjunctions and vice versa. For example, the method of generation of fuzzy con-
junctions by monotone sums introduced in this work can be directly applied to 

T33} ordered as follows: Tij ≤ Tst if i ≤ s or j ≤ t. Define fuzzy conjunction T as 
follows: 

⎪
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Consider all nontrivial fuzzy commutative conjunctions that can be obtained by 
this method by means of basic t-norms TD, TL, TM. To obtain commutative con-
junction it should be T21 = T12, T31 = T13 and T32= T23. Fig. 4 depicts all non-trivial 
commutative digital fuzzy parametric conjunctions obtained by this method. Note 
that because the maximal value of p in this method is less than the value of I-p, the 
values of both TD and TL equal 0 in sections D11, D21 and D12. For this reason any 
two conjunctions coinciding in all other sections and containing in sections D11, 
D21 and D12 only t-norms TD and TL  will be equal. 

Other commutative conjunctions that can be obtained by (p,I-p)-monotone sum 
of basic t-norms can be reduced to some of conjunctions obtained by (p)-
monotone sum of basic t-norms. These conjunctions are presented in Figs. 5, 6. 
For example, conjunctions DDDDDDDDL and DDDDLLDLL obtained by (p,I-p)-
monotone sum and shown on the top of Fig. 5 are partial cases of conjunction 
DDDL obtained by (p)-monotone sum and shown on the top of Fig. 2. Remember 
that in the first two conjunctions parameter p is changing only till the mean of the 
scale L but in the last case this parameter can take any value from L less than I. 
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Abstract   In this paper we consider the (state) reachability and controllability 
problems of special two-level quantum systems, the so-called quantum bits via 
externally applied electro-magnetic field. The system is described by special a bi-
linear right-invariant model whose state varies on the Lie group of 2 2×  special 
unitary matrices. We show that if two or more independent controls are used, then 
every state can be achieved in arbitrary time using finite energy. The mathematical 
construction is motivated by the demand of manipulating (or logically operating on) 
the state of quantum bits, and the results provide some insight into the feasibility of 
realizing given operations in quantum computers. 

1 Introduction 

John von Neumann (born December 28, 1903 in Budapest, Austria-Hungary; died 
February 8, 1957 in Washington D.C., United States) was a Hungarian-born 
mathematician and polymath who made contributions to many mathematics-related 
fields as one of history's outstanding mathematicians. Most notably, von Neumann 
was a pioneer of the application of operator theory to quantum mechanics, and the 
commonly known von Neumann architecture is the de facto standard of nowadays 
computers. 

In the paper we first outline von Neumann's contributions to both fields, then we 
show that the ever-increasing need for computer speed inevitably leads to the 
formulation of a new scientific and technological field, the so-called quantum in-
formation technology. However, operating on information physically associated to 
quantum mechanical phenomena is fundamentally different to “classical” computer 
technology, and several theoretical and pragmatical questions have to be answered. 
Out of them we aim at the (state) reachability and controllability problems of 

 and
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quantum bits using the ideas of another famous Hungarian Rudolph E. Kalman. We 
will show that if two or more independent controls (externally applied elec-
tro-magnetic fields) are used, then every state of the quantum bit can be achieved in 
arbitrary time using finite energy. 

 

 

Fig. 1. The “heritage” of John von Neumann – quantum information technology 

2 Quantum Mechanics 

At the International Congress of Mathematicians of 1900, David Hilbert presented 
his famous list of twenty-three problems considered central for the development of 
the mathematics of the new century. The sixth of these was the axiomatization of 
physical theories. Among the new physical theories of the century the only one 
which had yet to receive such a treatment by the end of the 1930's was quantum 
mechanics. QM found itself in a condition of foundational crisis similar to that of 
set theory at the beginning of the century, facing problems of both philosophical 
and technical natures. On the one hand, its apparent non-determinism had not been 
reduced to an explanation of a deterministic form. On the other, there still existed 
two independent but equivalent heuristic formulations, the so-called matrix me-
chanical formulation due to Werner Heisenberg and the wave mechanical formu-
lation due to Erwin Schrödinger, but there was not yet a single, unified satisfactory 
theoretical formulation. 

After having completed the axiomatization of set theory, von Neumann began to 
confront the axiomatization of QM. He immediately realized, in 1926, that a 
quantum system could be considered as a point in a so-called Hilbert-space, 
analogous to the 6N  dimension ( N  is the number of particles, 3  general coor-

dinate and 3  canonical momentum for each) phase space of classical mechanics 
but with infinitely many dimensions (corresponding to the infinitely many possible 
states of the system) instead: the traditional physical quantities (e.g. position and 
momentum) could therefore be represented as particular linear operators operating 
in these spaces. The physics of quantum mechanics was thereby reduced to the 
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mathematics of the linear Hermitian operators on Hilbert spaces. For example, the 
famous indeterminacy principle of Heisenberg, according to which the determina-
tion of the position of a particle prevents the determination of its momentum and 
vice versa, is translated into the non-commutativity of the two corresponding op-
erators. 

This new mathematical formulation included as special cases the formulations of 
both Heisenberg and Schrdinger, and culminated in the 1932 classic The Mathe-
matical Foundations of Quantum Mechanics [Grundlagen]. However, physicists 
generally ended up preferring another approach to that of von Neumann (which was 
considered elegant and satisfactory by mathematicians). This approach was for-
mulated in 1930 by Paul Dirac and was based upon a strange type of function (the 
so-called Dirac delta function) which was harshly criticized by von Neumann. 

In any case, von Neumann's abstract treatment permitted him also to confront the 
foundational issue of determinism vs. non-determinism and in the book he dem-
onstrated a theorem according to which quantum mechanics could not possibly be 
derived by statistical approximation from a deterministic theory of the type used in 
classical mechanics. This demonstration contained a conceptual error, but it helped 
to inaugurate a line of research which, through the work of John Stuart Bell in 1964 
on Bell's Theorem [3] and the experiments of Alain Aspect in 1982 [2], demon-
strated that quantum physics requires a notion of reality substantially different from 
that of classical physics. 

3 Computer Science 

The earliest computing machines had fixed programs. Some very simple computers 
still use this design, either for simplicity or training purposes. To change the pro-
gram of such a machine, one have to re-wire, re-structure, or even re-design the 
machine. Indeed, the earliest computers were not so much “programmed” as they 
were “designed”. “Reprogramming”, when it was possible at all, was a very manual 
process, starting with flow charts and paper notes, followed by detailed engineering 
designs, and then the often-arduous process of implementing the physical changes. 

The idea of the stored-program computer changed all that. In 1945 John von 
Neumann published a now-famous paper, the First Draft of a Report on the EDVAC 
[4], describing a computer architecture in which data and program memory are 
mapped into the same address space. The von Neumann architecture became the de 
facto standard and can be contrasted with the so-called Harvard architecture, which 
has separate program and data memories on a separate bus. By creating an instruc-
tion set architecture and detailing the computation as a series of instructions (the 
program), the machine becomes much more flexible. By treating those instructions 
in the same way as data, a stored-program machine can easily change the program, 
and can do so under program control. The majority of home computers, micro-
computers, minicomputers and mainframe computers use the single-memory (a.k.a. 
Von Neumann) computer architecture. 
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However, the ever-increasing need for computer speed drives the design of in-
tegrated circuits into the direction of using smaller and smaller units of physical 
state-space to represent units of information. This technological process in the near 
future will lead to reach atomic (or sub-atomic) dimensions, therefore there is a 
need for a new paradigm in computer design: the so-called quantum information 
technology. 

Von Neumann worked together with other immigrant Hungarian scientists, who 
also participated in the development of computer science. 
• János Kemény (1926-92) as the Rector of Dartmouth Collage obligated stu-

dents of arts and laws to use personal computers, and for helping them for-
mulated the BASIC language. Kemény is also known for the time-shared 
computer network that was honored by the first Robinson Prize of IBM. 

• Von Neumann was also collaborating with Leó Szilárd who introduced the 
term bit as the elementary unit of information (yes/no). 

• This list would not be complete without Andy Grove (Gróf András), who was 
nominated as ''The Man of the Year'' in 1997 by the journal Time. He was the 
CEO of INTEL, and almost yearly doubled the speed of its microprocessors. 

The ever-increasing need for computer speed implies using smaller and smaller 
units of physical state-space to represent units of information. This technological 
process in the near future will lead to reach atomic (or sub-atomic) dimensions. 
There is a need for a new paradigm: quantum information technology. 

4 Quantum Information Technology 

A quantum bit, or qubit (sometimes qbit) is a unit of quantum information. That 
information is described by a state vector in a two-level quantum mechanical sys-
tem which is formally equivalent to a two-dimensional vector space over the com-
plex numbers. 

Benjamin Schumacher discovered a way of interpreting quantum states as in-
formation. He came up with a way of compressing the information in a state, and 
storing the information on a smaller number of states. This is now known as 
Schumacher compression. In the acknowledgments of his paper [Schumacher], 
Schumacher states that the term qubit was invented in jest, during his conversations 
with Bill Wootters. 

A bit is the base of computer information. Regardless of its physical represen-
tation, it is always read as either a ‘0’ or a ‘1’. An analogy to this is a light switch – 
the down position can represent ‘0’ (normally equated to off) and the up position 
can represent ‘1’ (normally equated to on). 

A qubit has some similarities to a classical bit, but is overall very different. Like 
a bit, a qubit can have only two possible values – normally a ‘0’ or a ‘1’. The dif-
ference is that whereas a bit must be either ‘0’ or ‘1’, a qubit can be ‘0’, ‘1’, or a 
superposition of both. 
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4.1 Physical Representation 

Any two-level system can be used as a qubit. Multilevel systems can be used as 
well, if they possess two states can be effectively decoupled from the rest (e.g., 
ground state and first excited state of a nonlinear oscillator). There are various 
proposals. Several physical implementations which approximate two-level systems 
to various degrees were successfully realized. Similarly to a classical bit where the 
state of a transistor in a processor, the magnetization of a surface in a hard disk and 
the presence of current in a cable can all be used to represent bits in the same 
computer, an eventual quantum computer is likely to use various combinations of 
qubits in its design. Table tab:qubit contains an incomplete list of possible physical 
implementation of qubits. 

Table 1  Possible physical implementation of qubits 

 

4.2 Mathematical Representation 

Each physical system is associated with a (topologically) separable complex Hil-
bert-space H  with inner product |ψ φ〈 〉 . Physical observables are represented 

by densely-defined self-adjoint operators on H . The expected value (in the sense 
of probability theory) of the observable A  for the system in state represented by 
the unit vector | Hψ 〉∈  is | |Aψ ψ〈 〉 . 

The states a qubit may be measured in are known as basis states (or vectors). As 
is the tradition with any sort of quantum states, Dirac (or bra-ket) notation is used to 

.
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represent them. This means that the two computational basis states are conven-
tionally written as | 0〉  and |1〉 . 

The state at any time t  is given by: 

 ( ) ( ) (0),t X tψ ψ=  (1) 

where X  is the so-called evolution operator (matrix), solution of the 
Schrdinger-equation  

 .i X HX=  (2) 

with initial condition equal to the identity operator. 
A pure qubit state is a linear superposition of those two states. This means that 

the qubit can be represented as a linear combination of | 0〉  and |1〉 : 

| | 0 |1ψ α β〉 = 〉 + 〉  

where α  and β  are probability amplitudes and can in general both be complex 

numbers. 
When we measure this qubit in the standard basis, the probability of outcome 

| 0〉  is 2| |α  and the probability that the outcome is |1〉  is 2| |β . Because the 

absolute squares of the amplitudes equate to probabilities, it follows that α  and β  

must be constrained by the equation 
2 2| | | | 1,α β+ =  

simply because this ensures you must measure either one state or the other. 
In implementations of quantum computers, the operation given by the evolu-

tionary operator X  represents a (logic) operation to be performed on a quantum 
bit, i.e. the reachability question can be seen as the feasibility of logic operations on 
a quantum bit. In practical terms: can all operations be achieved on a quantum bit by 
opportunely shaping an input electro/magnetic field? (Using finite energy.) 

5 Reachability of Quantum States 

Consider the Schrdinger equation for the evolution operator (2) in the common 
situation where the Hamiltonian operator H  can be written as 

10
m
i i iH H H u== + ∑ , 

 0
1

( ) .
m

i i
i

i X H H u t X
=

⎛ ⎞
= +⎜ ⎟
⎝ ⎠

∑  (3) 
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The operators iH  ( 0, ,i m= … ) are Hermitian operators on a finite dimen-

sional vector space and the overall phase of the solution of (3) does not have 
physical meaning. Considering the above, Eq. (3) can be transformed into a dif-
ferential system [6] of the form 

 
1

( ) ( ) ( ) ( ),
m

i i
i

X t AX t B X t u t
=

= +∑  (4) 

where A , iB  are elements of the Lie algebra of 2 2×  skew-Hermitian matri-

ces with zero trace, which is denoted by su(2). 

Definition 1.  Lie group is a group G  that is also a differentiable manifold such 

that for any ,a b G∈  the multiplication ( , )a b ab  and the inverse 'a a  

are smooth maps. 

Proposition 1.  All compact finite dimensional Lie groups can be represented as 
matrix Lie groups. 

The solution of (4) with initial condition equal to identity varies in the Lie group 
associated to su(2), namely in the Lie group of 2 2×  unitary matrices with deter-
minant 1. This group is called the group of special unitary matrices and is denoted 
by SU(2). 

Definition 2. The set of reachable states ( )R T  consists of all the possible values 

for ( )X T  (solution of (4) at time T  with initial condition equal to identity) ob-

tained varying the controls 1, , mu u…  in the set of all the piecewise continuous 

functions defined in [0, ]T . 

Theorem 1 [7].  Consider system (4) with 3 2m≥ ≥  and assume that 1, , mB B…  

are linearly independent. Then, for any time 0T >  and for any desired final state 

fX  there exist a set of piecewise continuous control functions 1, , mu u…  driving 

the state of the system X  to ( ) fX T X=  at time T . This means that in this case 

( ) (2)R T SU=  for every 0T >  . 

We present a general approach to derive reachability/controllability results like 
was given in Theorem 1. 
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6 Open-Loop Unconstrained Controllability 

First we cite the Kalman controllability results for LTI systems. The fundamental 
matrix for zero initial time is 



1

1

( ) ( ) ,
n

At i
i

i

t e t Aψ −

=

Φ = =∑  

and the reachability subspace is 

R ∑
k0

n−1

ImAkB.
 

Proposition 2 It is possible to generate linearly independent functions 

, 1, ,i i nψ = …  if the Kalman-rank condition 

1, ,..., nrank B AB A B n−⎡ ⎤ =⎣ ⎦  

is satisfied. 
We show a general method for systems over Lie groups using Lie algebraic 

approach. Write the fundamental matrix (locally) as exponential function of the 
''coordinates of second kind'' associated with the equation 

0

( ) .
N

i i
i

x t A xρ
=

=∑  

Using the Wei--Norman equation: 

1 11 1

1

1

( ) ( ), (0) 0,i i

K
gg

ii
i

g t e e E t gρ− −

−
ΓΓ

=

⎛ ⎞
= =⎜ ⎟
⎝ ⎠
∑  

where 1
ˆ ˆ{ , , }KA A…  is a basis of the Lie-algebra LA1 ,… ,AN,  

, , , 1
1

ˆ ˆ ˆ[ , ] , [ ] .
K

l l K
i j i j l i i j j l

l

A A A =
=

= Γ Γ = Γ∑  

Proposition 3 (Generalized Kalman-rank condition). For systems ( ), ( )A Bρ ρ  

the points attainable from the origin are those from the subspace spanned by the 
vectors 

 
where  0, , {0, , }, {0, , 1},j jK l k N i n≥ ∈ ∈ −  i.e.,  

Denote by LA0 ,… ,AN  the finitely generated Lie-algebra containing the 

matrices 0 , , ,NA A…  and let 1
ˆ ˆ, , KA A…  be a basis of this algebra, then the points 

attainable from the origin are in the subspace 

.  
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R A,B ∑
l0

N

∑
n 10

n−1

…∑
n K0

n−1

Im Â1
n 1ÂK

n KBl.
 

The question is that under what condition is R  RA,B ? 



The fundamental matrix can be written in exponential form: 

1

1

1

1

1 1

1 , ,
0 0

1

ˆ ˆ( ) ( ).

ˆ ˆ ˆ ˆ( ) ( ), : .

K

K

K

K

n n
n n

K n n
n n

j j
K

t A A t

t A t A A A

ψ

ϕ

− −

= =

∈

Φ =

Φ = =

∑ ∑

∑ j j j
j J

… …

…
 

The subspace RA,B  is the image space of the matrix RA,B : Â jBj∈J .  
The controllability Grammian is given as 

W,  RA,B 



 js j∈J js j∈J

∗ ds RA,B
∗ .

 
Theorem 2 [8]. The quantum system is controllable, iff 

(i) The generalized Kalman-rank condition is satisfied: 

 
(ii) The set of functions { ( )| }jϕ σ ∈j J  contains n  linearly independent func-

tions. 

7 Switching System's Controllability 

Hybrid models characterize systems governed by continuous differential and dif-
ference equations and discrete variables. Such systems are described by several 
operating regimes (modes) and the transition from one mode to another is governed 
by the evolution of internal or external variables or events. 

Depending on the nature of the events there are two big classes of hybrid systems 
that are considered in the control literature: switching systems and impulsive sys-
tems. 

A switching system is composed of a family of different (smooth) dynamic 
modes such that the switching pattern gives continuous, piecewise smooth trajec-
tories. Moreover, it is assumed that one and only one mode is active at each time 
instant. 

In a broader sense every time-varying system with measurable variations in time 
can be cast as a switching system, therefore it is usually assumed that the number of 
switching modes is finite and for practical reasons the possible switching functions 
(sequences) are restricted to be piecewise constant, i.e. only a finite number of 
transition is allowed on a finite interval. Moreover, sometimes the frequency of the 
transitions is also bounded – dwell time. 
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Formally, these systems can be described as: 

( )

( )

( ) ( ( ), ( )),

( ) ( ( ), ( )), ( ) ( ( ), ( ), ),
t

t

x t f x t u t

y t h x t u t x x u
σ

σ τ ι τ τ τ+ −

=

= =
 

where nx∈  is the state variable, mu∈Ω⊂  is the input variable and 
py∈  is the output variable. 



The  : R → S  is a measurable switching function mapping the positive real 
line into {1, , }S s= . The impulsive effect can be described by the relation 

,x− ∈ I  A  with I  a set of time instances and A ∈ Rn
 a certain 

region of the state space. 
Consider a bimodal system 

( ) , (0) , ( ) : {1, 2}tX A X X I tσ σ += =  

and A1 ,A2 ∈ Un  that is SU(n). 

A set of gates is called universal if – by switching 1 2{ , }A A  – it is possible to 

generate all (special) unitary evolutions. 

Proposition 4 [8]. Since 1 2,A A  generate the whole Lie-algebra ( )u n  or ( )su n , 

therefore almost every couple of skew-Hermitian matrices generate ( )u n , i.e. 

almost every quantum gate is universal. 

8 Outlook 

We certainly know that the above results are only the first steps into the direction of 
physically realizing quantum computers. There are several theoretical problems to 
be solved, among them we outline state-estimation, state-observation, and Kalman 
filtering, that are all necessary to relax the inconsistency between the fundamental 
indeterministic (or statistical) character of quantum mechanics, and the natural need 
against computers to execute exact calculations. 

Besides the above, there are practical considerations that should be taken into 
account in order to build functionally adequate quantum computers: the control of 
multi-level quantum systems, minimal-time control, minimal-energy control. 
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Abstract   This paper presents a model-based control design for an integrated ve-
hicle system in which several active components are operated in co-operation. In 
control-oriented modeling vehicle dynamics is augmented with the performance 
specifications of the controlled system and the uncertainties of the model. In control 
design performance specifications must be formalized in such a way that the per-
formance demands are guaranteed, conflicts between performances are achieved 
and a priority between different actuators is created and various fault information is 
taken into consideration. As an illustration an integrated control, which includes an 
active steering, active anti-roll bars and an active brake system, is proposed for 
tracking the path of the vehicle and guaranteeing road holding and roll stability. In 
the paper the operations of the integrated vehicle systems are presented in simulated 
vehicle maneuvers. 

Keywords: Vehicle dynamics and control, integrated vehicle control, perform-
ances, uncertainties, robust control 

1 Introduction 

Conventionally, the control systems of vehicle functions to be controlled are de-
signed separately. These control systems contain hardware components such as 
sensors, actuators, communication links, power electronics, switches and mi-
cro-processors. One of the problems of independent design is that the performance 
demands, which are met by independent controllers, are sometimes in conflict with 
each other in terms of the full vehicle. The braking action affects the longitudinal 
dynamics of the vehicle, the velocity and the pitch angle. However, due to the 
geometry of the vehicle, the braking action causes changes in both the yaw and roll 
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dynamics, see Figure 1a. Similarly, the steering angle also modifies the yaw angle 
of the vehicle. Since the center of gravity is high the consequence of the steering 
maneuver is that the roll angle and the pitch angle of the sprung mass will also 
change, see Figure 1b. Moreover, the second problem in the independent control 
design is that control hardware can be grouped into discrete subsets with sensor 
information and control demands operating in parallel processes and these solutions 
can lead to unnecessary hardware redundancy. The integrated control methodolo-
gies were presented in [15, 20, 24, 33]. The purpose of the integrated vehicle control 
is to combine and supervise all controllable subsystems affecting vehicle dynamic 
responses. In more details it means that multiple-objective performance from 
available actuators must be improved, sensors must be used in several control tasks, 
the number of independent control systems must be reduced, at the same time the 
flexibility of control systems must be enhanced. 
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Fig. 1. The effects of braking and steering on vehicle dynamics (brake moment/steering angle, yaw 
angle, roll angle and pitch angle 

An integrated control system is designed in such a way that the effects of a 
control system on other vehicle functions are taken into consideration in the design 
process by selecting the various performance specifications. In line with the re-
quirements of the vehicle industry several performance specifications are in the 
focus of the research, e.g. improving road holding, enhancing passenger comfort 
and improving roll and pitch stability, proposing fault-tolerant solutions, see [14]. 
Another solution to the integrated control is to design a high-level controller which 
is able to supervise the effects of individual control components on vehicle dy-
namics. In this case there is a logical relationship between the supervisor and the 
individually-designed local controllers, thus the control design leads to hybrid and 
switching methods with a large number of theoretical difficulties. Significant open 
problems are the construction of the hybrid control architectures, the analysis of the 
influence of communication mechanisms, distributed computational algorithms or 
the dynamic task management, see [6]. 
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pensators is proposed by [19]. A possible integration of the brake, steering and 
suspension system is presented by [33]. An integrated control by using steering and 
suspension systems is created by [22]. A global chassis control involving an active 
suspension and ABS to improve road holding and passenger comfort is proposed by 
[25, 37]. A road-friendly solution of the chassis control must also be provided in 
order to reduce dynamic loads on roads, see e.g. [8]. The adaptive cruise control is 
also a traffic-friendly integrated vehicle system, in which the vehicle follows a 
preceding vehicle along the highway at a safe distance and a desired speed. The 
model-based control design requires a vehicle model in which the powertrain sys-
tem (motor, gear-box and retarder) and the brake are integrated, e.g. [2, 26, 31]. An 
important feature of integrated vehicle control is that it is able to adapt to changes 
during operation and to different fault operations. Fault scenarios are the conse-
quence of a sensor failure, the lock failure in the actuator or the loss in effectiveness. 
There are also numerous papers dealing with the design of reconfigurable controls, 
which include FDI filters, reconfigurable controllers and reconfiguration mecha-
nisms, see e.g. [10]. 

Model-based control for integrated vehicle systems is formalized in the fol-
lowing steps. First a vehicle model which contains longitudinal, lateral and vertical 
dynamics is formalized. The vehicle model contains nonlinear components, i.e. the 
dynamics of the dampers and springs and relatively fast nonlinear actuator dy-
namics, see e.g. [1]. The difficulty in the integrated control is that it usually yields 
high-complexity vehicle systems. Second the model is augmented with perform-
ance specifications of the controlled system. They contain formalisms of the pos-
sible conflicts and constrains of the system, e.g. actuator saturation. The integrated 
vehicle control is not a simple control in which several inputs must be designed 
simultaneously. Here the priority between actuators must also be taken into con-
sideration. Then the model uncertainty that is covered by unmodelled dynamics and 
parametric uncertainties is also built into the model. Finally, in the closed-loop in-
terconnection structure weighting functions with parameter-dependent gains are 
designed in order to guarantee all of the performances and the trade-off between 
performances, see e.g. [3, 4]. Since the model is of high-complexity, the control 
design procedure often leads to numerical difficulties. 

The structure of the paper is as follows. In Section 2 the motivation example is 
presented. In Section 3 the control-oriented vehicle model with the vertical, yaw 
and roll dynamics is constructed. In Section 4 the performance specifications and 
the uncertainty structures are formalized in a closed-loop interconnection structure. 
In Section 5 the integrated control mechanism is presented through simulation 
examples. Finally, Section 6 contains some concluding remarks. 

 
 
 
 

com

Several researchers have focused on the integration of control systems. A com-
bined use of brakes and rear-steer to augment the driver's front-steer input in con-
trolling the yaw dynamics is proposed by [20, 23]. A four-wheel steer and 
four - wheel  drive  ( 4 / 4WS WD )  controller  via feed - forward  and  feedback
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2 Motivation Example 

Consider the following example, which is a motivation example of the integrated 
vehicle control. The objective of the control design is to minimize the tracking error 
and prevent rollovers. The chassis control integrates the active steering and the ac-
tive brake. A possible solution to the tracking problem is proposed by using active 
steering and in this operation the objective is to follow a pre-defined path, i.e. 
minimize the tracking error between the predefined and the actual paths of the ve-
hicle. In normal cruising the brake is not activated. When a rollover is imminent and 
this emergency persists the brake system is activated to reduce the rollover risk. 
When the brake is used, however, the real path significantly deviates from the de-
sired path due to the brake moment, which affects the yaw motion. This deviation 
must be compensated by the active steering system. To perform tracking and roll-
over prevention at the same time poses a difficult problem since these tasks are in 
contradiction with each other. A possible solution to reduce the interaction between 
performance specifications is to apply a third control input. Thus, active anti-roll 
bars, which focus only on the rollover problem, are also applied in the integrated 
vehicle system. The active anti-roll bars generate a stabilizing moment to balance 
an overturning moment and they operate all the time to improve roll stability and 
road holding. 

In the following the main steps of a control design of an integrated vehicle sys-
tem with steering, brake and anti-roll bars are presented. When the vehicle is 
cruising it only performs the tracking. In an emergency when a rollover is immi-
nent, it also performs the prevention of rollovers. The combined yaw-roll model, 
which is the basis of the control design, is nonlinear with respect to the forward 
velocity of the vehicle and the adhesion coefficient. The model is augmented with 
the signals defined by the performance specifications and the uncertainty structure 
defined by the difference between the plant and its model. The active brake 
switches on an emergency and it switches off when the emergency is over. In order 
to compensate for deviation of the yaw motion caused by braking a slight modifi-
cation of the tracking command for the steering subsystem is needed to avoid under- 
or oversteering. 

The example is also motivated by the adaptive cruise control. The predefined 
distance between the two vehicles is presented in Figure 2. During the simulation 
the leading vehicle modifies its velocity, it performs acceleration, travelling at a 
constant speed and deceleration. Moreover, the a-priori defined distance between 
the two vehicles must be maintained. According to the specification the distance 
must be constant in the first part of the simulation and then it must be increased. The 
functions of the powertrain system are the driving force, the engine revolution, the 
gearshift of the transmission. The control design of this system is a difficult 
multi-objective optimization problem, see e.g. [11]. Since the distance between the 
vehicles must be increased according to the task, the brake must also be activated. 
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Fig. 2. Time responses of the adaptive cruise control (velocity, distance, throttle force, gearshift, 
engine revolution, brake force) 

3 Control- riented Modeling of Vehicle Dynamics 

In vehicle modeling the motion differential equations of the combined yaw and roll 
dynamics of the single-unit vehicle are formalized. Figure 3 illustrates the com-
bined yaw and roll dynamics of the vehicle, which is modelled by a three-body 

system with a sprung mass sm  and two unsprung masses at the front ufm  and the 

rear urm  including the wheels and axles. The vehicle can translate longitudinally 

and laterally and it can also yaw. The sprung and the unsprung masses can rotate 
around a horizontal axis. The suspension springs, dampers and active anti-roll bars 
generate moments between the sprung and unsprung masses in response to roll 
motions. The tires produce lateral forces that vary linearly with the side-slip angles. 

The signals involved are the lateral acceleration ya , the side slip angle of the 

vehicle body β , the heading angle of the sprung mass ψ , the yaw rate ψ , the roll 

angle φ , the roll rate φ , the roll angle of the unsprung mass at the front axle tfφ  

and at the rear axle trφ . fδ  is the front wheel steering angle. v  is the forward 

velocity. The roll motion of the sprung mass is damped by suspensions with 

damping coefficients sfb , srb  and stiffness coefficients sfk , srk . The tire stiff-

nesses are denoted by tfk  and trk . xxI , xzI , zzI  are the roll moments of the iner-

tia of the sprung mass, the yaw-roll product, and the yaw moment of inertia, re-
spectively. h  is the height of the center of gravity (CG ) of the sprung mass from 

O
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roll axis and ufh , urh  are the height of CG  of the unsprung masses and r  is the 

height of the roll axis from the ground. 
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Fig. 3. The full car model with yaw and roll dynamics 

The control inputs are the front-wheel steering angle fδ  the difference between 

the brake forces of the vehicle bFΔ  and the roll moments at the front and at the rear 

generated by the active anti-roll bars fu , and ru . The control input provided by 

the brake system generates a yaw moment, which affects the lateral tire forces di-
rectly. The motion differential equations are the following. The first equation is a 
lateral force balance, the second equation is a yaw moment balance for the entire 
vehicle, the third equation is the balance of roll moments on the sprung mass, and 
the last two equations are the balances of roll motions of the front and rear unsprung 
masses. 

 ( ) ,s yf yrmv m h F Fβ ψ φ+ − = +  (1a) 

 ,xz zz yf f yr r w bI I F l F l l Fφ ψ− + = − + Δ  (1b) 

 2( ) ( ) ,xx s xz s s zf f zr rI m h I m gh m vh F u F uφ ψ φ β ψ+ − = + + − + − +  (1c) 
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 ,( )( ) ,yf uf uf uf uf t f tf tf zf frF m v r h m gh k F uβ ψ φ φ− = − + + − + +  (1d) 

 ,( )( ) .yr ur ur ur ur tr t r tr zr rrF m v r h m gh k F uβ ψ φ φ− = − + − − + +  (1e) 

with the suspension forces ( ) ( )zf f tf f tfF k bφ φ φ φ= − + −  and 

,( ) ( )zr r tr r t rF k bφ φ φ φ= − + − . The lateral tire forces yfF  and yrF  in the di-

rection of the wheel ground contact are approximated linearly to the tire side-slip 

angles fα  and rα , respectively: yf f fF Cμ α=  and ,yr r rF Cμ α=  where 

fC  and rC  are tire side slip constants and μ  is the adhesion coefficient. The tire 

side slip angles for the front and rear wheels in the lateral and in the longitudinal 

directions are approximated as follows: /f f fl vα β δ ψ= − + − ⋅  and 

/r rl vα β ψ= − + ⋅ . 

These equations are expressed in a state space representation with the following 

state vector: , , .
T

t f t rx β ψ φ φ φ φ⎡ ⎤= ⎣ ⎦  The vector of the control in-

puts is f b f ru F u uδ⎡ ⎤= Δ⎣ ⎦ . The disturbance w  is caused by the chang-

ing of the adhesion coefficient, side wind or road irregularities. Then the state 

equation arises in the following form: 0 10 20( ) ( , ) ,E v x A v x B w B uμ= + +  

where ( )E v , which contains masses and inertias, is an invertible matrix. 

The nonlinear effects of the forward velocity and those of the adhesion coeffi-
cient are taken into consideration in the vehicle dynamics. Forward velocity is ap-
proximately equivalent to the velocity in the longitudinal direction while the 
side-slip angle is small. It is assumed that the forward velocity is available, i.e. it is 
estimated on-line by using the on-board sensors, see e.g [29]. The adhesion coef-
ficient depends on several factors, e.g. the type of road surface, the maneuver of the 
vehicle. The changes in the adhesion coefficient occurring at only one of the tires 
are ignored, their influence is taken into consideration in terms of the entire vehicle. 
Since this coefficient is time-varying, an adaptive observer-based grey-box identi-
fication method has been proposed for its estimation, see [17]. 

If forward velocity and the adhesion coefficient are selected as scheduling 
variables, the differential equations of the vehicle model are transformed into a 
Linear Parameter Varying (LPV) model: 

 1 2( ) ( ) ( )x A x B w B uρ ρ ρ= + +  (2) 
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where [ ]1 2 3 4ρ ρ ρ ρ ρ=  with 

2
1 2 3 4, / , / , 1/v v vρ μ ρ μ ρ μ ρ= = = = . and 

0 1 1 2 2 3 3 4 4( ) ,A A A A A Aρ ρ ρ ρ ρ= + + + +  1 10 1 11( ) ,B B Bρ ρ= +  

2 20 1 21( )B B Bρ ρ= + . 

The LPV methods assume that the nonlinearities of vehicle systems can be 
hidden by scheduling signals, which are assumed to be measured or achieved. The 
LPV modeling approaches allow us to take into consideration the highly nonlinear 
effects in the state space description in such a way that the model structure is 
nonlinear in the parameters, but linear in the states. Furthermore this state space 
representation of the LPV model is valid in the entire operating region of interest 

The design is based on an H  control synthesis extended to LPV systems that use 
parameter dependent Lyapunov functions. The LPV method in the early applica-
tions is based on a single Lyapunov function (SLF) approach, in which the variation 
of the scheduling variables can be arbitrarily fast, see [27, 12]. In later applications 
parameter dependent Lyapunov functions (PDLF) are applied. The motivation 
reason is that ignoring the bandwidth of the actuators or the signals leads to an in-
finite rate bound on the scheduling variables in an impractical way. If the rate bound 
is assumed a less conservative result for the class of systems is yielded, see [4, 5, 7, 
36]. The advantage of LPV methods is that the controller meets robust stability and 
nominal performance demands in the entire operational interval, since the controller 
is able to adapt to the current operational conditions. 

4 Control Design Based on an Interconnection Structure 

The purpose of the integrated vehicle control is to track a predefined path of the 
vehicle, reduce the rollover risk and guarantee performances even in fault scenarios. 
Two variables must be monitored and added to the scheduling vector in order to 
improve the safety of the vehicle: a variable is needed to reduce the rollover risk and 
the harmful effects of the abrupt braking; another variable is also required to take a 
detected failure of an active component into consideration. 

Roll stability is achieved by limiting the lateral load transfers on both axles, i.e. 

at the front and rear axles ziFΔ , ( , )i f r∈ , to below the levels for wheel lift-off. 

The lateral load transfer is calculated: zi t tiF k φΔ = , where tiφ  is the roll angle of 

the unsprung mass. This requirement leads to the definition of the normalized lat-
eral load transfer, which is the ratio of the lateral load transfer and the mass: 

/( ).i zi iR F m g= Δ  If the iR  takes on the value 1±  then the inner wheels in the 

bend lift off. The limit cornering condition occurs when the load on the inside 
wheels has dropped to zero and all the load has been transferred onto the outside 
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wheels. This event does not necessary result in the rolling over of the vehicle. 
However, the aim of the control design is to prevent rollover in all cases and thus 
the lift-off of the wheels must also be prevented. Thus, the normalised load transfer 
is critical when the vehicle is stable but the tendency of the dynamics is unfa-
vourable in terms of a rollover. The maximal value of the normalized lateral load 

transfers max{ , }R f rR Rρ =  is selected as a scheduling variable. The aim of the 

control design is to reduce the normalized lateral load transfer Rρ  if it exceeds a 

predefined critical value. 
In the calculation of the normalized lateral load transfer the roll angles of the 

unsprung masses both at the front and rear axles must be applied. The method re-
quires the measurement of the roll angle of the unsprung masses, see [28]. How-
ever, this is not a cheap measurement to carry out. It would therefore be more useful 
if the roll rate or the roll acceleration could be measured using a rate gyro and fed 
back into the controller. A method is proposed for the estimation of the roll angles 
of the unsprung masses based on an observer design, see [16]. 

Since the fault-tolerant control requires fault information in order to guarantee 
performances it modifies its operation. It is assumed that the fault information is 
provided by a fault detection and isolation (FDI) filter in the following way: 

max/f actf fρ = , where actf  is an estimation of the failure (output of the FDI 

filter) and maxf  is an estimation of the maximum value of the potential failure (fatal 

error). The estimated value actf  means the measure of the performance degrada-

tion of an active suspension component. The value of a possible fault is normalized 
into the interval [0, 1] . The value 0  corresponds to the non-faulty operation and 

the value 1 means that the active anti-roll bars are not able to work. This fault in-
formation is used in the reconfiguration mechanism. Significant research results 
have been published for the general FDI problem and several methods have been 
proposed, e.g. the parity space approach, the multiple model method, detection 
filter design using a geometric approach, or the dynamic inversion based detection, 
see [21, 13]. Most of the design approaches refer to linear, time-invariant (LTI) 
systems, but references to some nonlinear cases are also found in the literature, see 

[30, 9]. An H  approach to design a fault detection and isolation gain-scheduled 
filter for LPV  systems was presented by [7, 32]. 

The scheduling vector is augmented with two variables: 

0 .
T

R fρ ρ ρ ρ⎡ ⎤= ⎣ ⎦  It is noted that the monitored scheduling variables are 

not in the original scheduling vector, which is defined in order to transform the 
nonlinear vehicle model into an LPV form. The variables, which are used only for 
monitoring purposes, can be calculated by using additional components such as an 
FDI filter. 

Consider the closed-loop system which includes the feedback structure of the 
model, the compensator and elements associated with the uncertainty models and 
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performance objectives, see Figure 4. The command signal is a pre-defined yaw 

rate signal cmdψ . The control inputs are the front wheel steering angle and the 

difference between the brake forces and the roll moments of the active anti-roll 

bars. The performance signals are the tracking error eψ , the lateral acceleration ya  

and the control inputs: ,T
yz e a uψ⎡ ⎤= ⎣ ⎦  where 

u   f ΔFb uf ur
T

. The measured outputs are the lateral acceleration 

of the sprung mass ya , the yaw rate ψ  and the roll rate φ . The noises 

an n nψ⎡ ⎤= ⎣ ⎦  are from the measurements. In order to solve the yaw-rate tracking 

problem, the command signal must be fed forward to the controller. Hence, the 

measured output vector contains the yaw-rate command signal cmdψ . 
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Fig. 4. The closed-loop structure for the design of an active steering 

The mechanism of the integrated control requires a priority between the actua-
tors, which can be guaranteed by using a weighting strategy. The weighting func-
tion for the tracking error is selected in such a way that in steady state the tracking 

error must be below an acceptable limit. A parameter dependent gain ayφ  is applied 

in the weighting function of the lateral acceleration, since the brake is activated only 

in an emergency, i.e. the normalized lateral load transfer Rρ  has reached its critical 

value. Thus, the normalized lateral load transfer is applied as a scheduling variable. 
The weighting functions of the tracking error and the lateral acceleration are se-
lected as: 

 ,
0.05 10.05
10 1p e

sW
sψ
+

=
+

 (3a) 
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 ,
0.005 1( , ) .
0.083 1p ay ay R f

sW
s

φ ρ ρ +
=

+
 (3b) 

When the vehicle is in normal cruising the weighting function ,p ayW  should be 

small and when the lateral acceleration increases and the normalized lateral load 

transfer has reached its critical value the weighting function ,p ayW  should be large 

to avoid the rollover. Thus, a parameter-dependent gain ( , )ay R fφ ρ ρ  in equation 

(3b), which reflects the relative importance of the normalized lateral load transfer is 

applied. A large gain ( , )ay R fφ ρ ρ  corresponds to a design that reduces rollover 

risk. When the vehicle is in normal cruising ( , )ay R fφ ρ ρ  is small and the mini-

mization of lateral acceleration is not needed. In order to take into consideration a 
nonlinear function of the controller with respect to the operating domain a pa-
rameter dependent weighting function must be used. The parameter dependent gain 

( , )ay R fφ ρ ρ  is as follows: 
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Here, the normalized lateral load transfer is applied to monitor the rolling over of 

the vehicle. 1R  defines the critical status when the vehicle is close to rolling over, 

i.e. the active anti-roll bars are not capable of generating more stabilizing moment. 

The closer 1R  is to 1 the later the brake will be activated. Parameter 2R  shows 

how fast the brake should focus on minimizing the lateral acceleration. The selec-

tion of 1R  and 2R  is critical. If the brake is activated at a large 1R  the probability 

of rollover increases. If the value 1R  was small, the brake would be activated very 

frequently. Moreover, in the event of a fault the range of the operation of the brake 

system must be extended. In the fault case the design parameter 3R  (and 4R ) are 

chosen from 1R  (and 2R ) to be scheduled on fault information fρ : 

3 1 0.1 fR R ρ= −  (and 4 2 0.1 fR R ρ= − ) where fρ  is the normalized value of 

the fault information. 
In this paper the control inputs, i.e. control forces and moments are designed. 

The designed control inputs are required ones, which must be created by the elec-
tro-hydraulic actuators. E.g. the required force must be tracked by an actuator level 
controller.  Note that  for  the sake of  simplicity  the dynamics of  the actuators is
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nored. An example of the solution of tracking problem by using an actuator is 
presented in [18]. 

In order to describe the control objective, the parameter dependent augmented 

plant P  must be built up using the closed-loop interconnection structure. The 

augmented plant P  includes the yaw-roll dynamics of the vehicle G  and 

the weighting functions. Using the controller K  the closed-loop system M  is 
given by a lower Linear Fractional Transformation (LFT) structure: 

M  FℓP,K . The control goal is to minimize the induced L2  norm 

of a LPV system M , with zero initial conditions, which is given by 

inf
K

sup
∈FP

sup
‖w‖2≠0,w∈L2

‖z‖2
‖w‖2  

The quadratic LPV performance problem is to choose the parameter-varying 
controller in such a way that the resultant closed-loop system is quadratically stable 

and the induced L2  norm from w  to z  is less than γ . The existence of a con-

troller that solves the quadratic LPV γ -performance problem can be expressed as 

the feasibility of a set of Linear Matrix Inequalities (LMIs), which can be solved 

numerically. The state space representation of the LPV control K  can be con-
structed, see [4, 5, 35, 36]. 

The constraints set by the LMIs are infinite dimensional, as is the solution space. 
The infinite-dimensionality of the constraints is relieved by a finite, sufficiently fine 
grid. To specify the grid of the performance weights for the LPV design the 
scheduling variables are defined through lookup-tables. The grid is determined by 

v , μ , Rρ  and fρ  as follows: [20, , 120]v = … , [0.1, , 1.1]μ = … , 

1 2[0, , , 1]R R Rρ =  and [0, 1]fρ = . The gridding reflects the qualitative 

changes of the performance weights, i.e. the scheduling variables. Weighting 
functions for both the performance and uncertainty specifications are defined in all 
of the grid points. The stability and performance are guaranteed by the LPV design 
process, see [4, 5, 35]. 

The realization of an LPV controller poses a problem, which must be handled. 
The control design is performed in continuous-time, in which it is assumed that the 

scheduling variable   is known in continuous-time.   is measured only at sam-

pling times. Instead of having a fixed dependence of system matrices on  , the 

matrices are only known at discrete   values. The suitable sampling time must be 
selected according to the physical system; however, the real sampling time is 
modified by the implementation possibilities. The theoretical investigation of the 
quantization effects has not been completed. Thus the determination of the pa-
rameters during the intervals between sampling times is a difficult theoretical 
problem. A simple procedure applied in practice uses a zero-order hold method 

 ig
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between sampling times, see [34. A better solution of the approximation is based on 
polynomial or rational functions through curve fitting. 

If parameter-dependent Lyapunov functions are used, the controller designed 

depends explicitly on ̇ . Thus, in order to construct a parameter-dependent con-

troller, both   and ̇  must be measured or available. When ̇  is not measured in 
practice, a suitable extrapolation algorithm must be used to achieve an estimation of 

the parameter ̇ . The disadvantage of this approach is that the sources of the 
scheduling variables are not independent. Balas et al. proposed a possible method to 

perform a  -dependent change of variables to remove ̇  dependence, see [4]. 

5 Simulation Examples 

In this section, the operation of the integrated control is illustrated in a dou-
ble-lane-changing manoeuver, which is defined by the signal yaw-rate. The size of 
the path deviation is chosen to test a real obstacle avoidance in an emergency on a 
road. The maneuver has a 2  m path deviation over 100  m . The velocity of the 

vehicle is 90  kmph . The steering angle is a ramp signal which reaches the 

maximum value ( 3.5  deg ) in 0.5  sec  and filtered at 4  /rad s  to represent 

the finite bandwidth of the driver. The steering angle input is generated in such a 
way that the vehicle with no roll control comes close to a rollover during the ma-
neuver and its normalized load transfers are above the value 1± . 

Figure 5 shows the time responses in cases when active anti-roll bars (dash-dot), 
an active braking mechanism (dash) and an integrated controller (solid) are used. 
The controller must guarantee both the tracking performance of yaw rate command 
and rollover prevention. The tracking error of all the control cases is acceptable in 
the yaw rate channel. Using only active anti-roll bars the control does not have a 
direct effect on the change in acceleration. However, they generate stabilizing lat-
eral displacement moments, which balance the destabilizing overturning moment 
caused by lateral acceleration. The control torque is approximately 60  kNm  at 
both the front and the rear axles. In the case of an active brake, the lateral accel-
eration is the same as when the normalized load transfers do not reach the critical 

value, which is determined by 1( 0.75)R =  but once the critical value has been 

exceeded the control algorithm is activated and the active brake system reduces the 
lateral acceleration. The time when the brake control is activated can be seen in the 
brake force figure, which shows that the rear-left wheel is braked to avoid the 
rollover of the vehicle. The brake forces are 100  kN  at the left and 20  kN  at 
the right at the rear axle. 
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Fig. 5. Time responses of the steering maneuver (yaw rate, lateral acceleration, steering angle, 
normalized lateral load transfers both at the front and the rear, roll moments at the front and the 
rear and the brake force at the left and the right on the rear side) 

In the case of the integrated control, only the active anti-roll bars are working 
and generating a stabilizing lateral displacement moment when the normalized load 
transfer does not reach the critical value and the brake system is not activated. The 
integrated control can be considered as simple active anti-roll bars when the nor-

malized lateral load transfer is less than 1R . Hence, the brake force required to 

prevent the rollover of the vehicle is less than when using only the brake system. It 
can also be observed that the critical value of the lateral acceleration is the second 
peak from the rollover point of view. The engineering interpretation of this phe-
nomenon is that the vehicle generates larger lateral acceleration when the vehicle 
starts returning into the lane because the driver must set a double steering angle with 

180−  phase shifting to steer back the vehicle into its original position. The control 
torque is approximately 30  kNm  at the front and 20  kNm  at the rear and the 

brake force is 60  kN  on the left at the rear axle. The advantage of the integrated 
control is that it meets performance demands with smaller control energy, i.e. the 
control force and control moments required are smaller than without an integration. 

In the second example a float failure in the active anti-roll bars is assumed to 
have occurred. In this case the relative displacement of the hydraulic actuator 
changes the suspension travel instantaneously. This means that the active anti-roll 
bars cannot generate lateral displacement moment to balance the overturning mo-
ment and the piston of hydraulic actuator can move freely in the cylinder. This 
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situation may arise when the power supply is cut off and sufficient oil pressure is 
not provided. Figure 6 shows the time responses in cases when there is a float 
failure at the front (dash), float failure at the rear (dash-dot), and fault-free operation 
(solid). 
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Fig. 6. Time responses of the steering maneuver in fault operation (normalized lateral load 
transfers both at the front and the rear, roll moments at the front and the rear and the brake force at 
the left and the right on the rear side) 

The active anti-roll bars are not able to generate control torque over 2.5  sec , 
so the reconfigured controller structure is identical to the controller in which only 
the brake system is used to prevent the rollover of the vehicle. When there is a float 
failure at the front of the anti-roll bars the brake generates slightly larger force than 
in a fault-free case since it is not critical in this maneuver. However, when there is a 
failure at the rear of the anti-roll bars the brake is activated on the right (at 1.8  

sec ) and on both sides (at 2.5  sec ). The reason for this is that in the fault case 

the critical value of 1( 0.65)R =  is smaller than in the fault-free case. 

Conclusions 

In the paper, a model-based control design for an integrated vehicle system has been 
presented. As an illustration an integrated control, which includes an active steer-
ing, active anti-roll bars and an active brake system, is proposed for tracking the 
path of the vehicle and guaranteeing road holding and roll stability. In cruising 
mode, the controller minimises the tracking error and when the normalised load 
transfer has reached its critical value, the brake control is also activated in order to 
prevent the rollover, while the active anti-roll bars are operating continuously. 

The modelling and the control design are based on the LPV method. In the 
control-oriented modeling the vehicle dynamics is augmented with the performance 
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specifications of controlled system and uncertainties of the model. In the control 
design performance specifications must be formalized in such a way that the per-
formance demands are guaranteed, conflicts between performances are handled, 
priority between different actuators is created and the various fault information is 
taken into consideration. In the LPV model, the forward velocity, the adhesion 
coefficient, the normalised lateral load transfer and the monitored fault information 
are chosen as scheduling parameters. 

Acknowledgments This work is supported by the Control Engineering Research Group of HAS at 
Budapest University of Technology and Economics. The support of the Hungarian National Office 
for Research and Technology through grants TECH_08_2/2-2008-0088 is gratefully acknowl-
edged. 

.

118 P. Gáspár

References 

[1] Alleyne, A., Liu, R.: A Simplified Approach to Force Control for Electro-Hydraulic 
Systems. Control Engineering Practice 8, 1347–1356 (2000) 

[2] Alvarez, L., Horowitz, R.: Safe Platooning in Automated Highway Systems. Vehicle 
System Dynamics, pp. 23–84 (1999) 

[3] Balas, G., Doyle, J.: Robustness and Performance Tradeoffs in Control Design for 
Flexible Structures. IEEE Transactions on Control Systems Technology 2(4), 352–361 
(1994) 

[4] Balas, G., Fialho, I., Lee, L., Nalbantoglu, V., Packard, A., Tan, W., Wolodkin, G., 
Wu, F.: Theory and Application of Linear Parameter Varying Control Techniques. In: 
Proc. of the American Control Conference (1997) 

[5] Becker, G., Packard, A.: Robust Performance of Linear Parametrically Varying Sys-
tems Using Parametrically-Dependent Linear Feedback. System Control Letters 23, 
205–215 (1994) 

[6] Bemporad, A.: Modeling, Control and Reachability Analysis of Discrete-Time Hybrid 
Systems. PhD Thesis, Department of Information Engineering, University of Siena 
(2003) 

[7] Bokor, J., Balas, G.: Linear Parameter Varying Systems: A Geometric Theory and 
Applications. In: 16th IFAC World Congress, Prague (2005) 

[8] Cebon, D.: Interaction between Heavy Vehicles and Roads. SAE-SP 951 (1993) 
[9] Chen, J., Patton, R.: Robust Model-based Fault Diagnosis for Dynamics Systems. 

Kluwer Academic Publishers, Dordrecht (1999)  
[10] Fischer, D., Isermann, R.: Mechatronic Semi-Active and Active Vehicle Suspensions. 

Control Engineering Practice (2004) 
[11] Freriksson, J., Egardt, B.: Nonlinear Control Applied to Gearshifting in Automated 

Manual Transmissions. In: Proc. Conference on Decision and Control, Sydney (2000)  
[12] Gahinet, P., Apkarian, P.: A linear Matrix Inequality Approach to H∞ Control. Inter-

national Journal of Robust and Nonlinear Control 4, 421–448 (1994) 
[13] Gertler, J.: Fault Detection and Isolation Using Parity Relations. Control Engineering 

Practice 5(5), 653–661 (1997) 
[14] Gillespie, T.: Fundamentals of Vehicle Dynamics. Society of Automotive Engineers 

Inc. (1992) 
[15] Gordon, T., Howell, M., Brandao, F.: Integrated Control Methodologies for Road 

Vehicles. Vehicle System Dynamics 40, 157–190 (2003) 



Model-Based Control Design of Integrated Vehicle Systems 119

[16] Gáspár, P., Szabó, Z., Bokor, J.: Brake Control Combined with Prediction to Prevent 
the Rollover of Heavy Vehicles. In: Proc. of the IFAC World Congress, Praha (2005)  

[17] Gáspár, P., Szabó, Z., Bokor, J.: Continuous-Time Parameter Identification Using 
Adaptive Observers for LPV Models with Vehicle Dynamics Applications. In: Robust 
Control Conference, Toulouse (2006)  

[18] Gáspár, P., Szabó, Z., Bokor, J.: The Design of a Two-Level Controller for Suspension 
Systems. In: IFAC World Congress, Seoul, Korea (2008)  

[19] Hirano, Y., Harada, H., Ono, E., Takanami, K.: Development of an Integrated System 
of 4WS and 4WD by H∞ Control. SAE Journal, 79–86 (1993) 

[20] Kiencke, U.: Integrated Vehicle Control Systems. In: Proc. of the Intelligent Com-
ponents for Autonomous and Semi-Autonomous Vehicle, Tolouse, pp. 1–5 (1995) 

[21] Massoumnia, M.A.: A Geometric Approach to the Synthesis of Failure Detection Fil-
ters. IEEE Transactions on Automatic Control AC-31(9), 839–846 (1986) 

[22] Mastinu, G., Babbel, E., Lugner, P., Margolis, D.: Integrated Controls of Lateral Ve-
hicle Dynamics. Vehicle System Dynamics 23, 358–377 (1994) 

[23] Nagai, M., Hirano, Y., Yamanaka, S.: Intergated Robust Control of Active Rear Wheel 
Steering and Direct Yaw Moment Control. Vehicle System Dynamics 28, 416–421 
(1998) 

[24] Palkovics, L., Fries, A.: Intelligent Electronic Systems in Commercial Vehicles for 
Enhanced Traffic Safety. Vehicle System Dynamics 35, 227–289 (2001) 

[25] Poussot-Vassal, C., Sename, O., Dugard, L., Gáspár, P., Szabó, Z., Bokor, J.: Attitude 
and Handling Improvements Trough Gain-scheduled Suspensions and Brakes Control. 
In: IFAC World Congress, Seoul (2008) 

[26] Rajamani, R.: Vehicle Dynamics and Control. Springer, Heidelberg (2005) 
[27] Rough, W., Shamma, J.: Research on Gain Scheduling. Automatica 36, 1401–1425 

(2000) 
[28] Sampson, D., Cebon, D.: Active Roll Control of Single Unit Heavy Road Vehicles. 

Vehicle System Dynamics 40, 229–270 (2003) 
[29] Song, C., Uchanski, M., Hedrick, J.: Vehicle Speed Estimation Using Accelerometer 

and Wheel Speed Measurements. In: Proc. of the SAE Automotive Transportation 
Technology, Paris (2002) 

[30] Stoustrup, J., Niemannn, H.: Fault Detection for Nonlinear Systems - a Standard 
Problem Approach. In: Proc. of the Conference on Decision and Control, Tampa, pp. 
96–101 (1998) 

[31] Swaroop, D.: String Stability of Interconnected Systems: An Application to Platoon-
ing in Automated Highway Systems. Research Report of PATH: Paper 
UCB-ITS-PRR-97-14 (1997)  

[32] Szabó, Z., Bokor, J., Balas, G.: Inversion of LPV Systems and its Application to Fault 
Detection. In: Proc. of the Safeprocess-2003, Washington, USA (2003)  

[33] Trachtler, A.: Integrated Vehicle Dynamics Control Using Active Brake, Steering and 
Suspension Systems. International Journal of Vehicle Design 36, 1–12 (2004) 

[34] Tóth, R., Heuberger, P., den Hof, P.V.: Crucial Aspects of Zero-Order Hold LPV 
State-Space System Discretization. In: IFAC World Congress, Seoul, Korea (2008) 

[35] Wu, F.: Control of Linear Parameter Varying Systems. PhD Thesis, Mechanical En-
gineering, University of California at Berkeley (1995) 

[36] Wu, F., Yang, X., Packard, A., Becker, G.: Induced L2 Norm Controller for LPV 
Systems with Bounded Parameter Variation Rates. International Journal of Robust and 
Nonlinear Control 6, 983–988 (1996) 

[37] Zin, A., Sename, O., Gáspár, P., Dugard, L., Bokor, J.: An LPV/Hinf Active Suspen-
sion Control for Global Chassis Technology, Design and Performance Analysis. Ve-
hicle System Dynamics, 889–912 (2008) 



 

 

Design and Applications of Cerebellar Model 
Articulation Controller 

Chih-Min Lin 

Department of Electrical Engineering, Yuan Ze University 
135, Far-East Rd., Chung-Li, Tao-Yuan, 320, Taiwan, Republic of China 

 cml@saturn.yzu.edu.tw 

Abstract   This study presents a control system design based on cerebellar-model-
articulation-controller (CMAC) for a class of multiple-input multiple-output 
(MIMO) uncertain nonlinear systems. The proposed control system merges a 
CMAC and sliding mode control, so the input space dimension of CMAC can be 
simplified. The control system consists of a CMAC-based principal controller 
(CMPC) and a robust controller. CMPC containing a CMAC uncertainty observer 
is used as the principal controller and the robust controller is designed to dispel the 
effect of approximation error. The gradient descent method is used to on-line tune 
the parameters of CMAC and the Lyapunov function is applied to guarantee the 
stability of the system. An experimental result of linear ultrasonic motor motion 
control and a simulation study of biped robot fault tolerance control show that fa-
vorable control performance can be achieved by using the proposed control sys-
tem. 

Keywords  cerebellar model articulation controller (CMAC), gradient descent 
method, Lyapunov stability theorem, uncertain nonlinear systems, linear ultra-
sonic motor, biped robot 

1 Introduction 

Sliding mode control (SMC) is an effective robust approach to the problem of 
maintaining stability and consistent performance of a controlled system with im-
precise modeling [1, 2]. Another important advantage of SMC is that by integrat-
ing several state variables into a sliding surface, the number of input variables of 
SMC system can be reduced. 

Cerebellar model articulation controller (CMAC) has been proposed for the 
identification and control of complex dynamical systems, due to its fast learning 
property and good generalization capability [3-7]. CMAC is a non-fully connected 
perceptron-like associative memory network with overlapping receptive fields. 
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This network has already been shown to be able to approximate a nonlinear func-
tion over a domain of interest to any desired accuracy [7]. Several literatures have 
demonstrated the applications of CMAC on control problems [8-13]. However, in 
the above CMAC literatures, some approaches are too complicated and some lacks 
of on-line real time adaptation ability. 

This study proposes a CMAC-based control system for a class of MIMO uncer-
tain nonlinear systems. This control system combines the advantages of CMAC 
and SMC. The developed system is comprised of a CMAC-based principal con-
troller and a robust controller. CMAC is used as an uncertainty observer of the 
principal controller, and a gradient-descent learning method is applied to adjust 
the parameters of CMAC. In the design of robust controller, a Lyapunov function 
is applied to guarantee the system’s stability. Finally, an experiment of linear ul-
trasonic motor motion control and a simulation study of biped robot fault tolerance 
control are demonstrated to illustrate the effectiveness of the proposed control 
method. 

This study is organized as follows. Problem formulation is described in Section 
2. Section 3 expresses the design of CMAC-based control system. Simulation and 
experimental results are provided to validate the effectiveness of the proposed 
control system in Section 4. Finally, Section 5 concludes the study. 

2 Problem Formulation 

Consider a class of multi-input multi-output (MIMO) nonlinear dynamic system 
described in the following form 

 
⎪⎩
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++=

xy
xLuxGxfx )()()( 00

)n(
 (1) 

where mℜ∈x  is the state, mℜ∈u  is the control input, ∈y  mℜ is the system 

output. Define T)1n(TT ][
T−= xxxx  nmℜ∈  as the system state vector, 

and it is assumed to be available for measurement. In addition, m
0 )( ℜ∈xf  and 

mm
0 )( ×ℜ∈xG  are system nominal nonlinear vector-valued and matrix-valued 

functions, respectively, and assumed they are bounded and available. Meanwhile, 

assume the nonlinear system of (1) is controllable and )(1
0 xG−  exists for all x . 

m)( ℜ∈xL  denotes the unknown uncertainty, which is assumed to be bounded. If 

there exist mismodelings between practical systems and the nominal functions, 
they can be absorbed into the uncertainty. 

The control purpose is to design a control system such that the system output 

can track a desired trajectory signal m
d R∈y . Define the tracking error as 
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and the system tracking error vector is defined as 

 [ ] nmTT)1n(TT ,,, ℜ∈−eeeeΔ  (3) 

Define an integrated sliding function as 
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where n,...,2,1i,mm
i =ℜ∈ ×K  are positive constant matrices and de-

fine mnmTT
n

T
1 ],,[ ×ℜ∈= KKK . 

If the nominal functions )(0 xf , )(0 xG and the uncertainty )( xL  are exactly 

known, then an ideal controller can be designed as 

 ])()([ )(  T
0
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d

1
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* eKxLxfxGu +−−= − y . (5) 

Substituting the ideal controller in (5) into (1), gives the error dynamic equation 

 0=+= eKes T)n( . (6) 

In (6), if K  is chosen to let all the roots of the polynomial 

n
1n

1
n)( KKIP +++= −λλλ  correspond to the coefficients of Hurwitz poly-

nomial, that is a polynomial whose roots lie strictly in the open left half of the 
complex plane, then it implies the tracking error will converge to zero when time 
tends to infinity. However, the uncertainty )( xL  is generally unknown for practi-

cal applications, so * u  in (5) is unavailable. Thus, a CMAC-based control system 
will be proposed to achieve trajectory tracking control. The proposed control sys-
tem is shown in Fig. 1, which is comprised of a CMAC-based principal controller 
(CMPC) cmpcu  and a robust controller ru  as follows: 

 rcmpc uuu += . (7) 

where cmpcu  is the principal controller used to approximate the ideal control in 

(5) and the robust controller ru  is utilized to compensate for the approximation 

error between the ideal controller and cmpcu . 
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Fig. 1. Block diagram of CMAC-based adaptive control system 

3 Adaptive CMAC- ased Control System Design 

This section proposes the CMAC-based control system design. In this design, a 
CMAC is introduced and is used to estimate the system’s uncertainty )( xL . 

3.1 The CMAC Model 

The scheme of CMAC architecture is shown in Fig. 2, consisting of two conse-
quent mappings and one output computation. The CMAC model and its functional 
mapping are introduced as follows: 

 Mapping I：I → A (8) 

 Mapping A：A → R (9) 

 Mapping R：R → W (10) 

 Output Computation O：O( I ) = WTΓ( I ) (11) 
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where I is a continuous n -dimensional input space, A denotes an association 

memory, R is a receptive-field space with kn  adjustable receptive-field functions 

where kn  is the number of blocks, W is a weight memory with knm×  adjustable 

weights, and O is a m–dimensional output space. 
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Fig. 2. Architecture of a CMAC 

1) The first mapping I relates the input state variable T
n21 ]III[=I  

to an association memory A. The Gaussian function is chosen as the receptive-
field basis function for each block and is given as follows: 
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where ikm  is the mean and ikσ  is the variance of the k -th block basis function 

corresponding to the i -th input variable. 
2) The second mapping A relates each location of A corresponding to a recep-

tive-field R. The mechanism for this mapping is shown in Fig. 3 for a two-
dimensional (2-D) input with 5 elements and 4 elements is accumulated as a 
block. Areas formed by multi-input regions are called hypercubes. Each activated 
element in each layer becomes a firing element, thus, the weight of each block can 
be obtained. The content of hypercube can be expressed as )(bk I , which is the 

general basis function of the k th hypercube, that is, 

 )I()(b i

n

1i
ikk ∏

=

≡ φI . (13) 

In a two-dimensional case shown in Fig. 3, the output of CMAC is the sum of 
the value in receptive-fields Bb, Dd, Ff and Gg, where the input state is (0.7,0.8). 
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Fig. 3. A two-dimensional CMAC 

3) The third mapping R relates each location of R to a particular value in the 
weight memory W. In CMAC, the content of weighted hypercube can be ex-
pressed as )(bw)(v kjkjk II ≡ , where jkw  is the weight of the k th hypercube for 

the j th output. 

4) The CMAC output O is the algebraic sum of the hypercube contents with ac-
tivated weights. The j th output of CMAC can be expressed as 
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The output of CMAC can be expressed in a vector notation as 
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3.2  Adaptive CMAC Control System Design 

In (5), the uncertainty )( xL  is always unknown, so * u  can not be implemented. 

A CMAC approximator will be used to estimate the uncertainty )( xL . By the 

universal approximation theorem, there exists a CMAC )(cmac xL  to approximate 

)( xL  [14] 

 εILxL += ),m,w,()( ikikkjcmac σ  (16) 

where ε  denotes the approximation error. In the sliding mode control, the slid-

ing condition is derived as 0<ssT  so the stability and convergence of 0→s  as 
∞→t  can be guaranteed [1, 2]. The adjustable parameters of CMAC observer 

are tuned by using the gradient decent method, which aims to minimize ssT  for 

achieving fast convergence of s . Therefore, ssT  is selected as the error function. 
Taking the derivative of s  and using (1), yields 

 eKes T)n( += eKxLyuxGxf T)n(
d00 )()()( +−+−−=  (17) 

Substituting (7) into (17) and multiplying both sides by Ts , yields 

 ])[()( rcmpc0
T

0
TT uuxGsxfsss +−−= )eKxLys T)n(

d
T )(( +−+  (18) 

where 

 ])()([ )( T
cmac0

)n(
d

1
0cmpc eKxLxfyxGu +−−= −  (19) 

With this representation of the CMAC-based control system, it becomes 
straightforward to apply the back-propagation idea to adjust the parameters. The 
hypercube weight kjw  and the mean ikm  and variance ikσ  of Gaussian function 

are updated by the following equations: 

 kjkjkj w)t(w)1t(w Δ+=+       (20) 

 ikikik m)t(m)1t(m Δ+=+                  (21) 

 ikikik )t()1t( σΔσσ +=+                   (22) 
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The training algorithms in (20), (21) and (22) perform error back-propagation 
by using chain rule, that is, 
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where wη , mη  and ση are positive learning-rates for the weight, mean and 

variance, respectively. 

3.3  Robust Controller Design 

The most useful property of CMAC is its ability to approximate linear or nonlin-
ear mapping through learning. In (16), the approximation error ε  is assumed to be 

bounded by D0 ≤≤ ε  where D  is a positive constant and ⋅ denotes an in-

duced-norm. The error bound is assumed to be a constant during the observation; 
however, it is difficult to measure it in practical applications. Therefore, a bound 
estimation is developed to estimate this error bound. Define the estimation error of 
the bound 

 D̂DD~ −=             (26) 

where D̂  is the estimated value of D . The robust controller is designed to 
compensate for the effect of the approximation error and is chosen as 

 )sgn(D̂)(  1
0r sxGu −−=                     (27) 
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By substituting (7) into (1), yields 

 ( ) )()()( rcmpc00
)n( xLuuxGxfx +++=             (28) 

After some straightforward manipulations, the error equation governing the 
system can be obtained through (5), (7), (16) and (1) as follows 

 sεuxGeKe =+=+ r0
T)n(  )(                  (29) 

Define a Lyapunov function as 

 
D

2T

2
D~

2
)D~,(V

η
+=

sss                (30) 

where the positive constant Dη  is a learning rate. Differentiating (30) with re-

spect to time and using (7), (27), (18) and (19), yields 

 
D

T D~D~)D~,(V
η

+= sss ( )
D

T D~D~)sgn(D̂
η

+−= sεs ( )
D

T D~D~D̂
η

+−= sεs  (31) 

If the adaptive law of the error bound is chosen as 

 sDD̂D~ η−=−=  (32) 

then (31) can be rewritten as 

 ( ) ssεss D̂DD̂)D~,(V T −−−= ( ) ( )ssεsεs DDT −≤−=  

 ( ) 0D ≤−−= sε  (33) 

Since )D~,(V s  is negative semi-definite that is ))t(D~),t((V s  

))0(D~),0((V s≤ , it implies s  and D~  are bounded. Let function 

( ) ( ) )D~,(VDD ssεsε −≤−≤−≡Ω , and integrate )t(Ω  with respect to time, 

then it is obtained that 

 ))t(D~),t((V))0(D~),0((Vd)(
t

0
ss −≤∫ ττΩ  (34) 
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Because ))0(D~),0((V s  is bounded, and ))t(D~),t((V s  is non-increasing and 

bounded, the following result can be obtained: 

 ∞<∫∞→

t

0t
d)(lim ττΩ  (35) 

Also, )t(Ω  is bounded, so by Barbalat’s Lemma [1], 0limt =∞→ Ω . That is, 

0→s  as ∞→t . Hence, the CMAC-based control system is asymptotically sta-
ble. 

4 Simulation and Experimental Results 

An experiment of a linear ultrasonic motor system and a simulation of a biped ro-
bot are examined to illustrate the effectiveness of the proposed design method. 

4.1 Linear Ultrasonic Motor System 

The proposed CMAC-based control system is applied to control a linear ultrasonic 
motor (LUSM). The nonlinear dynamic equation of LUSM is given by [15] 

 )t()t(u)()(f)t(x LxGx ++=  (36) 

where T)]t(x,)t(x[)t( =x  represent the position and velocity of the moving 

table, respectively; )(xG is the gain of the LC resonant inverter; )(xf  denotes a 

nonlinear dynamic function related to the components of stress, strain and electric 
field; )(tu  is the input force, and )(tL is the normalized lump force of the uncer-

tain nonlinearities such as friction, ripple force and external disturbance. Since the 
dynamic characteristic of LUSM is difficult to obtain, the dynamic functions 

)(xf , )(xG  and )(tL  are assumed to be unknown. The proposed CMAC-based 

control system is applied to control the system by letting 1)(f0 =x and 

)(0 xG =1. 

The control objective is to control the moving table to move ±2 cm periodically 
for a sinusoidal and a periodic step command. Moreover, a second-order transfer 
function is chosen as the reference model for a periodic step command: 
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where S  is the Laplace operator; ξ  and nw  are the damping ratio and undamped 

natural frequency, respectively. 

The control parameters are selected as 1.0mw === σηηη , IK =1 , IK 42 =  

and 1.0D =η . The initial conditions of the system are given as T]00[)0( =x , 

and the initial values of system parameters are given as; the inputs of CMAC are 

1s  and 2s . The experimental results of the CMAC-based control system due to a 

sinusoidal and periodic step commands are shown in Fig. 4. The tracking response 
of sinusoidal command is shown in Fig. 4(a); the associated control effort is 
shown in Fig. 4(b). Moreover, 1 Kg iron is put as load, the responses are given in 
Figs. 4(c), (d). The tracking response and control effort for periodic step com-
mands are shown in Figs. 4 (e)-(h). The experimental results indicate that the 
high-accuracy motion tracking responses can be achieved by using the proposed 
CMAC-based control system, even for load variation. 
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Fig. 4. Experimental results of CMAC-based control for LUSM due to a sinusoidal and a peri-
odic step command 

4.2  Biped Robot Fault Tolerance Control 

Consider a nine-link biped robot as shown in Fig. 5 and assume this system is sub-
jected to nonlinear faults with the dynamic system presented as follows [16- 18]: 

 ( )),()tt ()(),()( 0
1 qqfqgqqqCτqMq −+−−= − λ  (38) 

where 6,, ℜ∈qqq are vectors of joint positions, velocities, and accelerations, 

respectively, 66)( ×ℜ∈qM is the inertia matrix, 6 ℜ∈τ is the input torque vector, 

and 66),( ×ℜ∈qqC is the Coriolis/Centripetal matrix, 6)( ℜ∈qg  is the gravity 

vector. Unknown vector  ),( 6ℜ∈qqf stands for the change in the biped robot 

due to a fault.  )tt ( 0−λ  is a step function representing the time profile of faults, 

where   0t denotes the unknown fault-occurrence time. Then the robot dynamic 

equation can be rewritten as 

 [ ] ),()tt ()(),()( 0
1 qqfqgqqqCτqMq −+−−= − λ     (39) 

The CMAC-based fault-tolerant control law is designed as 

 r0 τττ −=  (40) 

where 0τ is the nominal controller [16-18] and the robust fault-tolerant control-

ler is designed as 

 ),(ˆ)(r qqfqMτ =  (41) 
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In which  ),(ˆ qqf is the output of CMAC that is used to estimate the nonlinear 

fault ),( qqf . A fault with the nonlinear change in link 1 and link 2 occurs at the 

2.5th sec with the following failure function: 

 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

+
+++

=

0
0
0
0

25qq100
17q7qq100q75  

  )(

21

2
2
2

2
1

2
1

t qq,f  (42) 

 

4l

1θ

4m

x

y
+−

1a 1l

1m1q

2θ

2q 2a

2l2m

3a3θ

3m
3q

5a

4a
4q

5q

5l 5θ

6θ

b

6q

6m

6a
6l

4θ

5m

4l

1θ

4m

x

y
+−

1a 1l

1m1q

2θ

2q 2a

2l2m

3a3θ

3m
3q

5a

4a
4q

5q

5l 5θ

6θ

b

6q

6m

6a
6l

4θ

5m

 

Fig. 5. A nine-link biped robot 

By equipping with CMAC, the simulation results of biped robot control system 
are shown in Fig. 6. The simulation results show that CMAC can provide fast and 
accurate estimation of fault; thus, the control system can effectively achieve the 
fault accommodation. 
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Fig. 6. The joint angle of each link with CMAC-based control system 

Conclusions 

In this study, a CMAC-based control system is proposed for a class of MIMO 
nonlinear systems. The robustness ability of CMAC-based control scheme which 
can handle system uncertainty and system failure was demonstrated. This study 
has successfully developed a CMAC model with online parameters tuning algo-
rithm. System stability of the uncertain system is also guaranteed by using the de-
veloped control system. The effectiveness of the proposed control system is illus-
trated by controlling a linear ultrasonic motor and a biped robot. The simulation 
and experimental results confirm that the proposed CMAC-based system can 
achieve favorable tracking performance for these systems. 
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Model- ased Design Issues in Fuzzy Logic 
Control 

Model-based design issues of fuzzy logic control systems for Single 
Input-Single Output (SISO) nonlinear time-varying plants are discussed. The em-
phasis is given to the stable design of fuzzy logic controllers (FLCs). The accepted 
FLCs belong to the classes of type-II fuzzy systems and type-III fuzzy systems ac-
cording to Sugeno’s classification. Two original theorems that ensure the uni-
formly stability and the uniformly asymptotically stability of fuzzy logic control 
systems are given. The stability analyses are done in the sense of Lyapunov and 
the approaches are expressed in terms of sufficient inequality-type stability condi-
tions. The effectiveness of the theoretical results is proved by their application in 
the stable design of Takagi-Sugeno FLCs for two SISO nonlinear time-varying 
plants, the Lorenz chaotic system and a laboratory Anti-lock Braking System. 
Digital simulation and real-time experimental results are included. 

Keywords: fuzzy logic control, model-based design, stability 
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1 Introduction 

Use is made in a lot of applications of fuzzy logic control for direct feedback con-
trol or on the low level in hierarchical control system structures. However fuzzy 
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logic control can be used at the supervisory level exemplified by the popular adap-
tive control system structures. Nowadays fuzzy logic control is no longer only 
used to directly express the knowledge on the controller plant or in other words to 
do model-free fuzzy logic control. A fuzzy logic controller (FLC) can be calcu-
lated from a fuzzy model obtained in terms of system identification techniques and 
thus it can be regarded as doing model-based fuzzy logic control. The most often 
used controller configurations are 

• Mamdani FLCs, referred to also as linguistic FLCs, with either fuzzy conse-
quents that represent the class of type-I fuzzy systems according to the classi-
fications given in (Sugeno 1999) and suggested by (Kóczy 1996) or singleton 
consequents belonging to the class of type-II fuzzy systems. Those FLCs are 
usually used as direct closed-loop controllers. 

• Takagi-Sugeno (TS) FLCs, referred to also as the class of type-III fuzzy 
systems (Sugeno 1999) especially when affine consequents are employed. 
They are typically used as supervisory controllers. 

The model-based design of fuzzy logic control system is applied for Mamdani 
and TS FLCs as well. Much research on the model-based design of fuzzy logic 
control systems making use of TS fuzzy models has been carried out in the recent 
years (Sun and Wang 2006), (Johanyák et al. 2006), (Blažič and Škrjanc 2007), 
(Oblak et al. 2007), (Pang and Lur 2008), (Vaščák 2008), (Tanaka et al. 2009), 
(Yuan and Wang 2009). Their advantages come from the fact that the TS fuzzy 
models can express highly nonlinear functional relations with a relatively small 
number of rules. The FLCs considered in the paper belong to the classes of type-II 
and type-III fuzzy systems. 

The model-based design of FLCs is difficult in applications that cope with con-
trol problems related to complex plants including the linear time-varying (LTV) 
and nonlinear time-varying (NTV) ones. LTV and NTV systems are widely used 
in practice because real-world applications make use of time-varying as a result of 
the parametric modifications. As particular NTV systems the LTV ones may also 
be a result of linearizing nonlinear systems in the vicinity of sets of operating 
points or trajectories. Several techniques are employed in the analysis and design 
of control systems meant for LTV systems dealing mainly with the eigenstructure 
assignment (Van der Kloet and Neerhoff 2002), (Lee and Choi 2004). In turn not 
so much attention has been focused on NTV systems. Several methods have been 
proposed recently to deal with the FLC design employing the stability analysis 
when the fuzzy logic control systems are viewed as convenient classes of nonlin-
ear systems in the Linear Matrix Inequality (LMI) framework (Tanaka et al. 
1998), (Tanaka et al. 2007), (Yoneyama 2007), (Lam and Leung, 2008), (Lendek 
et al. 2008), (Wei et al. 2009), (Yang and Zhang 2009). 
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One of the current trends in model-based design of fuzzy logic control systems 
is to derive less conservative conditions in order to prove their stability and guar-
antee their performance indices quadratic by means of Lyapunov functions, 
piecewise quadratic and non-quadratic ones (Sala et al. 2005), (Wang and Sun 
2005), (Michels et al. 2006), (Kruszewski et al. 2008), (Lam and Seneviratne 
2009), (Kim and Park 2009). The fuzzy partitions are the combinations of the 
products of rather simple arguments expressed as membership functions, and in 
real-world applications one particular case concerns fuzzy modeling of nonlinear 
systems under the form of Tensor Product fuzzy systems (Baranyi 2004), (Arino 
and Sala 2007), (Petres et al. 2007), (Precup et al. 2008b), (Baranyi et al. 2009). 

The paper suggests two theorems that ensure the uniformly stability and the 
uniformly asymptotically stability of fuzzy logic control systems. They are part of 
the above mentioned trend in terms of offering sufficient inequality-type stability 
conditions characterized by low conservativeness. Another advantage of the theo-
rems concerns the avoidance of solving the LMIs. Although the LMIs are compu-
tationally solvable they require numerical algorithms embedded in well acknowl-
edged software tools. The two theorems are based on Lyapunov’s theorem for 
time-varying system starting with the formulation presented in (Khalil 2002). 
They are applied in the model-based design of fuzzy logic control systems which 
is illustrated by two case studies. 

The paper discusses the following topics. Section 2 deals with the definition of 
the accepted class of fuzzy logic control systems. Next the stability conditions for 
fuzzy logic control systems based on two stability analysis theorems are derived in 
Section 3. Section 4 offers two case studies to validate the theoretical approaches 
by digital simulation and real-time experimental results. They deal with the fuzzy 
logic control of two Single Input-Single Output (SISO) NTV plants, the Lorenz 
chaotic system and a laboratory Anti-lock Braking System (ABS). Section 5 is fo-
cused on the conclusions. 

2 Fuzzy Logic Control Systems 

The structure of the fuzzy logic control system, accepted as stabilized control sys-
tem for the SISO NTV plant, is presented in Fig. 1, where: r – the reference input, 

Dxxx T
n ∈= ]...[ 21x  – the state vector, *INn∈ , nIRD ⊂  – the universe of 

discourse, y – the controlled output, u – the control signal, t – the independent time 
variable, t0 – the initial time moment, 0tt ≥ , and the superscript T stands for ma-

trix transposition. The dynamics of the actuator and measuring elements of the 
state variables nixi ,1 , = , are supposed to be included in the controlled plant. 

The structure presented in Fig. 1 can be viewed as a nonlinear state-feedback 
control system. Other variables can be considered as inputs of the FLC instead of 
the state variables. They are referred to as scheduling variables and may include 
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among them the control error, its derivative, etc. However those variables should 
be separated by different dynamics. 

 

Fig. 1. Fuzzy logic control system structure 

The disturbance inputs are absent in Fig. 1 because the main control aim is the 
regulation. The tracking can be ensured by adding integral components to the FLC 
which ensures additional dynamics in the controller structure and design. 

The controlled plant is modeled by the SISO NTV system with the following 
state-space equations: 
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00 xx
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+=

t
utt  (1) 

where T
nxxx ]...[ 21=x  is the derivative of x with respect to t, the domain 

D contains the equilibrium point in origin 0x = , and nIRD →∞× ),0[:,bf  are 

piecewise continuous functions in t and locally Lipschitz in x on ),0[ ∞×D . The 

two functions f and b describe the nonlinear and time-varying dynamics of the 
plant, and they are expressed in 

 

.]),(...),(),([),(

,]),(...),(),([),(

21

21
T

n

T
n

tbtbtbt

tftftft

xxxxb

xxxxf

=

=  (2) 

The FLC consists of r fuzzy logic control rules. The ith rule in the rule base of 
the FLC is 

 

,2   ,   ,,1   ),(   THEN            

~  IS   AND  ...  AND  ~  IS   AND  ~  IS  IF  : Rule ,2,21,1

≥∈== rINrriuu

XxXxXxi

i

ninii

x
 (3) 

where 
1,

~
iX , 

2,
~

iX , …, 
niX ,

~  are the fuzzy sets that describe the linguistics terms 

(LTs) of the input variables, )(xiuu =  is the control signal in the consequent of 

the ith rule, and the function AND, standing for the conjunction operator, is a t-
norm. )(xiu  can be either a constant when the FLC is considered to belong to the 

class of type-II fuzzy systems according to (Kóczy 1996) and (Sugeno 1999), or a 
function of the state vector as shown in (3) when the FLC is considered to belong 
to the class of type-II fuzzy systems. Therefore the FLC accepted here paper be-
long  to  the  classes  of  type-II  and  type-III  fuzzy  systems. A  Ruspini  partition 
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pini 1996), (Thiele 1997) of the input space D is accepted for the FLCs belonging 
to the class of type-II fuzzy systems. 

As mentioned previously the scheduling variables can be employed generally 
as premise variables in the FLC instead of the state variables. That is also the 
situation of highly nonlinear plants (Johansen et al. 2000), (Horváth and Rudas 
2004), where the scheduling variables make the difference between the local mod-
els of the controlled plant. 

Each rule in (3) generates the firing strength ]1,0[)( ∈α xi : 

 rixxx nXXXi niii
,1  )),( ),...,(),(min()(

,2,1,
~2~1~ =μμμ=α x , (4) 

where nj
jiX ,1,

,
~ =μ , are the continuous membership functions of the LTs. The 

following assumption is made: 

 0)( such that   ,1  ≠α=∃∈∀ xx iriD , (5) 

The defuzzification in the FLC is done according to: 
• the center of gravity defuzzification method for the FLCs belonging to the class 

of type-II fuzzy systems, 
• the weighted-sum defuzzification method for the FLCs belonging to the class 

of type-III fuzzy systems. 

The output of the FLC is the control signal )(xu  applied to the controlled plant 

viz. the actuator is the following function of )(xiα  and )(xiu : 
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)()(
)(

x

xx
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Definition 1: An active region of the ith fuzzy logic control rule is defined as the 
set }0)(|{ ≠α∈= xx i

A
i DD . 

3 Stability Conditions for Fuzzy Logic Control Systems 

The two stability analysis theorems to be presented here are based on Lyapunov’s 
theorem dedicated to the stability analysis of time-varying systems expressed for 
non-autonomous systems in the attractive formulation due to (Khalil 2002). The 
theorems offer sufficient stability conditions for the fuzzy logic control systems 
with the structure presented in Section 2. 

(Rus
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Theorem 1: Let nIRD ⊂∈= 0x  be an equilibrium point of the system (1) and 
the fuzzy logic control system defined in Section 2. If there exists a continuously 
differentiable function IRDV →∞× ),0[:  such that the conditions (7) and (8) are 

fulfilled: 

 0  )(),()( 21 ≥∀≤≤ tWtVW xxx , (7) 

 ritDWuttV
t
VtV A

iiii ,1 ,0  )()](),(),([),( 3 =≥∀∈∀−≤+
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∂
∂

= xxxxbxf
x

x , (8) 

where )(1 xW , )(2 xW  and riWi ,1 ),(3 =x , are continuous positive definite func-

tions on D, then 0x =  is uniformly asymptotically stable. In addition, if )(1 xW  is 

radially unbounded, then the equilibrium point 0x =  is globally uniformly as-
ymptotically stable. 

Proof: The derivative with respect to time of the time-varying scalar function with 
continuous first-order partial derivatives IRDV →∞× ),0[: , calculated along the 

trajectories of the system (1), is 
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where 
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The time derivative of ),( tV x  for )(xiuu =  is given by 

 riutBtF
t
VtV ii ,1  ),(),(),(),( =++
∂
∂

= xxxx . (10) 

Next the hypotheses of Theorem 1 result in 

 ritDWutBtF
t
V A
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∂
∂

≤ xxxxx . (11) 

Multiplying (11) by )(xiα  and calculating the sum, the result will be 
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and the division of (12) by 
1

( ) 0
r
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>∑ x  leads to 
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Therefore the following relationship is obtained from (8) and (13): 
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Since )(xiα  and )(3 xiW  are continuous functions on D, 0)(3 >xiW  0x ≠∀  and 

0)(3 =0iW , ri ,1= , if they are defined in 0x = , it results that )(3 xW  is a continu-

ous positive definite function on D. Summing up, the conditions (7) and (14) sat-
isfy Lyapunov’s theorem for time-varying systems expressed in (Khalil 2002). 
Therefore, the equilibrium point at the origin is uniformly asymptotically stable. 
The proof is complete. 

Theorem 1 ensures the sufficient conditions (7) and (8) (and eventually the 
condition concerning the radially unbounded )(1 xW ) for the globally (uniformly) 

asymptotically stability of the accepted class of fuzzy logic control systems de-
fined in Section 2. The following theorem ensures two sufficient conditions for the 
uniformly stability of the accepted class of fuzzy control systems. 

Theorem 2: Let nIRD ⊂∈= 0x  be an equilibrium point of the system (1) and 
the fuzzy logic control system defined in Section 2. If there exists a continuously 
differentiable function IRDV →∞× ),0[:  such that the conditions (15) and (16) 

are fulfilled: 

 0  )(),()( 21 ≥∀≤≤ tWtVW xxx , (15) 
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where )(1 xW  and )(2 xW  are continuous positive definite functions on D, then 

0x =  is uniformly stable. 
Proof: The relations (8) to (10) in the proof of Theorem 1 are applied again in the 
hypotheses of Theorem 2, but (11) is replaced by 

 ritDutBtF
t
V A

ii ,1 ,0  )(),(),( 0 =≥∀∈∀++
∂
∂

≤ xxxx . (17) 

Next (17) is multiplied by )(xiα , the sum is calculated, the result is divided by 

0)(
1

>α∑
=

r

i
i x  and the following result, similar to (14), can be expressed: 

 DtV ∈∀≤ xx  0),( . (18) 

The conditions (15) and (18) satisfy Lyapunov’s theorem for time-varying sys-
tems expressed in (Khalil 2002), so the equilibrium point at the origin is uniformly 
stable. Therefore the proof is complete. 

Since Theorem 1 is sufficient for Theorem 2 and thus stronger, the following 
Section will be concentrated on two applications of Theorem 1. 

4 Case Studies 

This Section is dedicated to the validation of the theoretical results presented in 
the previous Section. The stable design of fuzzy logic control systems will be il-
lustrated in two case studies in terms of offering low-cost FLCs that belongs to the 
class of type-III fuzzy systems to stabilize the Lorenz chaotic system i.e. Takagi-
Sugeno FLCs. 

4.1 Case Study 1 

The case study 1 concerns the model-based design of a fuzzy control system to 
stabilize the Lorenz chaotic system. The Lorenz equations (Lorenz 1963), (Lorenz 
1993) are transformed into the following state-space equations of an SISO NTV con-
trolled plant: 
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where Txxx ][ 321=x , the three parameters 0,, >βρσ  are called the Prandtl 

number, the Rayleigh number, and a physical proportion, respectively, and they 
affect the system’s behavior. The plant defined in (19) exhibits chaotic behaviors 
being extremely sensitive to the initial conditions associated to its associated 
Cauchy problem. The classical values used to demonstrate the chaotic behavior 
and applied here are 10=σ , 3/8=β  and ρ is variable with respect to time, 

0  100)(0 0 =≥∀≤ρ≤ ttt . 

Use is made of the inputs x1 and x2 in the design of the FLC. The fuzzification 
is done according to Fig. 2 which illustrates the membership functions correspond-
ing to the LTs of the linguistic variables x1 and x2, with the parameters 

2,1 ,40 ,10 === iTS ii . 

 
Fig. 2. Membership functions of x1 and x2 

The complete rule base of the Takagi-Sugeno FLC is (r = 9) 
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),,(  THEN  N  IS   AND    ZIS  IF  :8 Rule
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),,(  THEN    ZIS   AND  P  IS  IF  :5 Rule
),,(  THEN  P  IS   AND  N  IS  IF  :4 Rule
),,(  THEN  N  IS   AND  P  IS  IF  :3 Rule
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 (20) 

Theorem 1 has been applied to calculate the expressions of the consequents 
),( 21 xxui , 1,9=i . The domain D has been set to ]100,100[]100,100[ −×−=D  and 
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and the functions 1,9= ),()()( 2
3

2
2

2
1

33 ixxxWW i β++σ== xx , have been set for 

all rules. 
The following control signals in the consequents of the rules satisfy (8): 
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 (22) 

Considering 1000  ,)( ≤≤=ρ ttt , 0=r  and T]111[0 −=x , the digital simu-

lation results are presented in Figs. 3 and 4 for the controlled plant and the fuzzy 
logic control system, respectively. Fig. 4 shows the performance improvement 
with respect to Fig. 3 reflected by the suppression of the chaotic behavior. How-
ever the performance indices of the fuzzy logic control system can be improved 
further by imposing performance specifications and inserting dynamics in the FLC 
structure. 

 

 

Fig. 3. Behavior of Lorenz chaotic system 

the following function ),( tV x , which is a continuously differentiable positive 

function on D, has been set to fulfill the condition 
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Fig. 4. Behavior of Lorenz chaotic system stabilized by type-III fuzzy logic control system 

4.2  Case Study 2 

The case study 2 concerns the model-based design of a fuzzy control system for 
the longitudinal slip control of the INTECO ABS laboratory equipment (Fig. 5) 
implemented in the Intelligent Control Systems Laboratory with the “Politehnica” 
University of Timisoara (PUT). The controlled plant is strongly nonlinear (Rădac 
et al. 2008) and its model can be simplified in terms of the SISO LTV expression 

 

 

Fig. 5. Experimental setup 
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where λ=y  is the longitudinal slip (the controlled output) and the values of all 

parameters have been obtained by linearization around 54 operating points. Intro-
ducing the state vector x: 
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the state-space equations of the controlled plant are 
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The complete rule base of the Takagi-Sugeno FLC is presented in (20) and the 
membership function shapes are illustrated in Fig. 2, with the parameters 

3.011 == TS , 5.122 == TS . The domain D has been set to ]1,1[]1,1[ −×−=D , and 

the continuously differentiable positive function on D, ),( tV x , has been set to ful-

fill the condition 
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where the auxiliary parameters α and b(t) are defined as follows: 
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The derivative of V with respect to time making use of (25) to (27) is 
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The relationship (28) is useful in the design of the consequents of the fuzzy 
logic control rules such that to satisfy (8). The following functions and control 
signals in the consequents of the rules have been designed: 
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The scenario used in the real-time experiments is characterized by the constant 
reference input 3.0=r , without disturbance inputs, constant k(t) and zero initial 
conditions. The real-time experimental results are presented in Fig. 6 and prove 
the good performance indices of the fuzzy logic control system. 

 

 

Fig. 6. Real-time experimental results: control signal (u) and controlled output (y) versus time 

Conclusions 

The paper has proposed two stability analysis theorems employed in the model-
based design of a class of fuzzy logic control systems that cope with SISO NTV 
systems. FLCs belonging to the classes of type-II and type-III of fuzzy systems 
have been considered. 

The first shortcoming of the approaches is the absence of the computer-aided 
design of the FLCs. However the two case studies, that validate the theoretical ap-
proaches, highlight the possibility to transform the two theorems into design algo-
rithms (Precup et al. 2008a). 
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The second shortcoming is the need to compare the new approaches with the 
less conservative LMI-based ones. That is a future research direction although the 
strength of the stability conditions has been outlined in the previous Section. An-
other research direction is the extension of the stability analysis theorems to solv-
ing regulation and tracking control problems based on strong and clearly formu-
lated performance specifications including robustness issues. 
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Abstract.   A large scale system in general is a high dimensional high parametric 
system with complex dynamics. For efficient and optimal function of such sys-
tems, it is necessary to propose and implement newest knowledge from the areas 
of cybernetics and artificial intelligence. Present control systems are often limited 
to control a complex system only at some given conditions. However in real-world 
applications these systems find themselves in very different working conditions, 
what influences parameters of their operation and characteristics of behavior and 
may lead to errors and critical states. The article deals with overview of methods 
of situational control and is aimed on implementation of these methods in the area 
of turbojet propulsion. 

1 Introduction 

A complex system in general is a high dimensional high parametric system with 
complex dynamics. For effective and optimal function of such systems it is neces-
sary to propose and implement newest knowledge from the areas of cybernetics 
and artificial intelligence. Present control systems are often limited to control 
a complex system only at some given conditions. However in real-world applica-
tions these systems find themselves in very different working conditions, what in-
fluences parameters of their operation and characteristics of behavior and may 
lead to errors and critical states. 

It is needed to handle all these conditions and situations in such way, the sys-
tem would work economically and effectively, thus optimally. It is possible to se-
cure this factor of optimal operation of a controlled system in all eventual states of 
the environment and its inner states, represented by its inner parameters with use 
of situational control methodology. The terms, situational, situational control in-
tuitively tell, that they represent control of a chosen complex system in its differ-
ent situational states. In an ideal case this will represent the control of a complex 

ladislav.madarasz@tuke.sk, rudolf.andoga@tuke.sk, ladislav.fozo@tuke.sk  

tobias.lazar@ tuke.sk

Ladislav Madarász*, Rudolf Andoga*, Ladislav Fozo*, and Tobiáš Lazar **

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 153–164. 
springerlink.com                                                                  © Springer-Verlag Berlin Heidelberg 2009 



system in its all operational states. However such an ideal case represents exis-
tence of infinite number of operational states but we posses only a limited number 
of control strategies (algorithms). So we are coming to the main idea of situational 
control methodology. Due to limitation of number of control algorithms, it is nec-
essary to limit the number of operational situations, so that control strategies 
would cover all operational situations. By declaration of this fact we are getting 
towards situational classification, which demands proposal of situational classes 
and algorithms to control a system which finds itself within states defined by these 
situational classes. Situational class represents then a set of similar operational 
states of a complex system. Usually one control strategy covers one situational 
class, but a case can occur where more situational classes are covered by one suit-
able robust control strategy. 

From situational control methodology point of view, proposal of situational 
classes, proposal of algorithms classifying the actual state of a system into situ-
ational classes and proposal of the control strategies are the key points in this area. 
The proposal of situational classes is usually realized by an expert from the given 
problems area. The area of classifiers of actual states of a system, offers a broad 
field of use of the most modern knowledge from the field of artificial intelligence, 
as are neuro, neuro-fuzzy, or genetic algorithms systems usable in this field. By 
proposal of individual control strategies it is again possible to use approaches of 
artificial intelligence, but also the traditional approaches of control of complex 
systems. 

Applications, where methodology of situational control may be applied cover 
a vast area of complex systems, as are for example electricity networks, electric 
energy production, control of robot technological complexes, control of jet en-
gines, etc. This article will be aimed at the use of the methods of situational con-
trol in the field of control of the aircraft turbojet engines. 

2 Methodology of Situational Control 

Situational control of large scale systems as one of the alternatives of such sys-
tems control was invented and further developed in Russia (Ju. I. Klykov, J. M. 
Klimnik, A. I. Sokoľnikov, D. A. Pospelov; G. Osipov; A. N. Averkin; O. Citkin; 
A. A. Zenkin, L. S. Zagadskaja, V. F. Erlich, V. F. Gorjachuk, V. S. Lozovskij, V. 
F. Choroschevskij). In western countries the developers of situational control 
methodics were the following scientists J. Zaborszky, K. W. Whang, K. V. Prasad, 
D. R. Stinson, F. B. Vernadat, D. Howland, S. Beer, A. P. Sage. Problems of situ-
ational control of complex systems were also solved in conditions of former 
Czech-slovak federation by scientists as J. Beneš, J. Spal, L. Madarász and others. 
[1]. 

Situational control was designed for the control of complex systems, where the 
traditional cybernetic models weren’t sufficient. [2]. The model proposed in [2] 
wasn’t sufficient to control systems characterized by features like unique dynam-
ics, incompleteness and indeterminacy of description, ambiguity and presence of 
a free will. 
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More general approach to situational control is the following structural scheme 
of formatter control of complexes shown in Figure 1 [3]. Formatter control of a 
complex means not only the control of its parameters, but also the control of the 
form of the complex system. 

 

 

Fig. 1. Formatter control of a complex system 

The central element of this system is the control component, which is repre-
sented by a structure of a control component (Fig. 1) using methods of situational 
control. This means that it is a system, which makes situational classification and 
chooses the appropriate control strategy upon the basis of incoming signals from 
analyzers ANX, ANY, ANR and ANZ. The following figure shows the functional 
scheme of situational control of a complex system. 

The control process is composed of two phases, decision and the control phase, 
where every of them is divided into classification and the action phase. Processed 
situation is analyzed in the selection part of the decision phase. According to 
analysis results the situation is then assigned to one of the “N” standard situations, 
which are designed to process according emergency situations. Every standard 
situation has a certain file of algorithms which are saved in memory to its dis-
posal. During the action period of the decision-making phase, the most suitable 
file of algorithms is being activated to process the given situation. 
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Fig. 2. Functional scheme of situational control system 

During the selection interval of the control phase, these algorithms adapt them-
selves for solution of according situation (parameterization and other adaptation 
connected with activation). Realization of control activity occurs in the action pe-
riod of the control phase. 

For the design of a system respecting the requirements of control in anytime, 
the following algorithm is proposed [4]: 

a) description of the structure and function of the controlled complex system, 
b) global goal designation, 
c) classification of erroneous operational states and their causes, 
d) classification and description regimes functions of the control, that are as-

signed to individual erroneous states, 
e) algorithmization of individual regimes of control, 
f) implementation. 
 

By design of regimes of control and also by the design of a classification 
mechanism, it is today necessary to consider use of robust intelligent methods for 
these tasks. In the past for situational classification methods of multi-criteria deci-
sion making [1], expert system [4], or catastrophe and chaos theory have been 
used [4]. Situational control in its explicit definition has been successfully used in 
the following applications [4]: 
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– control of electricity networks, 
– control of robot – technological complexes, 
– ablation of myocard structures, 
– situational control of automated technological workstations for mechanical 

working. 

Nowadays however, as classification systems neural networks that are able to 
approximate any continuous function with the ability to learn. By proposal and al-
gorithmization it is necessary to choose a very susceptive approach to selection of 
an optimal modern method to control the chosen complex. The following chapters 
will be aimed on implementation of the mentioned approaches in the area of tur-
bojet engines control. 

3 Modern Control Systems of Turbojet Engines 

The main global aim of control of turbojet engines is similar to other systems and 
that is increasing their safety and effectiveness by reduction of costs. This de-
mands application of new technologies, materials, new conceptions of solutions 
[5] and also development in systems of control and regulation of aircraft turbojet 
engines and processes ongoing in them. 

Demands for control and regulation systems result mainly from specific proper-
ties of the object of control – a turbojet engine. Among the basic functions of con-
trol systems of turbojet engine belong the following ones – manual control, regu-
lation of its parameters and their limitation. Manual control and therefore choice 
of regime of the engine is realized by a throttle lever according to a flight situation 
or expected maneuver. By regulation of a turbojet engine we understand such a 
kind of control where the chosen parameters of the engine are maintained on cer-
tain set levels, thus keeping its regime. 

In the past, the classical control systems of turbojet engines were implemented 
mainly by hydro-mechanical elements, which however suffered from deficiencies 
characteristic for such systems. Among such deficiencies were, high mass of such 
systems, inaccuracies due to mechanical looses and low count of regulated pa-
rameters. However development of electronic systems and elements is ongoing, 
which will allow to increase precision of regulation of parameters of turbojet en-
gines and their count to secure more complex and precise regulation of turbojets. 

Use of electronics and digital technologies in control systems of turbojet en-
gines has brought [5]: 

• lowering of mass of control system, 
• higher complexity of control – The count of regulated parameters used to be 3 to 

7 by hydro-mechanical systems, however the digital systems operate with 12 to 
16 parameters, 
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• increasing of static precision of regulation of different parameters (for example, 
precision of rotations from ±0.5% to ±0.1%, precision of regulation of tempera-
ture from ±12K to ±5K, 

• increase in reliability, service life and economics of operation of the driving unit 
of an aircraft, 

• easier backup, technology of use and repairs, possibility of use of automatic di-
agnostics. 

By design of solution of a control system for a turbojet engine, it is necessary 
to build an appropriate mathematical model of the engine. The ideal approach to 
design of electronic systems is a modular one, from hardware or software point of 
view. This implies use of qualitative processing units that are resistant to noises of 
environment and also realization of bus systems with low delays is very important 
in this approach. Further improvement in quality of control can be achieved by 
implementation of progressive algorithms of control, diagnostics and planning in 
electronic systems. These algorithms have to be able to asses the state of the con-
trolled system (turbojet engine in our case), then parameterize action elements and 
they have to be able to control the engine under erroneous conditions represented 
in outer environment or as errors in subsystems of the engine itself. Prediction of 
such states represents an area to incorporate predictive control system. Methods of 
situational control bound with elements of artificial intelligence supply many ro-
bust tools for solution of afore mentioned problems and sub-problems. 

From the point of view of use of electrical and electronic systems in controls 
the turbojet control systems can be roughly hierarchically divided into following 
sets: [6]: 

1 electronic limiters, 
2 Partial Authority Flight Control Augmentation (PAFCA) 
3 „High Integration Digital Electronic Control“ (HIDEC); „Digital Engine Con-

trol“ - (DEC); „Full Authority Digital Engine Control“ – (FADEC)). 

The division of control systems into these three levels is not absolutely distinct, 
as systems on higher level as for example HIDEC system can utilize control 
mechanisms as electronic limiters. For example FADEC systems are often real-
ized as single or double loop control systems with utilization of PI control algo-
rithms or electronic limiters with estimation filters. 

4 Implementation of Situational Control Methodology in 
Turbojet Engines 

It wouldn’t be economically favorable to test new control methodologies with ex-
pensive and also very complex big turbojet engines, taking also in regard the 
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safety of such testing. Therefore a special class of turbojet engines designated as 
small turbojet engines (usually used to start normal sized engines) can be used as 
an ideal test-bed for differently aimed experiments in this area. Our research is 
headed towards three basic aims [6]. 

1 Digital measurement of turbojet engines, which means digital real-time 
measurement of different state and diagnostic parameters of such engines. 

2 Design and implementation of new dynamic models and control algo-
rithms of turbo-jet engines, especially the situational control algorithms 
incorporating methods of artificial intelligence. 

3 The aim resulting from the previous points is to explore possibilities of 
use of alternative fuels in turbojet engines. 

The experimental engine MPM 20 has been derived from the TS – 20 engine, 
what is a turbo-starter turbo-shaft engine previously used for starting engines AL-
7F. The engine has been rebuilt to a state, where it represents a single stream en-
gine with radial compressor and single one stage non-cooled turbine and outlet jet. 
The basic scheme of the engine is shown in Figure 3 

 

Fig. 3. Structural scheme of small turbojet engine MPM 20 

The engine is located in “Laboratory of intelligent control systems of aircraft 
engines” on a specially built mount with digital data acquisition system designed 
by authors. At present 15 parameters of the engine are measured, among these are 
the following ones: 

• air temperature at the outlet from the diffuser of the radial compressor - t2C 
[0C]; 

• gas temperatures in front of the gas turbine - t3C [
0C]; 

• gas temperature beyond the gas turbine - t4C [
0C]; 

• static pressure of air beyond the compressor p2 [Ata]; 
• static pressure of gases in front of the gas turbine p3 [Ata]; 
• static pressure of gases beyond the gas turbine p4 [Ata]; 
• fuel flow Qpal [l/min]; 
• thrust Th [kg]; 
• rotations of the turbine/compressor, n1 [rpm] 
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The following figure shows a scaled plot of courses of measured parameters 
during one operational run of the engine from startup to shutdown. 
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Fig. 4. A scaled plot of measured parameters 

The plot also shows the basic parameters of the engine with temperatures 
reaching as high as 980 C, speed of the engine is at about 40,000 rpm and thrust of 
the engine is in this case around 40 kg of force. 

Methods of artificial intelligence may offer new quality into control systems. 
However they can bring such benefits only after a careful model based analysis of 
a system where they should be applied with regards to simplicity and error free 
operation of such control system. Because on the lowest level of control we deal 
mostly with data and raw numbers, the approaches of sub-symbolic AI are appro-
priate to be used in design of intelligent FADEC control systems. However, on 
higher level of integration some symbolic concepts could also be used. From the 
area of symbolic AI three basic approaches can be successfully used: 

– neural networks, 
– fuzzy inference systems, 
– genetic algorithms. 
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All three approaches offer a vast number of methods and their combinations in 
hybrid architectures. Feed-forward topologies can be successfully employed 
mainly in modeling of non linearity of jet engine and as decision elements in con-
trol circuits, for example as a gating neural network in general jet engine situ-
ational control formatter scheme designed by authors as shown in Figure 5. 

 

Fig. 5. General situational control system scheme to be used in turbojet engines 

By design of control system for the MPM 20 engine, we consider two basic ap-
proaches. In broader scope it will be the situational control methodology and con-
trol by a single parameter and in more focused scope it will be anytime control 
and control by two parameters. The proposed structure of situational control sys-
tem uses paradigm and schemes described in [6]. The whole conception of the 
situational control system is decomposition of operational states into time spaced 
situational frames (classes) and every situational frame has one corresponding 
control algorithm (or controller) assigned to it. Anytime control techniques are 
more focused because their aim is to control the system in specific critical states or 
situational frames. By those critical states we mean the deficiency in data for the 
controller due to system’s overload or failure of certain components in control cir-
cuit. 

In development and design of FADEC (Full Authority Digital Engine Control) 
compliant control system, situational control methVodology approach has been 
used. It is similar in to the one described in previous chapter, what means we use a 
gating neural network as a classifier of situational frames and system of control-
lers to handle those situational frames. We use concepts of traditional situational 
control and formatter control of complex systems [1, 2, 7]. The system has been 
described in [6]. The resulting physical architecture including analyzers of input 
(X), state (Z), output (Y) and desired (R) parameters is shown in Figure 6. 
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Fig. 6. Implementation of situational control system with decomposition into situational frames 

Blocks designated as Si,j,k represent controllers for different situational frames, 
which result from the situational decomposition of operation of the engine in three 
levels: 

– startup of the engine – situational frame S1 
– steady operational state – situational frame S2 
– shut down – situational frame S3 

Every situational frame is decomposed into sub – frames while only certain 
ones are shown in Figure 6. The whole decomposition is done with use of expert 
knowledge in the area and data clustering algorithms. Full situational decomposi-
tion of states is shown in Figure 7. 

 

 

Fig. 7. Situational frames of operation of MPM 20 engine 
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The blocks in Figure 7 have the following meaning: 
S1 – startup of the engine: 

S1,1 – excess temperatures, S1, 2 – insufficient pressure P2c 
S2 – steady state of operation: 

S2,1 – atypical state: 
S2,1,1: low compression, S2,1,2 – low fuel flow, S2,1,3 – unstable 

speed,  
S2,2 – acceleration, S2,3 – deceleration 

S3 – shutdown 
 S3,1 – stall of the engine 
 S3,2 – error by run-down 

 
The grey blocks in Figure 7 represent atypical situational frames and every 

frame has defined control strategy while the switching element is done by feed-
forward neural network with time delays on input, trained by scaled conjugate gra-
dient algorithm [8]. The description of all these elements is out of the scope of this 
paper and the whole algorithm is undergoing testing in laboratory conditions. 

Within the frame of anytime control methods, we will deal with proposal of 
a simplified dynamic model of the small turbojet engine. The model will incorpo-
rate two input parameters compared to the more complex situational model, which 
is dependant on the fuel supply parameter only. The model will result from meas-
urements of change to fuel supply and different cross-sections of exhaust nozzles. 
Simulation of temporary failure in input data (sampling errors) of the system (or 
designed dynamic model). Design and implementation of anytime control algo-
rithm for the constructed mathematical model and critical states. This will include 
design of multi-parametric system of automatic control, in our case with two in-
puts and multiple outputs [9]. 

Research and observation of flexibility and quality of regulation of the de-
signed system according to measured data and other possible critical states of ac-
tion units (for example in case of blockage of outlet nozzle or total failure in data 
measuring current cross-section, etc.). 

Conclusions 

The object of a small turbojet engine MPM 20 gives us an ideal test bed for re-
search of methods in the areas of non-linear dynamic systems modeling and de-
sign of advanced control algorithms. Further research will be done in the area of 
situational modeling that will be headed towards broadening of input parameters 
of the situational model of the engine and further refinement of situational classes 
designation. In this area we will be aimed at use of automatic algorithms to find 
boundaries between situational frames within multivariate space of parameters 
contrary to their setting by an expert. Anytime control algorithms represent other 
area of our interest with great possibilities of application of intelligent algorithms 
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that will deal with critical states of operation of the engine and will be further em-
bedded in the whole system of situational control of the engine. Design of such al-
gorithms demands also further refinement of proposed models. All research in the 
areas of situational modeling, situational control and anytime algorithms should 
bring new quality of control and modeling in the area of turbojet engines and we 
expect this knowledge to be also expanded to other areas of technical systems. 

Acknowledgments.   The work is supported by the project VEGA no. 1/0394/08 – Algorithms of 
situational control and modeling of large scale systems. 

164 L. Madarász et al.

References 

[1] Spal, J., Madarász, L.: Problems of Classification in Diagnostics and Control of Com-
plex Systems. In: 9th International World Congress, IFAC, Budapest, Colloquia 14.1, 
11.1, July 2-6, 1984, vol. X, pp. 249–254 (1984) 

[2] Pospelov, D.A.: Situacionnoje upravlenije. Teoria i praks. Nauka, Moskva, p. 284 
(1986) (in Russian) 

[3] Beneš, J.: Teorie systémů (řízení komplexů), p. 200. Academia, nakladatelství ČSAV 
(1974) (in Czech) 

[4] Madarász, L.: Metodika situačného riadenia a jej aplikácie, p. 212. Elfa Košice (1996) 
(in Slovak) ISBN 80 – 88786-66-5 

[5] Lazar, T., et al.: Tendencie vývoja a modelovania avionických systémov, Ministerstvo 
Obrany SR, p. 160 (2000) ISBN 80-8842-26-3 (in Slovak) 

[6] Andoga, R., Madarász, L., Főző, L.: Situational Modeling and Control of a Small Tur-
bojet Engine MPM 20. In: IEEE International Conference on Computational Cybernet-
ics, Tallinn, Estonia, August 20-22, 2006, pp. 81–85 (2006) ISBN 1-4244-0071-6 

[7] Madarász, L.: Inteligentné technológie a ich aplikácie v zložitých systémoch, Vyda-
vateľstvo Elfa, s.r.o., TU Košice, p. 349 (2004) (in Slovak) ISBN 80 – 89066 – 75 - 5  

[8] Moller, M.F.: A Scaled Conjugate Gradient Algorithm for Fast Supervised Learning. 
Neural Networks 6, 525–533 (1993) 

[9] Andoga, R., Főző, L., Madarász, L.: Digital Electronic Control of a Small Turbojet 
Engine MPM 20. Acta Polytechnica Hungarica 4(4), 83–95 (2007) 



Hybrid Approach in Power Electronics and 
Motion Control 

Karel Jezernik 

Faculty of Electrical Engineering and Computer Science, University of Maribor 
Smetanova ul. 17, 2000 Maribor, Slovenia 

tronic circuits based on hybrid system theory. Based on this model, FPGA switch-
ing control strategy for a three phase inverter is developed. The functionality of a 
three phase inverter is discussed from a discrete-event point of view. Event driven 
dynamics of a three phase inverter originates from inherently switching operation 
of a three phase transistor bridge. It is further emphasized by accompanying logi-
cal management functions e.g. protection and steering. Recently developed hybrid 
based approach for modeling of discrete event systems is applied for modeling, 
simulations and implementation of a speed/current control, protection and steering 
functionality of VSI fed induction machine. A DSP / FPGA based digital control 
platform for inverter system built in the laboratory is presented and discussed. The 
reference tracking performance of speed and rotor flux is demonstrated in terms of 
transient characteristics by experimental results. 

1 Introduction 

This paper introduces recently developed hybrid based approach for modeling of 
discrete event systems in the field of power electronics. Power electronic circuits 
are hybrid dynamic systems. Because of the ON and OFF switching of power 
electronic devices (e.g. MOSFET, IGBT, diode, …), the operation of power elec-
tronic circuits can be described by a set of discrete sets with associated continuous 
dynamics [1], [2]. 

Special attention is paid to the new current control principle where traditional 
scheme consisting of discrete-time current controller and pulse-width modulator is 
replaced with new discrete-event current controller [3]. The key idea, used for the 
event-driven current control approach, is to evaluate the transistor switching pat-
tern directly from the phase current errors [4]. The idea originates from the hys-
teresis current control principle. In this paper, the initial idea is further developed 
with introduction of switching  pattern  sequences for the switching frequency 

Abstract.   In this paper a unified discrete event model is given for power elec-
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duction. Additionally, systematic design methodology is introduced for the design 
of multivariable sequential hysteresis control principle. Same formalism is also 
used for design of functionality providing the management and the protection of 
the drive. 

The paper starts with brief discussion of hybrid modeling for the discrete event-
driven systems (DES) [5]. The case study starts with the three phase inverter cur-
rent controller design and the design of inverter steering and protection functions. 
Evolved models are checked with simulations using MATLAB / Simulink and ex-
perimentally confirmed. During the experiment, mapping of the obtained models 
into the FPGA executable code is presented. The findings and the comments of the 
presented approach are discussed in the conclusion [6]. 

2 Hybrid Systems Focus 

2.1 Machine Dynamics 

The dynamics of IM consist of mechanical motion (1), dynamics of stator elec-
tromagnetic system (2) and the dynamics of the rotor electromagnetic system (3) 
with electromagnetic torque developed by machine (5): 
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where rω  is mechanical rotor angular speed, the two dimensional complex 

space vectors 
Ts s s

s sa sb, ⎡ ⎤= Ψ Ψ⎣ ⎦Ψ , ,
Ts s s

r ra rb⎡ ⎤= Ψ Ψ⎣ ⎦Ψ , ,
Ts s s

s sa sbu u⎡ ⎤= ⎣ ⎦u , 

,
Ts s s

s sa sbi i⎡ ⎤= ⎣ ⎦i  are stator and rotor flux, stator voltage and current, respectively, eT  

is electromagnetic motor torque, LT  is load torque, J  is inertia of the rotor and p  

is the number of pole pairs of the machine. The meaning of the subscript and su-
perscript are as follows: s is stator, r is rotor. The subscript denotes the location of 
variable and superscript denotes the frame of references. 

One of the most important issue in implementing control of induction machine, 
either direct torque control (DTC) or field oriented control (FOC) strategies is to 
obtain real-time instantaneous flux magnitude and its position with sufficient ac-
curacy for the entire speed range [7], [8], [9]. The difficulty in flux estimation lies 
with the non-linear induction machine dynamics, which is characterized by speed 
dependent and time varying parameters [10]. 

2.2 Control System Design 

Here are given a unified model of power electronic circuits, which can be de-
scribed as a network of electrical components selected from the following three 
groups: ideal voltage or current sources, linear elements (e.g. resistors, capacitors, 
inductors, transformers), and nonlinear switching elements (e.g. IGBT, power 
MOSFET, power diode). In the following analysis, the behavior of a switch is ide-
alized as having two discrete states: open or close. In every discrete state, power 
electronic frame system behaves corresponding continuous dynamic [11]. 

The basic principle considered in power electronic circuits is the switching con-
trol. In switching control, one build a bank of alternative candidate voltages de-
pends on configuration of switching elements in power electronic circuits. By VSI 
the switching is orchestrated by a specially designed decision logic, that uses the 
measurements of continuous state variables, currents, to asses the performance of 
the candidate voltage input vector iV currently in use, and also the potential per-

formance of alternative voltage input vectors 1iV − , 1iV + . Fig. 1 shows the basic ar-

chitecture employed by switching control. In this figure ( )s iVu  represents the dis-

continuous control input voltage vector, se  an exogenous disturbance and si  the 

measured output. The dashed box is a conceptual representation of a switching 
controller. The top element in Fig. 1 is the decision logic that controls the 
switches, or more precisely, that generates the switching control input vector 

1 2 3( , , )S S SS . The decision logic is called the supervisor and its purpose is to 

monitor the signals that can be measured ( ( )s iVu  and current control error si ) 

and decide, at each instant of time, which candidate voltage vector Vi should be 
put in the feedback loop with the process. In the supervisory control, the supervisor
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DCU
sL

( )s iVu
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si

[ ]1 2 3, ,S S SS
d
si

se
sR

sΔi

 combines  continuous  dynamic with  discrete logic and is therefore hybrid sys-
tem, i.e. discontinuous input Vi and feedback continuous current is output. The 
modeling of such systems has received considerable attention in the control and 
computer science literature in the last few years. Power electronics and motion 
control system is rather a new approach with lack of applications in hybrid based 
control approach. 

 

 

Fig. 1. Switching control supervisory 

In power electronic systems based on FPGA the output voltage vector will be 
implemented in the form of the look up table (direct torque control approach) [12]. 

3 System Analysis and Control 

3.1 System Analysis 

The basic circuit of a voltage source inverter (VSI) feeding a Y-connected three 
phase load is presented in Fig. 1, where the load has been modeled by phase resis-
tance, inductance and induced voltages. The voltage equation of the Y-connected 
three phase load is: 

 ( ) ; 1,2,3si
si i s si s si

d iu V R i L e i
dt

= + + = , (6) 

and the phase currents satisfy the linear condition 

 1 2 3 0i i i+ + = . (7) 

The considered control problem is the tracking of a three phase current refer-

ence signal. After defining d
s s sΔ = −i i i , (6) rewritten in error form becomes 
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DCU

{
susi

M

1S 2S 3S

1S 2S 3S

 ( )s s s s s i s
dL R
dt

+ = −i i u V e , (8) 

collects all the disturbances (exogenous and endogenous) action on the system. 
The basic principle of the inverter voltage control is to manipulate the output 

voltage vectors such that the desired current of power electronic circuits is pro-
duced. This is achieved by choosing an inverter switch combination Si that drives 
the stator current vector by directly applying the appropriate voltages ( )s iu V  to 

the AC machine windings (6). The switch positions of the three-phase inverter are 
described using the logical variables Vi, dependent if switch Si is ON or OFF. Each 
variable corresponds to one phase of the inverter (Fig. 2). Three-phase inverter can 
produce 23 voltage vector combinations; two of them are zero vectors and 6 active 
vectors, Fig. 3. 

 

 

Fig. 2. Basic circuit of voltage source inverter 

The energy flow between the input and output side of the three phase inverter is 
controlled by switching matrix [11]. By introducing the binary variables Si that are 
"1" if particular switch Si is On and "0" if switch Si is OFF (i=1,2,3,…,6) the be-
havior of the switching matrix can be described by the three dimensional vector 

s DC iU=u L S , where matrix L and vector 1, 2 3( , )S S SS are defined as 

 

1 2 3 1 2 3

1 0 0 1 0 0
0 1 0 0 1 0
0 0 1 0 0 1

T S S S S S S

−⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥−⎣ ⎦

= ⎡ ⎤⎣ ⎦

L

S

. (9) 

Relation (9) is true for the switching matrix L depicted in Fig. 2. It essentially 
shows that this particular switching matrix is able to generate three independent 
control actions denoted as the components S1, S2 and S3 of the control vector 

[ ]1 2 3( ) , , T
s i DCU S S S=u V . The components, i.e. switch position of inverter are 

generated by look up table of FPGA controller (Table 1 and Fig. 6). 
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3.2 Discrete-Event Current Control 

Considering a hysteresis controller as discrete-event dynamical system allows to 
forms in much more details on the switching actions and will enable a better un-
derstanding of the controller design. A discrete-event system reacts only if an 
event is recognized [4]. To control the drive current, the sector of drive voltage 

su  is recognized first, and based on the known sector, the output voltage vector 

(the transistor switching pattern) for the drive current control is selected respecting 
the current control error related with Lyapunov stability condition. Considering 
space vector representation of the drive stator voltage su , the voltage is repre-

sented as vector rotating around the origin. Six active switching vectors of the 
three phase transistor inverter result in six active output voltage vectors de-
noted 1 6...V V ; 0V and 7V  are two zero voltage vectors. According to the signs of 

the phase voltages 1su , 2su  and 3su , the phase plane is divided into six sectors de-

noted Su1 … Su6, Fig. 3. 
Regarding the situation, the stator voltage space vector su  is in sector 1. In this 

sector voltage vectors 0V , 1V , 2V , 6V and 7V  are selected for the current control. 

0V , 7V  are two zero vectors, while 1V , 2V , 6V  are three nearest adjacent live 

output voltage vectors to this sector. With the use of the discrete event system the-
ory, five output voltage vectors 0V , 1V , 2V , 6V  and 7V  are recognized as discrete 

states of the system. Events represent allowed transition among the discrete states 
i.e. allowed switching. The structure of the proposed strategy is represented by 
Petri Net graph on, Fig. 4. The Petri net formalism is propriety for research on 
possible deadlock or livelock of discrete event system under study [5]. Switching 
among the available output voltage vectors in each sector are determined by the 
conditions originate from the derivative of the Lyapunov function [13]. 

 

u
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Fig. 4. PN-graph of the switching sequence in Sector 1 

For the Lyapunov function candidate 

 ( ) ( )(1/ 2) (1/ 2)
TT d d

s s s sV = − −s si i = i i i i , (10) 

the stability requirement will be fulfilled if control can be selected such, that 

the derivative of the Lyapunov function candidate is negative 0T
s sV = ≤i i . 

Derivatives of current control error (6) may be expressed with voltage equation 

 ( ) ( ) ( ) ( ) ( )/ / 1/d d
s s s s s s s sd dt d dt L R− = − − −i i i u i e , (11) 

where d
si , si  are desired and actual stator current of motor, su  is voltage con-

trol input, s sR i  is resistive voltage drop and se  is EMF of the motor. 

The conditions for the sequential switching of the power inverter are selected 
as: 

 ( ) ( )
( )

1 2

3

(1/ 2) 1 sign( ) , (1/ 2) 1 sign( ) ,

(1/ 2) 1 sign( )

S A S B

S C

= − = −

= −
 (12) 

where 

 

( )
( ) ( )
( ) ( )

(1/ 2) ( 3 / 2)

(1/ 2) ( 3 / 2)

d
sa sa

d d
sa sa sb sb

d d
sa sa sb sb

A i i

B i i i i

C i i i i

= −

= − − − −

= − − + −

, (13) 

which is evolved from the Lyapunov function derivative. When DCU  has 

enough magnitude that 0V ≤ , than 0V →  and d
s s→i i . S1, S2 and S3 represent 
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the switching state of the three-phase power inverter. In case when their value is 1, 
the upper transistor in the leg is turned on, whereas in the case the value is 0, the 
lower transistor is on. Notice that if S1, S2, S3 equal to zero simultaneously, no cur-
rent is delivered to the motor. 

The proposed logical event-driven stator current control is similar to DTC and 
can be realized in the form described by Table 1, where states of stator current 
control error are presented by sign(Di) (Di =S1, S2, S3) and currently active voltage 
sector is presented by sign U (uS1, uS2, uS3). To further improve the presentation, 
active voltage vectors are marked in Table 1 by blue background. Because the 
transition between inverter switch states is performed by switching only one in-
verter leg, inverter switching frequency stator current chattering (and consequently 
torque chattering of AC motor) are reduced. 

Table 1. Look-up Table 
 

Su1 Su2 Su3 Su4 Su5 Su6 
sign U

 

sign Di 100 110 010 011 001 101 

Sdi0 000 V7 V0 V7 V0 V7 V0 

Sdi1 100 V1 V1 V7 V0 V7 V1 

Sdi2 110 V2 V2 V2 V0 V7 V0 

Sdi3 010 V7 V3 V3 V3 V7 V0 

Sdi4 011 V7 V0 V4 V4 V4 V0 

Sdi5 001 V7 V0 V7 V5 V5 V5 

Sdi6 101 V6 V0 V7 V0 V6 V6 

Sdi7 111 V7 V0 V7 V0 V7 V0 
 

The reference current can now be calculated simply as: 

 
ˆ 3

ˆ2

drd er
s

m m r

TLj
L p L

= +
Ψ

i
Ψ

. (14) 

A common used dq-ab transformation in conventional current control, the 
components of the rotor flux are directly employed as: 

 
ˆ ˆ 1 ˆcos sin ˆ ˆ ˆ

j ra rb
r

r r r

e j jΘ Ψ Ψ
= Θ + Θ = + = Ψ

Ψ Ψ Ψ
. (15) 

The advantage of proposed transformation is that the sin and cos function are 
replacement with multiplication in used FPGA algorithm. 
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4 Rotor Flux Observer 

This rotor flux observer, is based on the stator equation (16), where the derivative 
of the estimated stator flux is calculated from measured stator voltage and current. 
The observer equation (16) represents the first order vectorial differential equa-
tion. The stator voltage su  and current si  serve as control input to the estimated 

stator flux ˆ
sΨ . The measured value of the stator voltage is used instead of the 

commonly used reference voltage, in order to avoid voltage error influence due to 
power-stage non-linear behavior: 

 
ˆ ˆˆs

s s s
d R
dt

= −
Ψ u i , (16) 

The most significant limitation of the rotor flux observer based on voltage 
model of IM in (16) is that it does not work at zero speed. At zero and low speed, 
the amplitude of the back emf is to small to accurately and reliably determine the 
rotor flux angle necessary for both field orientation and velocity estimation. At 
low speed the rotor estimation given by voltage model deteriorates owing to the 
effect of an inaccurate value of the stator resistance RS. An error in the stator resis-
tance causes a deviation of the rotor flux space vector slightly. As a consequent, 
the rotor and the stator flux exhibits undesired oscillations, what as consequences 
produces torque fluctuations and acoustic noise. 

In order to maintain good performance at low speed, improved rotor flux esti-
mator based on the stator flux model is used: 

 
ˆ ˆ ds s s m

s s r
s s r

d R R L
dt L L Lσ σ

= − +
Ψ u Ψ Ψ  (17) 

Operation of the rotor flux estimator is based on the low pass filtering action of 
the stator winding /s sL Rσ  and the rotor flux command, where in the left hand 

side of estimator scheme (Fig. 5) the estimated rotor flux will be replaced with its 

reference value d
rΨ . Than the rotor flux estimator can be expressed by the equa-

tion in s-domain: 

 
1ˆ ;

1 1
s

r s r
s

L
s s R

στ τ
τ τ

= + =
+ +

dΨ u Ψ . (18) 

The space vector of the rotor flux in the stator reference frame d
rΨ  has the 

same magnitude of the reference of the rotor flux vector in a stator reference frame 
and can be defined as: 

 
ˆ

atan ˆ
rb

r
ra

Ψ
Θ =

Ψ
. (19) 
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Fig. 5. Block diagram of the rotor flux observer 

The voltage model (17) does not involve rotor speed rω . Therefore, in this 

work other formula for synchronous speed calculation is proposed: 

 2

ˆ ˆ
ˆ

ˆ
sa sb sb sa

s

s

u uω Ψ − Ψ
=

Ψ
. (20) 

Since the slip speed can be estimated by the torque reference Td and the rotor 

flux reference d
rΨ : 

 2
2ˆ
3 ˆ

d
r

sl
d
r

R T
p

ω =
Ψ

. (21) 

The rotor speed ˆ Rω is given by: 

 ˆ ˆ ˆr s slω ω ω= − . (22) 

Accurate knowledge of stator resistance is important for speed sensorless 
drives operating at a wide speed control range including zero speed in steady state 
and transients. 

5 Implementation 

The proposed approach is based on fast parallel processing and suitable for a Field 
Programmable Gate Array (FPGA) implementation [12]. In such implementation 
it would be possible to reproduce near ideal switching mode process. However, 
with FPGA implementation,  designer has the difficult task to characterize and 
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scribe the hardware architecture corresponding to the chosen control algorithm. 
FPGA designers must follow an efficient design methodology in order to benefit 
from the advantages of the FPGAs and their powerful CAD tools. From software 
point of view, HDL modeling system is based on using the variables that request 
logic values, too. 

FPGA implementation of Table 1 (Fig. 3) is presented in Fig. 6, where sign D1, 
sign D2 and sign D3 present S1, S2 and S3, respectively. Voltage sector states are 
presented by sign(uS1), sign(uS2), sign(uS3). Inverter leg switching outputs are de-
noted as follows: TOP1 and BOT1 present states of top and bottom transistor in 

inverter leg 1 1,S S , TOP2 and BOT2 are presenting states of transistors in inverter 

leg 2 2,S S , whereas TOP3 and BOT3 present states of transistors in inverter leg 

3 3,S S . 
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Fig. 6. FPGA schematic circuits 

6 Results 

The discrete event current control algorithm was implemented on the in house de-
veloped DSP/FPGA board [14]. The DSP/FPGA board contains Texas Instru-
ments TMS 320C32 digital signal processor and Xilinx Spartan family field pro-
grammable gate array. DSP serves for A/D conversion and generating of the 
reference current. Replacing usual sequential calculation of algorithms on the DSP 
by parallel executable FPGA hardware increases the calculation speed. A/D con-
version is the most critical operation regarding time and takes 5 μs. According to 
the fact, that A/D conversion takes most of the calculation time, switching fre-
quencies up to 200 kHz are theoretically possible. 

Fig. 7 shows reference motor speed ωref and transient response of estimated 
motor speed ωest. Desired speed in experiment was varied following the ramp sig-
nal and additional load was introduced at the time of 0.5 s. 

Satisfactory tracking of speed, even in the case of step transient at the time of 
0.6 s, is shown in Fig. 7. Current, presented in Fig. 8 shows sinusoidal signals, 
contaminated with satisfactory current ripple cost by switching. Likewise, torque 
ripple is within desired limits. 

 

de
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Fig. 8. Phase plane of IM current in a-b reference frame 

Conclusion 

The idea of hybrid based control of event driven systems is used for the design of 
event-driven current controller and auxiliary steering and protection functions for 
a three phase inverter. Individual control functions were designed using the pro-
posed approach and integrated into the overall functionality description of the in-
verter. Overall functionality of the inverter and the performance of the proposed 
event driven current control were checked by simulations and experimentally con-
firmed. Special attention is paid to the mapping of the proposed design approach 
into the schematic form for the FPGA implementation. The simulation and ex-
periment confirmed potentials of presented approach: traditional coding efforts are 
significantly reduced on one hand, and the control algorithm can be off-line verified
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 on  the  other  hand. Mathematically  formal  background  of  the  proposed  ap-
proach and its correspondence to the conventional control system theory opens 
further possibilities for the design, simulation, and formal analysis of the discrete 



event systems. The proposed approach offers a promising technique for design of 
complex and timely critical algorithms. Future researches are oriented toward the 
optimization of the introduced current control strategies on one hand, and toward 
the formalization of analysis and control design methods. 

 

 

D 
Discrete-event driven system, 1 

F 
FPGA, 1 

H 
Hybrid switching control, 1 

I 
Induction motors, 1 

T 
Torque control, 1 
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based on the Iterative Feedback Tuning (IFT) approach are discussed. Two types 
of controller parametric conditions are derived to guarantee the robust stability of 
the control systems. The conditions are included in the steps of the IFT algorithms 
of linear control systems. Next an IFT-based design of a class of Takagi-Sugeno 
PI-fuzzy controllers (PI-FCs) is given. The design method maps the parameters of 
the linear PI controllers onto the parameters of the Takagi-Sugeno PI-FCs. The 
application of IFT in linear and fuzzy control systems is exemplified in a case 
study dealing with the angular position control of a DC servo system with back-
lash laboratory equipment. The performance enhancement ensured by IFT and 
fuzzy control is illustrated by real-time experimental results. 

1 Introduction 

The design of control systems making use of measurement data proves to be suc-
cessful in many industrial applications where the mathematical models of the con-
trolled plants are not available. Moreover that is a convenient way to avoid the 
time-consuming development of such models. The Iterative Feedback Tuning 
(IFT) is a gradient-based approach based on the input-output data measured from 
the closed-loop system during its operation (Hjalmarsson et al. 1994), (Gevers 
1997), (Hjalmarsson et al. 1998), (Hjalmarsson 2002), (Karimi et al. 2004). 
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The performance specifications of the control systems can be expressed by ei-
ther control system performance indices (overshoot, settling time, phase margin, 
maximum sensitivity functions in the frequency domain) or in terms of objective 
functions in the framework of appropriate optimization problems. The optimiza-
tion problems can be solved by iterative gradient-based minimization imple-
mented as IFT algorithms. An important feature of IFT is that it makes use of 
closed-loop experimental data to calculate the estimates of the gradients and even-
tually Hessians of the objective functions. Several experiments are done per itera-
tion and the updated controller (tuning) parameters are calculated based on the in-
put-output data. Consequently the IFT approach belongs to the direct data-based 
offline-adaptive controller design methods. 

The Virtual Reference Feedback Tuning (VRFT) has been proposed to avoid 
the iterative calculation of the controller parameters (Campi et al. 2000), (Lecchini 
et al. 2002), (Campi et al. 2006), (Sala 2007). Thus it is viewed as one-shot/direct 
data-based controller design method which is complementary to the IFT. 

The IFT approach can be implemented in several controller structures. The 
one-degree-of-freedom (1-DOF) PI controllers and PI-fuzzy controllers (PI-FCs) 
are considered in this paper. 

Fuzzy control exhibits successful results when very good steady-state and dy-
namic control system performance indices are required. Although it is a relatively 
easily understandable nonlinear strategy its systematic design is needed (Kacprzyk 
1997), (Angelov 2002), (Blažič et al. 2003), (Sala et al. 2005), (Kovačić and Bog-
dan 2006), (Blažič and Škrjanc 2007), (Du and Zhang 2009), (Lam and Senevi-
ratne 2009). The application of IFT to the design of fuzzy controllers enables the 
systematic controller tuning and it results in the performance enhancement of 
fuzzy control systems (Precup et al. 2007), (Precup et al. 2008). 

The second experiment specific to IFT algorithms makes use of the control er-
ror from the first experiment as reference input which is not usual for the control 
system operation. Therefore the first goal of this paper is to suggest a modified 
structure for the second experiment in IFT. 

The first step in IFT algorithms sets the initial values of the controller parame-
ters. The other steps involve the step size which determines the next controller pa-
rameters. Since all steps are important, under these conditions although the IFT is 
considered as a model-free design approach (Hjalmarsson et al. 1994), (Hjalmars-
son et al. 1998), approximate models of the controlled plant should be known. So 
the second goal of this paper is to propose the use of controller parametric condi-
tions in IFT algorithms in order to guarantee the robust stability of the closed-loop 
system. The models of the controlled plant are accepted to be known with ap-
proximation as belonging to classes of linear models and the parametric variations 
of the controlled plant occur. The robust stability conditions are obtained from 
Kharitonov’s theorem (Kharitonov 1979) for third-order and fourth-order systems 
(Anderson et al. 1987), (Precup and Preitl 2006) and transformed to discrete-time 
conditions accepting the quasi-continuous digital control. 

The third goal is an original design method of Takagi-Sugeno PI-FCs. The 
method is based on mapping the results from the linear controller design onto the 
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fuzzy controller design in terms of the modal equivalence principle (Galichet and 
Foulloy, 1995) which can be considered also as a simplified parallel distributed 
compensation (Baranyi et al. 2009). 

The organization of this paper is as follows: Section 2 discusses several aspects 
concerning the IFT algorithms including the signal processing, implementation 
and robust stability conditions, Section 3 presents the design method of the Ta-
kagi-Sugeno PI-FCs, the case study presented in Section 4 considers the angular 
position control of a DC servo system with backlash laboratory equipment by the 
IFT-based design of 1-DOF linear and fuzzy control systems. Experimental results 
are included to illustrate the application of the theoretical results as low-cost con-
trol solutions. Section 5 highlights the conclusions. 

2 Iterative Feedback Tuning Algorithms in Linear Control 
Systems 

The linear control system structure employed in IFT is presented in Fig. 1, where: 
r – the reference input, d – the disturbance input, y – the controlled output, 

yre −=  – the control error, u – the control signal, ρ – the parameters vector con-

sisting of the controller (tuning) parameters as its components, C(ρ) – the transfer 
function of the stable linear controller that can be replaced by a fuzzy controller to 
improve the control system performance indices, F – the transfer function of the 
reference model that prescribes the desired behavior to be exhibited by the closed-
loop system, P – the transfer function of the controlled plant, yd – the desired out-
put (of the reference model), δy – the model tracking error: 

 

 

Fig. 1. Linear control system structure with Iterative Feedback Tuning 

 dyyy −=δ , (1) 

and IFT – the IFT algorithm which accepts the input vector i with important pa-
rameters, driving the control system behavior. 
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Two remarks are important in relation with Fig. 1. First, the operational vari-
able in the transfer functions F, C and P has been omitted for the sake of simplic-
ity. However that variable will be mentioned in the sequel in the well accepted no-
tation s for continuous-time systems and z for discrete-time systems to improve 
the clarity of the presentation when needed. That is also the reason why the argu-
ment ρ will be for inserted or dropped out. Second, use is made of the blocks F 
and IFT just in the IFT experiments and not in the normal control system opera-
tion. Therefore the control system structure presented in Fig. 1 is not a model ref-
erence adaptive control one. 

The controller parameterization is such that the transfer function C(ρ) is differ-
entiable with respect to ρ. The first task of the controller design is to ensure an ini-
tially stabilized control system, hence the initial controller tuning is significant. 

A common accepted expression of the objective function J(ρ) is 

 ∑
=

δ=
N

k
kyNJ

1

2)],([)/5.0()( ρρ , (2) 

where: N – the number of samples setting the length of each experiment. A 
typical objective related to J(ρ) is to find a parameters vector *ρ  for which it is 

minimized and the error δy tends to zero. That objective is formulated analytically 
as the following optimization problem: 

 )(minarg
          

* ρρ
ρ

J
SD∈

= , (3) 

where several constraints can be imposed regarding the controlled plant or the 
closed-loop control system. The most important constraint concerns the stability 
of the control system and SD stands for the stability domain in (3). 

All parameters in (3) should be defined in i. More parameters and variables can 
be accepted for other objective functions employing eventually the control signal. 
That leads to additional signal processing and affects the complexity of the IFT 
algorithms. 

The IFT algorithms solve the optimization problem (3) by numerical optimiza-
tion techniques. Newton’s method is such a general technique, which iteratively 
approaches a zero of a function without knowledge on the analytical function. 
That method is applied here because it can be treated independently of the diffi-
culties inherent to the model-based techniques. So it evaluates repeatedly a new 
solution based on a point of the function and its approximate derivative. The 
mathematical formulation is the following update law that calculates the next pa-
rameters vector 1+iρ : 

 0det  ,0  )],([)( 11 ≠>
∂
∂

γ−= −+ iiiiiii Jest RRρ
ρ

Rρρ , (4) 
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where: i – the index of current iteration, [ ( )]iJest ∂
∂

ρ
ρ

 – the estimate of the gra-

dient vector, iγ  – the step size, and 0ρ  – the initial guess of the controller parame-

ters. The matrix Ri can be the Hessian or the identity matrix to simplify the com-
puting and reduce the complexity of the IFT algorithms. 

Differentiating (2), the gradient becomes (5): 

 )],(),([)/1()(
1

i
N

k

ii kykyNJ ρ
ρ

ρρ
ρ ∂

δ∂
δ=

∂
∂ ∑

=

. (5) 

To calculate the general expressions of the gradient of the output error it is nec-
essary to make use of the information obtained from the closed-loop system. The 
sensitivity function S and the complementary sensitivity function T are expressed 
as follows with this regard: 

 ])(1/[)()(1)(  ],)(1/[1)( PCPCSTPCS ρρρρρρ +=−=+= , (6) 

and Fig. 1 suggests the following relation: 

 rFdSrTy  )()()( −+=δ ρρρ . (7) 

The differentiation of (7) with respect to ρ making use of (6) and Fig. 1 yields 
the gradient of the model tracking error: 

 )]([)()(
)(

1)( ρρρ
ρρ

ρ
ρ

yrTC
C

y
−

∂
∂
⋅=

∂
δ∂ . (8) 

To obtain the estimate of the gradients of the model tracking error use is made 
of two experiments per iteration for the PI controllers considered here. In the first 
experiment, referred to as the normal experiment, use is made of Fig. 1, the refer-
ence input r1 is applied to the control system and the controlled output y1 is meas-
ured. In the second experiment, called also the gradient experiment, the control er-
ror of the first experiment 111 yre −=  is applied as the reference input r2 

(Hjalmarsson et al. 1998) and the controlled output y2 is measured. That process-
ing does not match the normal control system operation which can exhibit unusual 
behaviors. Therefore another gradient experiment is suggested. It is characterized 
by the application of another reference input r2, proportional to r1, to the control 
system and the augmentation of the control signal with e1 as illustrated in Fig. 2. 
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Fig. 2. Control system structure in gradient experiment 

Accepting the lower subscript pointing out the index of the current experiment 
(1 or 2), the reference input and controlled output in the two experiments are 

 
,)()](]}[)(1/[{)()(  , 

,)()()(  ,

211222

111

dSyrPCPrTyrKr
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ρρρρρ
ρρρ

+−++==
+==  (9) 

where the gain 0>K  has been introduced to illustrate the proportional refer-
ence inputs in the two experiments with Fig. 1 for the first one. Next the first 
equation in (9) is multiplied by K and subtracted from the second equation in (9), 

the result is multiplied by )(ρ
ρ∂

∂C , use is made of (8) and the estimate of the gradi-

ent of δy is 

 )]}.( )()[(])(1/[{),()],([ 12
1 kdKkdSPCPq

Ckyest iii −++
∂
∂

=
∂
δ∂ − ρρρ

ρ
ρ

ρ
 (10) 

The second term in the right-hand side of (10) depends on the disturbance in-
puts, it affects the gradient be leading to shifted estimates with negative effects on 
the convergence of the IFT algorithms, and it should be alleviated. The alleviation 
of that term can be done (for example according to the minimum variance control 
principle) by the proper initial tuning of the controller parameters because )( iS ρ  

plays the role of filter. Assuming the full alleviation of that term the estimate of 
the gradient of δy can be expressed in terms of (11): 

 ]}.)(1/[{),(),( 1 PCPq
Cky ii ρρ
ρ

ρ
ρ

+
∂
∂

=
∂
δ∂ −  (11) 

This approach is similar to that proposed in (Hildebrand et al. 2004), 
(Hildebrand et al. 2005) which is characterized by an additional prefilter designed 
as solution to optimization problems. That filter is not introduced here to simplify 
the signal processing, hence K=1. 
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The initial guess of the controller parameters is stressed again from the point of 
view of disturbance filtering and the update law (4). Accepting that the controlled 
plant is known approximately under the form of the transfer function P with vari-
able parameters within certain limits, the robust stability analysis of the linear con-
trol system will be discussed as follows in relation with (4). Kharitonov’ s theorem 
(Kharitonov 1979) states the strictly Hurwitz property of a family of polynomials 
with coefficients varying within given intervals. The theorem guarantees that the 
strictly Hurwitz property of the entire family is equivalent to the strictly Hurwitz 
property of four specially expressed vertex polynomials called Kharitonov poly-
nomials. However the number of polynomials can be reduced for polynomials of 
degree less than six (Anderson et al. 1987). Particular cases of third- and fourth-
order systems will be treated in the sequel because they are widely used in prac-
tice. It is assumed as necessary condition that all coefficients of the characteristic 
polynomials are strictly positive. 

Considering the third-order characteristic polynomial μ1(s): 
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the stability of this interval polynomial can be verified by checking the stability 
of just one of the Kharitonov polynomials (Anderson et al. 1987), μ2(s): 

 
max0min1

2
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3
2 )( asasass +++=μ , (13) 

thus the robust stability conditions corresponding to μ1(s) are 

 0  ,0  ,0  ,0 max0min2min1min2min1max0 >−>>> aaaaaa . (14) 

The stability of the fourth-order interval polynomial μ3(s): 
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is equivalent to the stability of only two of the Kharitonov polynomials (Ander-
son et al. 1987), μ4(s) and μ5(s): 
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so the robust stability conditions of μ3(s) are (Precup and Preitl 2006) 
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Making use of the limits of the variable parameters of the controlled plant the 
conditions (14) and (17) can be transformed into parametric conditions of the con-
tinuous-time linear controllers. However accepting the conditions of quasi-
continuous digital control, associated by the adequate setting of the sampling pe-
riod Ts (Franklin et al. 1998), the bilinear transform can be applied because it 
maps the left half of the complex s-plane to the interior of the unit circle in the z-
plane. Concluding that is a way to obtain convenient parametric conditions of the 
discrete-time linear controllers to be fulfilled when setting the step size to calcu-
late the updated controller parameters in terms of (4). 

The IFT algorithm consists of the following steps to be proceeded per iteration. 

• Step 0. The initial parameters vector 0ρ  is set accounting for the parametric 

conditions of the discrete-time controller resulted from the robust stability con-
ditions. 

• Step 1. The two experiments are done making use of the control system struc-
tures presented in Fig. 1 and Fig. 2 and the outputs y1 and y2 are measured. 

• Step 2. The output of the reference model is generated, yd, and the output error 
δy is calculated. 

• Step 3. (5), (10) and the previous step are applied to calculate the estimate of 
the gradient of J. 

• Step 4. The step size iγ  is set and use is made of the parametric conditions of 

the discrete-time controller resulted from the robust stability conditions to cal-
culate the next parameters vector 1+iρ  by the update law (4). 

It must be highlighted that the matrix Ri can be either imposed prior to the 
steps 0 to 4 or calculated during each iteration. Other control system and controller 
structures require additional experiments. 

3 Iterative Feedback Tuning of Fuzzy Control Systems with 
Takagi-Sugeno PI-Fuzzy Controllers 

The Takagi-Sugeno PI-FC is a discrete-time controller constructed around the two 
inputs-single output fuzzy controller (TISO-FC) according to the controller struc-
ture presented in Fig. 3, where )1()()( −−=Δ kekeke  is the increment of control 

error and )1()()( −−=Δ kukuku  is the increment of control signal. The scaling 

factors corresponding to the input and output variables of the TISO-FC are con-
sidered to be inserted in the controlled plant thus the associated nonlinearities are 
transferred to the TISO-FC. 

 

Fig. 3. Takagi-Sugeno PI-fuzzy controller structure 
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The Takagi-Sugeno PI-FC represents a generic element for a new class of low-
cost fuzzy controllers with the following features: 

• the fuzzification is assisted by the input membership functions with the shapes 
and parameters presented in Fig. 4, 

 

Fig. 4. Input membership functions 

• the weighted average method is employed for defuzzification, 
• the inference engine makes use of the MAX and MIN operators in relation with 

the following rule base consisting of the rules 9,1 , =iRi : 
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 (18) 

where the parameters KP and α can be obtained either directly by the direct dis-
crete-time controller design resulting in an incremental discrete-time linear PI con-
troller or by the continuous-time design of the linear PI controller with the transfer 
function 

 )]/(11[/)1()( iCic sTkssTksC +=+= , (19) 

where kC , ciC kTk = , is the controller gain and Ti is the integral time constant. 

Next the discretization is done according to the requirements of quasi-continuous 
digital control that include the setting of Ts and accounting for the presence of the 
zero-order hold. Tustin’s method is applied here as bilinear transform to express 
the parameters KP and α: 

 )2/(2 )],2/(1[ sisisCP TTTTTkK −=α−= . (20) 
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The number of rules in the complete rule base (18) can be reduced further for 
the sake of low-cost computing. Interpolation techniques can be applied with this 
regard (Johanyák and Kovács 2007). The additional parameter η with typical val-
ues within 10 <η<  has been introduced in (18) to alleviate the overshoot of the 

control system when e(k) and Δe(k) have the same sign. 
The IFT-based design method dedicated to the accepted class of Takagi-

Sugeno PI-FCs consists of the following steps: 

• Step 0. The value of Ts is set and an initial linear tuning method is applied to 
calculate the initial parameters vector T

PK ][0 α=ρ , where the superscript T 

stands for matrix transposition. The initial controller parameters, KP and α, can 
be obtained also by an initial guess based on the designer’s experience. How-
ever use is made of the linear or linearized models of the controlled plant and 
the parametric conditions of the discrete-time controller resulted from the ro-
bust stability conditions. 

• Step 1. The initial data of the IFT algorithm and the reference model structure 
and parameters are set. 

• Step 2. The IFT algorithm presented in Section 2 is applied resulting in the op-
timal controller parameters vector *ρ . 

• Step 3. The values of the parameters Be and η are set according to the perform-
ance specifications imposed to the control system and the designer’s experi-
ence. The stability analysis or the controller robustness analysis of the fuzzy 
control system can be taken into account. 

• Step 4. The modal equivalence principle is applied (Galichet and Foulloy 1995) 
to map the linear controller parameters onto the Takagi-Sugeno PI-FC ones: 

 ee BB α=Δ
. (21) 

The application of the design method leads to Takagi-Sugeno PI-FCs which 
exhibit as bumpless interpolators between two linear digital PI controllers which 
can be separately designed. The PI-FCs and the linear controllers are equivalent in 
certain conditions. The operation of the PI-FCs out of those conditions can be 
beneficial for the behavior of the fuzzy control system by ensuring the perform-
ance enhancement in terms of different behaviors. 

4 Case Study: Experimental Results 

The case study concerns the angular position control of the experimental setup 
built around the INTECO DC servo system with backlash laboratory equipment 
(Fig. 5) implemented in the Intelligent Control Systems Laboratory with the 
“Politehnica” University of Timisoara (PUT). The structure of the experimental 
setup, Fig. 6, is backed up by: rated amplitude of 24 V, rated current of 3.1 A, 
rated torque of 15 N cm and rated speed of 3000 rpm. The inertial load weighs 
2.030 kg. 
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Fig. 5. Laboratory equipment 

 
Fig. 6. Structure of experimental setup 

The simplified transfer function of the controlled plant and its parameters are 
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The nominal values of the coefficients in the closed-loop characteristic poly-
nomial (12) are 

 ΣΣΣ === TaTkkaTkTka PCPiC /1 ),/( ),/)(/( 210 , (23) 

and the robust stability conditions (14) lead to the following parametric condi-
tions that ensure the robust stability of the continuous-time control system with 
linear PI controller: 

 s 0651.2)/)(/( ,0 min
2
maxminmax =>> ΣΣ TTkkTk PPiC . (24) 

The continuous-time PI controller has been obtained by the frequency domain 
design which yields the controller tuning parameters 01036.0=Ck  and 

s 1043.3=iT  which fulfill (24). Next making use of (20) obtained by Tustin’s 

Iterative Feedback Tuning in Linear and Fuzzy Control Systems 189



 

 

method the conditions (24) lead to the parametric conditions that ensure the robust 
stability of the discrete-time control system with linear PI controller: 

 
].)/)(/(2/[20

]},)/)(/(2/[1{

min
2
maxminmax

min
2
maxminmax

sPPs

sPPsCP

TTTkkT

TTTkkTkK

−<α<

−−>

ΣΣ

ΣΣ  (25) 

Discretizing with s 01.0=sT  the initial digital PI controller parameters are 
T]0029.001035.0[0 =ρ  which fulfill the following particular form of (25): 

 0049.00 ,0103.0 <α<>PK . (26) 

The parameters obtained after 10 iterations for the step size 610−=γ i , 9,0=i , 

are T
PK ]003226.0010346.0[10 =α==ρ . Setting 20=eB  and 5.0=η  the other 

parameter of the Takagi-Sugeno PI-FC is 06452.0=ΔeB . The transfer function of 

the reference model is 

 )15.1/(1)( 2 ++= sssF , (27) 

and use is made of a pulse transfer function in the real-time experiments. 
The scenario used in the real-time experiments is characterized by the constant 

reference input rad 40=r  and the band-limited white noise of variance 0.01 ap-
plied on the disturbance input d. The behavior of the reference model and control 
system with linear PI controller before the application of IFT is illustrated in Fig. 
7a, and the behavior of the control system with Takagi-Sugeno PI-FC after the ap-
plication of IFT is presented in Fig. 7b. The improvement of the control system 
performance indices is ensured by IFT and fuzzy control. 

 

 

Fig. 7. a Reference model output and controlled output (position) versus time for linear control 
system before IFT; b controlled output versus time for fuzzy control system after IFT 
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Conclusions 

The paper has discussed several aspects concerning the IFT-based design of linear 
and fuzzy control systems. Several useful remarks on the signal processing and 
implementation of the IFT algorithms have been highlighted. 

New parametric conditions resulted from the robust stability analysis have been 
introduced in the steps of the IFT algorithms. Real-time experiments have vali-
dated the original IFT algorithms and design methods. 

The IFT-based design of fuzzy control systems has been focused on Takagi-
Sugeno PI-fuzzy controllers with emphasis on low-cost implementations. Use can 
be made of the dynamic fuzzy models (Valente de Oliveira and Gomide 2001), 
(Horváth and Rudas 2004), (Vaščák 2007), (Chang et al. 2008), (Yao and Huang 
2008), (Zhong et al. 2008), (Mansouri et al. 2009). So an alternative is to apply 
IFT directly to fuzzy control systems to avoid the mapping of the linear controller 
parameters onto the fuzzy controller ones. That represents one future research 
topic. However the differentiability with respect to the parameters of the fuzzy 
controllers should be fulfilled which defines additional constraints. The conver-
gence analysis of the IFT algorithms should be done in all applications. 
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Fig. 1. Conceptual view of solar power plan by means of Furoshiki Satellite (Kaya et al. 2004) 

The requirements on the robot are the limited maximum size (10 x 10 x 5 cm), 
a simple mechanical construction, miniaturized electronics, robustness, “low 
cost”, and independence of the mesh’s dimension (from 3 x 3 cm to 5 x 5 cm). 
The weight of the robot plays an important role. Even the launching cost per kilo-
gram is very high. Another point to be considered is that in case the robot is too 
heavy, the satellite can not produce enough net tension. For a free movement the 
moving and holding mechanism of the robot should be well designed. Other diffi-
culties are the vibration and shock during launching of the rocket. The robot 
should pass the vibration and shock tests up to 40 g. Last but not least the working 
environment of the robot is in outer space – 200 km over the earth. The high/low 
temperature, the radiation as well as the vacuum and others should be considered 
in the design phase. 

It is definitely a new, innovative idea and therefore until now there are no such 
approaches known from the literature. 

2 Roby Space-Sandwich 

The first prototype Roby Space-Sandwich was built consisting of two parts – an 
upper part and lower part. The concept is based on using free spaces between the 
wires of the mesh for reference points of the movements and not the wires itself. 
The whole electronic and locomotion components are placed in the upper part. 
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sired trajectory (as well as other demand behavior like acceleration and etc.) has to 
be transferred to the motion unit. For the design of the robot, the considerations 
above mean that it consists of a motion unit and a connection via radio to its supe-
rior control unit. Remaining to the described system the radio module should be 
connected to a microcontroller, which selects and processes the incoming informa-
tion. Afterwards a bus provides the processed information to the motion unit. The 
electronic part consists of a single board for power electronic, communication and 
a microcontroller. The task of the microcontroller is to control both DC motors 
and analyze the radio data. This board is universally useable and in circuit pro-
grammable by the serial port. Furthermore it contains a high-speed synchronous 
serial interface, which gives the possibility to connect several microcontroller 
boards for different tasks. The electronic part consists of the following compo-
nents: 

 XC167 microcontroller from Infineon with internal RAM (8 kByte) and 
Flash (128 kByte) 

 Voltage supply by switching regulators with high efficiency 
 High speed dual full bridge motor driver 
 Infrared transmission module 
 Bi-directional radio module for the frequencies 433, 869 or 914 MHz 
 Status indication by six bright LED's in different colors 
 Serial synchronous interface for communication with further modules, 

e.g. X Scale board. 

For power supply a Lithium Ion (Li Io) rechargeable battery (1200 mAh, 10.8 
V) is used. 

For locomotion two PWM controlled DC motors are used. Specification of 
PWM controlled DC Motors: 

 Mini motor Type: 1524 06 SR 
 Output power: 1.70 W 
 Speed up to: 10000 rpm 
 Stall torque: 6.68 Nm 
 Encoder resolution: 512 pr 

The robot crawled on the net at 40 degrees below zero (Fig. 2. ) and in micro 
gravity environment. In January 2005 the robot was tested in micro-gravity envi-
ronment during parabolic flights in Japan. 

First of all it was not easy to find out the selection of the appropriate magnetic 
force to connect both parts. In case the force is too high the motors have not 
enough power to crawl. In case the force is too low, there is a risk to divide the ro-
bot in two parts. Also the tension of the net structure plays an important role. In 
case the net has not enough tension there is a danger that the robot twines the net. 

 

de

Two parts are connected by magnetic force. The electronic part is built up in open 
architecture. The motion unit controls the motors by a desired trajectory. This 
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Fig. 2. Roby Space-Sandwich during temperature tests at the 40 degrees below zero 

3 Roby Space Insect 

In order to avoid several risks as described a new robot was built. The major 
changes are done in chassis and locomotion. To avoid the separation the robot 
consists of one part. The height of the robot is the half of the Roby Space-
Sandwich. The same electronic parts are used. A specially constructed device is 
used for holding the net and forward movement. Six pin type grippers on each side 
of the robot (one on right-hand side, another on left-hand side) are responsible for 
the holding and the movement of the robot on the net. Always at least two devices 
on each side hold the net. Before the holding devices release the net following de-
vices should catch the net and move forwards. Roby Space-Insect passed the mi-
cro gravity tests in parabolic flights. During tests the robot moved a distance of 2 
m within 10 seconds (Fig. 3. ). 

 

 

Fig. 3. Roby Space-Insect attending micro gravity tests 
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4 Roby Space - Junior 

During the first parabolic flight campaign Roby Space-Insect succeeded well. 
Nevertheless after several meetings, two major problems of Roby Space-Insect 
were filtered out: 

 Getting out of the rocket box:   
Due to the long gripper legs it is very difficult to move out of the small 
box. The possibility that the robot gets stuck inside the box or on parts 
of the rocket frame is very high. 

 Low tension of the mesh:    
Because of the huge mesh dimension the relatively small daughter satel-
lites are not able to generate a high tension for the mesh. We may rec-
ognize that the motion of the robot influences the shape of the mesh 
which increases the danger of getting stuck during the gripper motion on 
the top of Roby Space-Insect. 

This two problems led to a third prototype called Roby Space-Junior (Fig. 4. ). 
The robot consists of two parts – the upper part has two active driven belts, the 

lower one two passive driven belts. Magnetic forces push them together. The spe-
cial surface between the parts prevents the lower part from moving away. 

The advantage of this construction is the very low friction between mesh and 
robot during operation. There are no high sliding forces like in the first prototype 
RobySpace-Sandwich due to the passive driven belts of the lower part. The elec-
tronic system and software are the same as of Roby Space-Insect. Roby Space –
Junior uses the Bluetooth communication. 

 

 

Fig. 4. Robot fixed on the mesh ready for action 
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5 Results of Research and Development 

The robots passed following tests: 

 Microgravity tests during parabolic flights in January and March 2005 in 
Japan 

 Vibration and shock tests in May 2005 at the ESA Mechanical Systems 
Laboratory, The Netherlands 

 Mechanical verification tests, June 2005 in Japan 

After the tests and technical updates of the systems a sounding rocket S310 
with two Roby Space-Junior were launched on January 22, 2006 at the Uchinoura 
Space Center, Japan. One of two robots worked well. It crawled on the net with 
small resistance – the robot had a constant high voltage level and moved with con-
stant velocity for more than 30 seconds. For the other robot we have to wait for 
the results from the telemetry data (Kopacek et. al., 2004). 

Three cameras in the satellite delivered the video signals. The video which sent 
the satellite showed one of robots which moved on the net. According to European 
Space Agency (ESA) and Japan Aerospace Exploration Agency (JAXA) the ex-
periment completed successfully. 

 
 

  

Fig. 5. Set up the rocket nosecone of S310 Fig. 6. Sounding rocket S310 

 

 

Summary 

We proved that “low cost” minirobots developed by a small research team, in a 
short time are able to operate in outer space under zero gravity conditions. After 
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All the prototypes described and discussed in this paper are derived from our 
low cost soccer robots – in average 75% e.g the whole controller board. For a cost 
oriented solution and to fulfil the WEEE directive of the European Community 
most of the parts are from other recycled electronic devices e.g the magnets are 
from used hard discs of PC`s, the screws were from disassembled mobile phones. 
This successful project is a contribution to cost oriented automation. 
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Concept team” under contract ESTEC/Contract No. 18178/04/NL/MV- Furoshiki Net Mobility 
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Motion Control for Formation of Mobile Robots 
in Environment with Obstacles 

Control and Systems Engineering, Poznan University of Technology 
Piotrowo 3A, 60-965 Poznan, Poland 

robots. Robots track desired trajectories in the environment with static con-
vex-shaped obstacles. Algorithm includes collision-avoidance between robots and 
obstacles. Artificial potential functions (APF) surround objects in the environment. 
Virtual field orientation (VFO) method is used to track desired trajectories. Stability 
analysis for the system is presented. Simulation results and hardware experiments 
that illustrate effectiveness of presented algorithm are included in the paper. 

1 Introduction 

Great development in mechanics, electronics and computer sciences opens new 
perispectives in cooperative robotics. Many researchers focuse their attention on 
this subject. It is known since decades that some tasks can be executed more effi-
ciently using multiple simple, low-cost mobile robots instead of one bigger robot, 
however, complexity of multi-robot systems and special demands on communica-
tion caused that they were rarely used. 

On the other hand control design for multiple robots is much more complex due 
to distributed characteristic of the system and its complexity. There are many ap-
proaches which can be conventionally partitioned into three groups: virtual struc-
ture approach [2], [9] behavioral approach [6], [15] and leader follower scheme [3], 
[10] and [12]. Each of them is more suitable for particular application and less for 
the others. 

Milti-robot system have wide range of applications: service robots, transporta-
tion, exploration, mapping and rescue systems, surveillance, security and many 
others. 
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Abstract.  Paper presents control method for the formation of  nonholonomic mobile 
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cludes adaptive module, but method was not tested using hardware. Author also 
assumes that there are no obstacles in the environment. 

In Section 2 control algorithm is described. In Subsection 2.1 kinematic model of 
the system is introduced, in Subsection 2.2 collision avoidance using APF is de-
scribed. In Subsection 2.3 control method is shown in details. In Section 3 problem 
of local minima and equilibrium points is discussed. In Section 4 stability and 
convergence of the system is analysed. In Subsections 4.1 and 4.2 stability of po-
sition is investigated for case of collision avoidance with a single obstacle and 
between N  robots in environment with M  obstacles respectively. In Subsections 
4.3 and 4.4 convergence of the orientation of robot is investigated. In Section 5 
simulation and experimental results are shown. In Subsection 5.1 results of nu-
merical simulations are presented and in Subsection 5.2 results of experimental 
work are described. Section 6 contains concluding remarks. 

2 Control Algorithm 

2.1 Model of the System 

Formation is a group of N mobile robots. Kinematic model of the i th robot (Fig. 1) 
is given by the equation: 

 

cos 0
sin 0 ,

0 1

i i
vi

i i
i

i

x
u

y
uω

θ
θ

θ

⎡ ⎤ ⎡ ⎤
⎡ ⎤⎢ ⎥ ⎢ ⎥= ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎣ ⎦⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

 (1) 

where ix , iy  nad iθ  are position and orientation coordinates of i th robot, re-

spectively ( 1, ,i N= … ), [ ]Ti vi iu uω=u  is control vector that includes viu  - 

linear velocity control and iuω  - angular velocity control. 

 

in

In this paper control method for trajectory tracking by formation of mobile ro-
bots is presented. Similar approach was described in [1], however, in that article 
control algorithm for dynamic model of robots is shown and control algorithm 

2.2 Collision Avoidance 

Each object is surrounded by artificial potential field that cause repelling force on 
robots that approach obstacle boundary to close. In this paper authors assume that 
all robots and obstacles can be modeled as a circle-shaped objects. 
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Fig. 1. Model of the differentially driven mobile robot, ri – wheel radius, 2 bi – distance between 

wheels, ai – distance between wheel axis and center of mass, [ ]Ti ix y  - robot position, iθ  - 

robot orientation, [ ]1
T

si sx y  - position of center of mass of the robot 

Lets define: [ ] [ ] [ ]{ }2: ( , ) , T T
a ax y x y x y x y rΔ = ∈ − ≤  - 

set of coordinates for collision area, 

[ ] [ ] [ ]{ }: ( , ) , T T
a ax y x y r x y x y RΓ = ∉Δ < − <  - set of coor-

dinates for repel area and D = Δ∪Γ  - set that includes both areas, where r  is 
the least radius of circle that covers obstacle or robot, R  is the radius of area where 
repel force caused by APF acts. In case of two robots repel area will be also named 
interaction area. 
 Artificial potential function (APF) is given by the following equation: 
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Motion Control for Formation of Mobile Robots in Environment with Obstacles 205



where 0r > , 0R >  fulfill inequality R r>  (Fig. 2), and l  is the distance to 

colliding object. In case of two robots numbered n  and m : nm n ml = −q q , 

where nq , mq  are robots position vectors. In further part of this section indexes 

will be omitted. 
Collision avoidance task requires APF to converge to infinity as distance to the 

boundary of colliding object decreases to zero. To fulfill this condition Eq. (2) is 

mapped to 0,∞  using transformation: 

 
( )( ) .

1 ( )
a

a
a

B lV l
B l

=
−

 (3) 

 

 

Fig. 2. Robot R1 is in the repel area of O1 obstacle; r – radius of the collision area, R – radius of 
APF’s range connected with the obstacle 

Differentiating 3 with respect to time once and twice one obtains respectively:  
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Graph of resulting APF is shown in Fig. 3. 
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Fig. 3. Scalled APF: ( ) )0,aV l ∈ ∞  

and 
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As shown in [5] numerical complexity of these functions is similar to other 
known in the literature. 

2.3 Control 

Reference position of i th robot is given by vector: [ ]T
di di dix y=q . Reference 

orientation is computed as a function of vector of reference linear velocities: 
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 tan 2 ( , ),di di dia c y xθ =  (6) 

where tan 2 ( , )a c ⋅ ⋅  is a continous version of function tan 2( , )a ⋅ ⋅ . Let 

[ ]Ti i ix y=q  designates position vector of i th robot. Tracking error of ith robot 

is given as: 

 .xi
i di i

yi

e
e
⎡ ⎤

= = −⎢ ⎥
⎣ ⎦

e q q  (7) 

Now virtual field orientation control algorithm (VFO) [8] will be described. In 
presented method VFO is a trajectory tracking module. Let's introduce convergence 
vector: 

 ,
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i ai ai
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h k E y
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h  (8) 

where , 0pk kθ >  are position and orientation control gains, respectively. 

Modified tracking error is computed as a difference between tracking error and sum 
of gradients of APF's associated with collisive objects: 

 
1, 1
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 (9) 

where ( )arij ijV l  is APF of the j th robot, ( )aoik ikV l  is APF of the k th obstacle, 

ij i jl = −q q  for , 1, ,i j N= … , i j≠  is the distance between the i th and the 

j th robot, ik i kl = −q q  for 1, ,i N= …  and 1, ,k M= …  is the distance 

between the i th robot and the k th obstacle. Graphical interpretation of modified 
position error is shown in Fig. 4. 
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Fig. 4. Robot R1 is in the repel area of O1 obstacle. Modified position error is computed as a dif-
ference between tracking error and gradient of the obstacle’s APF 

Auxiliary orientation error is defined as follows: ai ai ie θ θ= − . The auxiliary 

orientation variable aiθ  is defined as follows: 

 tan 2 ( , ).ai yi xia c h hθ =  (10) 

Control vector [ ]Ti vi iu uω=u  for the i th mobile platform is given by the 

following equation: 

 
cos sin

.vi xi i yi i

i i

u h h
u hω θ

θ θ= +
=

 (11) 

Assumption 2.1 Desired trajectories do not intersect APF areas of obstacles and 
robots do not interact when tracking is executed perfectly. 
Assumption 2.2 When robot position is in Γ  then reference trajectory is frozen: 

 ( ) ( ),di dit t−=q q  (12) 

where t−  is the time value before robot get the area represented by the set Γ . 

Higher derivatives of ( )diq t  are kept zero until robot leaves repel area [7]. 
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Assumption 2.3 When 2 2( , )aie d dπ ππ δ π δ∈ + − + + , where δ  is a small 

positive value, 0, 1, 2,...d = ± ± , then auxiliary orientation variable aiθ  is re-

placed by ( )( )2sgnai ai aie dπθ θ π ε= + − + , where ε  is a small value that 

fulfills condition 0ε >  and sgn( )⋅  denotes the signum function. 

Assumption 2.4 When robot reaches a saddle point reference trajectory is dis-
turbed to drive robot out of local equilibrium point. In the saddle point the fol-
lowing condition is fulfilled: 

 ,0ih∗ =  (13) 

where 
T

xi yih h⎡ ⎤= ⎣ ⎦ih∗ . In this case ( )ai tθ  is frozen: ( ) ( )ai ait tθ θ −= . 

3 Local Minima and Equilibrium Points 

Siginificant weakness of APF-based methods is problem of existance of local 
minima. Especially in case when non-convex obstacles exist in the environment 
local minima may occur. In this paper it is assumed that only circle shape obstacles 
exist. Another assumption is that obstacles APF's are separated. In such a case local 
minima will not appear, however, there will exist local equilibrium points with 
quantity equal to noumber of obstacles [11] when a set point control is analyzed. 
These equilibrium points are not attracting and they are also not stable. They appear 
in positions where tracking error is balanced with repel vector caused by obstacles 
APF. 

Small disturbance is added to the robot position or desired position to prevent 
robot to get stuck in equilibrium point [14]. 

4 Stability Analysis 

Stability proof gathers three steps: [ ] [ ]lim T T
t i i di dix y x y→∞ =  - proof of 

stability and asymptotic convergence of robots position to reference position, 

limt i aiθ θ→∞ =  - proof of convergence of orientation to auxiliary orientation 

variable, limt ai di θθ θ ε→∞ = + , where θε  is small value - proof of convergence 

of auxiliary orientation variable to near surroundings of the desired orientation. 
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4.1 Collision Avoidance with Single Obstacle 

In this Subsection for simplicity indexes of robots numbers are omitted. 
Lyapunov function candidate is given by the following equation: 

 ( )2 21 1( ) ( ),
2 2

T
l a x y aV V l e e V l= + = + +e e  (14) 

where aV  is a potential given by (3). Parameter l  represents distance between 

robot and obstacle: [ ] [ ]T T
a al x y x y= − . Time derivative of (14) is as 

follows: 

 .l a a
x x y y

dV V Ve e e e x y
dt x y

∂ ∂
= + + +

∂ ∂
 (15) 

Above equation can be transformed to the form: 

2 2 2 2 2cos ( ) cos ( ) cos ( )l
x d y d p x a p y a x d a

dV e x e y k E e k E e E x e
dt

= + − − −  

 2cos ( ) sin( ) cos( ) sin( )cos( ).y d a x d a a y d a aE y e E y e e E x e e− − +  (16) 

Two cases will be investigated separately: 

1 Robot belongs to set 2 \cD D= , 

2 Robot belongs to set Γ . 

In case 1 x xE e=  and y yE e=  because 0a aV V
x y

∂ ∂
∂ ∂= = . Time derivative of 

the Lyapunov function simplifies to: 

2 2 2 2 21 cos ( ) cos ( ) cos ( )l
x d y d p x a p y a x d a

dV e x e y k e e k e e e x e
dt

= + − − −  

 2cos ( ) sin( ) cos( ) sin( )cos( ).y d a x d a a y d a ae y e e y e e e x e e− − +  (17) 

Additional index denotes case number. Using definition of vector multiplication 
and introducing matrix: 
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the following inequality is fulfilled: 

 21 sin ( ) sin sin( ) cos( )Tl
a a a

dV e e e
dt

α≤ − + −d de Qe e q e q  (19) 

 
2

min ( ) 2 ,λ≤ − + de Q e q  (20) 

where minλ  is the smallest eigenvalue of matrix Q . Considering 2 0alV =  one 

can write: 

 
2

1
1 .
2lV = e  (21) 

Substituing 
2

12 lV=e  into (20) one obtains: 

 1
min 1 1max

2 ( ) 2 2 .l
l l

dV V V
dt

λ≤ − + dQ q  (22) 

Introducing new variables: min2 ( )λ λ= Q  and 
max

2 2ε = dq  the above 

inequality can be transformed to the form: 

 1
1 1 ,l

l l
dV V V
dt

λ ε≤ − +  (23) 

where , 0λ ε >  are constants. Solution of (23) is as follows: 

1
2

2 2 2

1 1 1 12 2 2( (0) 2 (0) ) 2( (0) ) .tt
l l l lV V V e V e λλε ε ε ε ε

λ λ λ λ λ
−−≤ − + + − + (24) 

Above equation implies that the system is stable and error is reduced to 
2

2 .ε
λ

 

Substituting (21) into the left side of equation 24 one obtains: 

1
2

2 2 2
2

1 1 12 2 2

1 ( (0) 2 (0) ) 2( (0) ) .
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tt
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Maximum value of module of error for t →∞  is as follows: 

 max
max

min

2 2 .
( )Q

ε
λ λ

= = dq
e  (26) 

By increasing min ( )Qλ  term (increasing pk  parameter) one can reduce mod-

ule of the error. 
In case 2 according to 2.2 equation (16) can be written in the simplified form: 

 2 2 2 22 cos ( ) cos ( ),l
p x a p y a

dV k E e k E e
dt

= − −  (27) 

which always fulfills condition 1 0lV ≤  and the system is stable. 

Notice 4.1 As shown in [13] collision avoidance is guaranteed when 1 0lV ≤  and 

 lim lim ( ) ,
a

a a
r l r

V V l
+ +− → →

= = +∞
q q

 (28) 

where [ ]T
a a ax y=q . 

Now convergence analysis will be presented. Using inequality: 

 2 2 ,l lV Vλ ε≤ +  (29) 

where λ  and ε  are constants, after transformations one can write: 

1
2

2 2 2

2 2 2 22 2 2( ) ( (0) 2 (0) ) 2( (0) ) .tt
l l l lV t V V e V e λλε ε ε ε ε

λ λ λ λ λ
−−≤ − + + − +

  (30) 

In the steady state 
2

22 ( )lV t ε
λ

≤ . 2 ( )lV t  is bounded to sphere with radius de-

pending on values ε  and λ . 
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4.2 Collision Avoidance between N Robots and M Obstacles 

Now case of N robots that tracks desired trajectories 1 1[ ]T
i ix y=diq , 

1, ,i N= …  that avoid collisions in the environment with M  obstacles is ana-

lyzed. Robots positions are given by vectors [ ]T
i ix y=iq . 

Lyapunov function candidate is given by the following equation: 

 
1 1, 1

1 1 ,
2 2

N N M
T

l arij aoik
i j j i k

V V V
= = ≠ =

⎡ ⎤
= + +⎢ ⎥

⎣ ⎦
∑ ∑ ∑i ie e  (31) 

where arijV  is APF of j th robot that acts on i th robot, aoikV  is APF of k th ob-

stacle that acts on i th robot. Differentiating (31) with respect to time results in: 

1 1,

1
2

N N
arij arij arij arijl

xi xi yi yi i j i j
i j j i i j i j

V V V VdV e e e e x x y y
dt x x y y= = ≠

⎛ ⎛ ⎞∂ ∂ ∂ ∂
= + + + + + +⎜ ⎜ ⎟⎜ ⎟⎜ ∂ ∂ ∂ ∂⎝ ⎠⎝
∑ ∑   

  (32) 

1

.
M

aoik aoik
i i

k i i

V Vx y
x y=

⎞⎛ ⎞∂ ∂
+ + ⎟⎜ ⎟⎟∂ ∂⎝ ⎠⎠
∑  

Taking into consideration symmetry of interactions between robots one can 
write: 

,aij aij aji aji aij aij aij aij

i j j i i j j j

V V V V V V V V
x x x x y y y y

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
= − = − = = − = − =

∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂
(33) 

Using 33 equation 32 can be transformed to the form: 

1 1,

N N
arij arijl

xi xi yi yi i i
i j j i i i

V VdV e e e e x y
dt x y= = ≠

⎛ ∂ ∂⎛ ⎞
= + + +⎜ ⎜ ⎟⎜ ∂ ∂⎝ ⎠⎝
∑ ∑  

  (34) 

1

M
aoik aoik

i i
k i i

V Vx y
x y=

⎞⎛ ⎞∂ ∂
+ + ⎟⎜ ⎟⎟∂ ∂⎝ ⎠⎠
∑  

Taking into account that above equation is the generalization of (16) to case of 
N  robots and M  obstacles convergence of the robots position to desired one can 
be proven in a similar way as in Subsection 4.1. 
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4.3 Proof of Convergence of Robots Orientation to Auxiliary 
Orientation Variable 

Now proof of convergence of robots orientation iθ  to auxiliary orientation variable 

aiθ  will be presented: 

 lim .i ait
θ θ

→∞
=  (35) 

Substituting last row of (8) into second row of equation (11) and next the ob-
tained result to the last row of (1) one gets: 

 .i ai aik eθθ θ= +  (36) 

The above equation can be transformed to: 

 .ai aie k eθ= −  (37) 

Solving this equation one see that aie  decreases exponentially to zero. Robot 

orientation converges exponentially to an auxiliary orientation variable aiθ . 

4.4 Proof of Convergence of Auxiliary Orientation Variable to 
Reference Orientation 

Now proof of convergence of auxiliary orientation variable aiθ  to near surround-

ings of reference orientation diθ  will be presented: 

 lim ,ai dit θθ θ ε
→∞

= +  (38) 

where θε  is a small value. 

Comparing (6) and (10), where xih  and yih  are given by (8) one can state that 

for 0p xik E →  and 0p yik E →  auxiliary orientation variable converges to ref-

erence orientation. When robots are outside interaction area convergence holds for 

0p xik e →  and 0p yik e → . As shown in Subsection 4.1 position error can be 
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reduced to a small value (25) by increasing pk . By reducing position error auxil-

iary orientation variable can be bounded to near neighbourhood of the reference 
orientation. 

5 Simulation and Experimental Results 

In this section simulation and experimental results are presented. Simulations were 
performed using Matlab 7.0. In experiments Minitracker robots (Fig. 6) were used 
[4]. 
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Fig. 5. Simulation results for formation of eight robots tracking linear desired trajectories 

 

Fig. 6. Minitracker robot 
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Fig. 7. Screenshot form the 3d visualization software tool used to verify effectiveness of proposed 
algorithm 

5.2 Experiments 

Experimental results include test for two robots and single static obstacle in the 
environment. Geomtrical parameters of robots (Fig. 1) are as follows: dostance 
between robots wheels 2 65.50b mm= , radius of robot wheel 26.5r mm= . 

Robots have to bypass obstacle avoiding collision at the same time. Robot 2 (Fig. 
8(a)) gets into repel area of the obstacle. Obstacles APF acts on it and robot is re-
pelled. Robot 1 avoids collision with robot 2. It changes direction of motion due to 
some delays in the real system. Position errors of both robots converge to values 
near zero. Their values for robot 1 are shown in Fig. 8(b) and for robot 2 in Fig. 8(d). 
In Figs. 8(c) and 8(e) orientation errors of robot 1 and 2 are shown. They also 
converge to values near zero. 

5.1 Simulations 

In Fig. 5 simulation results for a group of eight robots that tracks linear desired 
trajectories are shown. In Fig. 5(a) robots coordinates in cartesian plane are pre-
sented. Initial positions of robots were chosen to cause interaction between them 
and static obstacles. Robots reach their desired trajectories after 15 seconds. Posi-
tion errors reach values near zero Fig. 5(b). In Fig. 7 Screenshot from the visuali-
zation tool is presented. This software was developed by the authors to investigate 
algorithms before hardware implementation. 
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(a) robots coordinates in (x,y) plane (b) robot 1 position errors 
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(c) robot 1 orientation error (d) robot 2 position errors 
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(e) robot 2 orientation error 

Fig. 8. Experimental results for two robots tracking linear desired trajectories 

Conclusion 

The new control algorithm for formation of mobile differentially-driven robots in 
the environment with static convex obstacles was presented. Stability proof for the 
system was shown. Simulation and experimental results illustrate effectiveness of 
the presented method. Authors plan further experiments with greater number of 
robots. Control method will be also expanded to be suitable for more complex en-
vironments. 
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way in which children learn in an enjoyable manner. It can be relaxing, exciting - 
children can play a role and it is an important possibility to get in touch with other 
children. On the other hand, disabled children have limited possibilities for inter-
action with social and material environment. This paper is focusing on two par-
ticular projects coordinated by the author. The PlayROB system is a robot which 
supports severe handicapped children for playing with LEGO™ bricks. For a 
long-term field trial six PlayROB systems have been realized and installed at se-
lected Austrian education institutions. The user tests revealed that the goal to 
make autonomous play for children with physical handicaps possible has been ful-
ly achieved. The second presented project – the EC-funded project IROMEC – is 
dealing with an interactive robot system for use in education and therapy. A novel 
framework for this application area is being developed and evaluated by means of 
a dedicated robot setup. The main research focus of IROMEC is on the user ori-
ented definition of appropriate play scenarios, development of evaluation meth-
ods, and finally on the definition of robot behaviors and interaction modes. Ro-
bustness, dependability as well as “plug&play” operation of the robot system are 
specifically addressed. 

1 Introduction 

In the past “child’s play” has often been neglected in comparison to educational 
objectives such as developing mathematical or language skills. However, state of 
the art research emphasises the important role of play in children’s development, a 
crucial vehicle to learn about themselves, the environment, and to develop social 
relationships. The research activities described in this paper target children who 
are prevented from playing, either due to cognitive or multiple impairments which 
affect their playing skills, leading to general impairments in their learning poten-
tial and  more  specifically  resulting  in  isolation  from the  social  environment, 

gernot.kronreif@profactor.at 

Abstract

.

  From a developmental and educational perspective, play is a “natural”  

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 221–234. 
springerlink.com                                                                  © Springer-Verlag Berlin Heidelberg 2009 



cluding family members and peers. The underlying assumption is that providing 
tailored means to encourage play using a robotic toy will break down barriers for 
development through play, fostering individual development up to the person’s 
full potential. 

1.1 Play for Enjoyment and Learning 

Play in humans is a complex phenomenon, and its roles in development are di-
verse. Through play, juveniles interact with their physical and social worlds and 
‘construct’ their mental worlds. Thus, play is more than merely ‘having fun’ or 
‘practising skills for adulthood’. Opportunities to play e.g. with peers or family 
members benefit social competence and confidence. Skills acquired through social 
play behaviour are instrumental in developing and maintaining social relationships 
and bonds that may last a life-time. Also, from an educational perspective, play is 
a “natural” way in which children learn in an enjoyable manner. In play, the com-
plexity of stimuli and activities can be gradually increased, thereby guiding the 
child through a series of experiences that can be designed according to the chil-
dren’s cognitive, emotional, individual and – when applicable – therapeutic needs 
and possibilities. 

Research in the field of educational technology and special education is only 
recently approaching the right of children with disabilities to play like all their 
peers. Robots could contribute to change this situation: their nature itself is joyful, 
they can possess a potentially huge variety of interaction skills, and their power to 
inspire identification and empathy has been clearly demonstrated. The new tech-
nological possibilities offered by robotics have strongly shed light on the early 
years of children with disabilities, however the appropriate use of technological 
toys and play activities is still widely unexplored – a situation that the two projects 
described here aim to remedy. Both projects are an interdisciplinary initiative 
combining robotics, ICT and other disciplines like cognitive sciences, develop-
mental psychology, pedagogy, human-machine interface in order to demonstrate a 
novel potential role of advanced robots in society – a role where playing setups for 
cognitive or multiple disabled children supported by robotics technology finally 
contribute to enhancement of the following three aspects. 

 
(1) "Quality of Life": 
Playing is a substantial and joyful part in the life of children, it can be relaxing, 

exciting, children can play a role and it is an important possibility to get in touch 
with other children. In the very recently published “children version” of the ICF 
(International Classification of Functioning and Disability) the World Health Or-
ganisation has carefully considered and described playing activities, both under 
the “Activities and Participation” and the “Environmental Factors” [1]. Play is 
then considered as one of the most important aspects in a child’s life, a parameter 
to be considered for assessment of children’s quality of life (QoL). 

 in

222 G. Kronreif



(2) "Social Inclusion": 
Children with a disability not only have to deal with the physical and psycho-

logical consequences of this impairment itself; the disability also will affect the 
development of their social roles. For participation in society communication and 
interaction skills are necessary – functions which could be improved during the 
play with the robot. Facilitating this development despite of the disability has a 
life long positive effect on the individual. It will enhance the social inclusion with 
other children and adults, and this will continue while growing up and in their 
adult life. 

 
(3) "Learning and Therapy": 
There is considerable evidence and recognition of the important role of play ac-

tivity which validates the high didactic and educational value of play at every 
stage of life. The most innovative, psychological and educational trends have hig-
hlighted the importance of active teaching and the use of a didactic methodology 
based on the constructivist concept of learning for the correct development of 
learning processes. Playing and acting in playful environment is the basic key for 
children’s learning; the role of social relationships to increase the children’s cog-
nitive skills has been demonstrated firstly in the educational psychology field by 
Lev Vygotskij [2] and has been confirmed in subsequent studies. More recently, 
scientific literature in the field has shown the role that playing activities and inter-
actions in technological environments can have and it’s positive influence on chil-
dren’s learning skills. This has been demonstrated also for children with cognitive 
and with physical impairment. 

1.2 State-of-the-Art in ‘Robot Assisted Play’ 

Due to the many related activities in different application fields an analysis of the 
state-of-the-art must observe several areas, like toy market, toy adaptation re-
search (plus assistive devices) as well as activities in the area of ‘personal robot-
ics’. For the (robot) toy market several systems – from simple and cheap devices 
up to very complex and expensive ones – are (or have been) commercially avail-
able1, e.g. AIBO robot dog from Sony Inc., MyRealBaby from Hasbro, or 
MINDSTORMS from LEGO Inc. Previous research from several groups world-
wide however has shown that these kinds of systems are rather limited for the de-
sired purpose of a playing assistant for disabled children. 

Other ongoing research projects are investigating different setups and interac-
tion possibilities between robot and human(s) in the framework of “personal ro-
bots”, e.g. NEC Research laboratories are developing the personal robot PaPeRo 
to become “family member”. Similar work – but more related to Human-Robot-
Interaction (HRI) – can be observed in different research laboratories world-wide. 

                                                           
1 See also http://www.robotoys.com/ or http://www.robotshop.ca/robot-toys.html 
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The IST-FET project Cogniron studies a cognitive robotic companion to be used 
in domestic scenarios [3]. MIT Media Lab (and other groups) is working on the 
interaction aspects for sociable robot systems in a laboratory setting; one study is 
aimed for weight management for people who have lost weight and want to keep it 
of. The published results demonstrate that this kind of HRI work with typically 
developing children or adults but cannot be directly applied to the area of assistive 
technology. For example, work at ATR with Robovie, as well as other work, has 
shown that interaction levels with children decrease over repeated exposure, while 
e.g. two independent studies with autistic children by Robins et al. [4] and chil-
dren with developmental disorders by Kozima et al. [5] have shown that interac-
tion levels increase in a longitudinal study. Other related research by Takanori 
Shibata at AIST and collaborators (seal type robot PARO) has shown first promis-
ing results in using an interactive robot in therapy for children and support for the 
elderly [6] – a similar approach is by Omron with their NeCoRo robot system, and 
Michaud et al. [7] who are designing robots for child-development studies. 

In the area of robot-assisted playing early research was done by A. Cook and 
his collaborators where a small industrial robot was used for a particular play 
setup for children with physical disabilities [8]. Howell et al. [9] presented a ro-
botic system installed at an elementary school utilized for science instruction. Da-
vies described a prototype for a “playing robot” which aims to give assistance dur-
ing either a painting or a building scenario [10]. The common theme for all of 
these scenarios is to use the robot for improved interaction with and exploration of 
3D objects. The Adaptive Systems Research Group of the University of Hertford-
shire has investigated since 1998 the role of robotic toys in therapy and education 
of children with autism demonstrating that a robot can potentially play a useful 
therapeutic role encouraging basic social interaction skills (e.g. joint attention and 
imitation), as well as using the robot as a social mediator facilitating interaction 
with peers and adults [11], [12]. 

2 PlayROB and IROMEC – Two Selected Examples for 
‘Robot Assisted Play’ 

In the following chapter two selected examples for application of robotics tech-
nology as playing assistant for disabled children will be described in more detail. 
The first described setup – robot system PlayROB – has been designed as assistive 
system helping severe disabled children in playing with LEGO™ bricks. In this 
setup the robot is not the toy – but the robot helps to use the toy. On the other 
hand, the second system described – robot system IROMEC – is representing a 
special designed robotic toy serving as a mediator for playing activities for cogni-
tive and physically disabled children. 
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2.1 Playing Assistant PlayROB 

“PlayROB” is a remote controlled robot system which aims to assist the severe 
physically disabled child during play. The main idea behind this system is that – 
different to many other approaches – the robot should serve as an assistant only. 
The way of playing is defined by the child, which ensures maximum autonomy. 
The robot is not the toy – but the robot assists in using the toy, which leads to a 
“Robot Assisted Play” setup. Using the functionality of such a robot system, the 
user is now in the position to manipulate real objects (toys) in the real world, de-
spite of her/his impairment. 

2.1.1 First Prototype 

In a first feasibility study, a dedicated 3DOF2 Cartesian robot system has been de-
signed for manipulation of LEGO™ bricks (Fig. 1). The design is following a 
“low cost” approach by using standard components for the entire system. 

 

 

Fig. 1. First prototype of the robot assistant PlayROB – a 3DOF robot with special gripper de-
vice and storage system for different kinds of toy bricks 

System evaluation, User Trials 

The prototype mentioned above was finalized late 2003. In the following, first 
user trials with this robot prototype were composed of different steps. In a starting 
series of expert tests the concept per se as well as the functionality and stability of 
                                                           
2 DOF – Degrees of Freedom 
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the system could be evaluated. It should be mentioned here that these expert tests 
and system refinement before starting the tests with end users turned out as very 
important in order to avoid frustration for the children if the system breaks down. 

For next stage of user tests six children were invited to use the robot prototype. 
For first trials three able-bodied children (between 5 and 7 years old) were con-
fronted with the system for three playing sessions each. Beside further evaluation 
of the system concept and the user interface (all children have used a 5-key input 
device) there was also an evaluation of different playing setups (i.e. “free play-
ing”, reconstruction of pre-defined figures). In a second series, three disabled chil-
dren (between 9 and 11 years old; child 1 – multiple physical impairments; child 2 
– tetra paresis; child 3 – transverse spinal cord syndrome) were asked to use the 
robot in the same playing setups as used in the previous series. For both series, no 
quantitative criteria were used (e.g. time per inserted brick, number of “wrong 
placements”, etc.) – main interest was on acceptance of the system and intuitive-
ness of the user interface concept. 

 

 

Fig. 2. Robot prototype during user tests 

The user tests (Fig. 2) revealed that the chosen approach for a robot system can 
be an attractive device for children with physical disabilities [13]. The very posi-
tive feedback from children, but also from parents and teachers, have encouraged 
to perform a redesign of the system and the realization of a small series of the ro-
bot assistant for a multi-center evaluation study. 

2.1.2 Multi-center Evaluation with Redesigned PlayROB System 

An important research question for the proposed “Robot Assisted Play” setup is to 
investigate possible and estimated learning effects. A multi-center study should 

226 G. Kronreif



help to get reasonable answers to that question. Thus, six redesigned systems were 
installed at selected schools and therapy institutions in Austria since winter semes-
ter 2004 in order to introduce the system to many children. Playing with the robot 
has being included into the regular therapy plan in order to support the evaluation 
of learning effects. 

Main criteria for the redesign were further reduction of the system costs as well 
as improvement of system safety. The robot system is now completely integrated 
into a mobile rack – most of the moving parts are covered by the robot housing 
made from perspex (Fig. 3). Depending on the activity level of the particular user, 
the system can also be used with locked doors (acrylic glass) in order to avoid any 
manual intervention during robot operation. Redesign was subject to all system 
components, i.e. gripper system, storage as well as control system [14]. For effi-
cient execution of the long-term user evaluation, each single playing session is be-
ing recorded into a “log-file” in any detail – including name of the player, duration 
of the playing session and each particular playing sequence. 

 

 

Fig. 3. Redesigned system “PlayROB” 

Multi-center System Evaluation 

For  investigation  of  possible  learning  effects  in a multi-center study, six Play-
ROB systems were installed at selected schools and therapy institutions in winter 
semester 2004 and in summer semester 2005 in order to introduce the system to as 
many children as possible. 

For the desired evaluation of learning effects the following parameters have 
been recorded for every playing session: 
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• Duration of playing session 
• Number of used bricks and number of different brick types 
• Time required for brick placement (bricks/min) 
• Utilization of the playground area (%) 

The six systems were installed at three institutions in Austria (Waldschule3, 
Institut Keil4, Vereinigung zu Gunsten körper- und mehrfachbehinderter Kinder 
und Jugendlicher5). At each of the three sites, about 5-10 children have used the 
PlayROB system on regular basis. All of the users are showing significant physi-
cal disabilities – in most cases together with different degree of mental retardation. 
Most of the pupils are not able to speak. 

In the first stage of the study (until March 2006) no instructions about what to 
build were given to the children (“free playing”). Main goal for this first phase of 
user trials was to evaluate the impact of the redesign measures. Results show that 
the new system design and the new functions – like laser guidance during brick in-
sertation, new interfaces for children and teacher, new starting procedure, etc. – 
result in an enhanced acceptance at children and teacher side. Beside of this func-
tional evaluation also first small learning effects came to the fore. The children 
more and more got a feeling about what kind of figures could be possible by using 
the bricks – figures also became more complex. Children had a lot of fun during 
playing – playing to them was not a kind of “learning exercise” but very enjoyable 
activity. In addition it was reported from the institutions that the experience of 
“autonomous playing” had a very positive effect on the self-esteem of the chil-
dren. 

During the second phase of the user trials additional playing scenarios have 
been defined and improved together with the institutions. Different from the origi-
nal plan, not all children finally could be transferred from “free playing” to “in-
structed playing” where instructions about what they have to build are given to 
each child first verbally, then as sample constructions to copy and finally as con-
struction plan. The main reason for not using “instructed playing” for all children 
was that most of the children had not the cognitive abilities to construct something 
according to a plan. For some children the proposed ”instructed playing”-mode 
was not that fun as “free playing”. 

The results obtained during this stage of user trials were confirming the results 
of previous phases. Most of the children have shown significant advancement in 
terms of endurance and concentration, but also of spatial perception. Furthermore 
general improvement of motivation during the lectures has been identified as re-
sult of the work with PlayROB. The robot system also has turned out as optimal 
tool for training with input devices – children were learning different features of 
the particular input device in a playful environment and with high motivation. In 
depth analysis has shown a considerable improvement of the recorded parameters 
for many children [15]. 

                                                           
3 Waldschule/ Wr. Neustadt is a school for children with multiple disabilities. 
4 Institut Keil/Vienna is a special therapy institution for children with cerebral palsy. 
5 Vereinigung zu Gunsten körper- und mehrfachbehinderter Kinder und Jugendlicher/Vienna is a 

parents association for ambulant care for children with physical and or multiple disabilities. 
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• Placement of bricks has being optimized in terms of time and accuracy. 
• Entire area of the playground has being used after some playing sessions. 
• “Distance” between selected and “optimal” brick placement has being reduced 

after some playing sessions. 
• With each playing session the number of different bricks used by the player has 

increased. 

Aside of this quantitative analysis there also has been a qualitative evaluation 
by the teachers/therapists from each involved institute. Teachers/therapists were 
interviewed about the progress of the children. For example one institute reported 
that after a 6 month evaluation period – from 7 children playing regularly – one 
child finally was able to play without any manual or verbal intervention, one other 
child was able to play with only needing minor verbal intervention. One child has 
finally used the entire playground area and has created rather complex construc-
tions. All three institutes were reporting that the children are playing with high 
concentration and fun – also over a longer period of time. There was no significant 
reduction of interest in playing with PlayROB in course of this long term evalua-
tion. Using the robot has been recognized as “learning with great fun”. In addition 
they reported that the PlayROB was also an attraction for children who were nor-
mally able to play with bricks. 

Tests on the other hand also have demonstrated that – even if the robot system 
allows autonomous playing and even if the setup time for the robot could be re-
duced – introduction of such a robot system to the regular therapy plan also results 
in an additional working load for the already overloaded teachers and therapists. 
As a consequence the utilization of the robot systems was a little behind the ex-
pectations. Other problems which were significant during the evaluation phase in-
clude organizational matters. In all three institutions it was difficult to find a dedi-
cated place/room for the PlayROB continuously. Another problem was the lack of 
personal. During the evaluation phase it became evident that the two institutions 
with the therapeutic focus could use the PlayROB more often than it was possible 
in the school. The reason therefore is – as mentioned before – mainly the lack of 
personal and the fixed day structure in the school. For the desired “routine use” of 
the PlayROB system such limiting factors need to be considered and an appropri-
ate framework for efficient use must be developed. 

2.2 Toy Robot System IROMEC 

Similar to the PlayROB project described above, IROMEC targets children who 
are prevented from playing, either due to cognitive, developmental or physical 
impairments which affect their playing skills, leading to general impairments in 
their learning potential and more specifically resulting in isolation from the social 
environment. A novel framework for robotic social mediators is being developed 
and evaluated by means of a dedicated robot setup in the context of therapy and 
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education. The IROMEC project aims on a user centered definition of appropriate 
play scenarios, development of evaluation methods, and finally on the realisation 
of a dedicated interactive robot system. IROMEC investigates how robotic toys 
can provide opportunities for learning and enjoyment. The developed robotic sys-
tem is tailored towards becoming a social mediator, empowering children with 
disabilities to discover the range of play styles from solitary to social and coopera-
tive play. Robustness, dependability as well as ease of use are specially addressed. 

One of the major aspects of IROMEC is the study of the role of a robot as an 
enjoyable toy and a social mediator which is widely unexplored and has so far on-
ly be demonstrated in very small-scale pilot studies. Further, the project is empha-
sizing on the development of a dedicated framework encompassing a wide range 
of children with different kinds of disabilities, rather than purely focusing on spe-
cific user groups. Results of IROMEC aim to generalize research on robot medi-
ated play in a social context across different scenarios and user groups. The re-
search focus of IROMEC is on participative design, development of play scenarios 
which cover all phases of play, definition of robot behaviors and interaction mod-
es resulting from these scenarios, integration of appropriate communication and 
control technology, and consequent application of a “plug&play” strategy. 

2.2.1 IROMEC Play Scenarios 

Scenarios serve as central representations throughout development cycles, first de-
scribing the goals and concerns of current use, and then being successively trans-
formed and refined through iterative design and evaluation processes [16]. In the 
IROMEC project the concept of scenarios has been adopted and used for an addi-
tional purpose. Here, scenarios are seen as higher level conceptualizations of the 
‘use of the robot in a particular context’. Scenarios are used not only as intermedi-
ary steps or tools in the design and development process of the robot, but more 
importantly as play contexts which allow users to evaluate specifically imple-
mented functionalities of the IROMEC robot. 

Development of IROMEC scenarios has been performed in several phases. The 
preliminary concepts for play scenarios were based on a detailed literature review 
as well as experimental investigations and were related to existing technology 
used in play activities by the various target user groups. The results from the ex-
perimental investigation of various concepts of play scenarios together with out-
come of the consultation with the panel of expert users (different panels of teach-
ers, therapists, parents related to the different target user groups) were then 
merged to form “Outline Play Scenarios” that reflect the user requirements and are 
not related to any specific technological solution/robot. During the final phase of 
scenario development, these “Outline Play Scenarios” have further been devel-
oped, against specific therapeutic and educational objectives, and finally reflect 
the specific functionalities to be implemented in the IROMEC robot and its vari-
ous modules. After final discussion with the user panel the following IROMEC 
Play Scenarios (IS) have been selected for implementation (Fig. 4). 
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Fig. 4. Selected IROMEC Play Scenarios with relevant user groups and play type [17]. Defini-
tion of play types is using the ESAR classification from IROMEC partner AIJU [18] 

IROMEC project claims to strictly adhere to a user-centered design approach. 
Different kinds of users, therapists, care-givers, children and parents have been it-
eratively involved in the design of the robot. However, transfer of the play scenar-
ios and the requirements collected during the user panels into a robotic design has 
been a very challenging task. Problems range from the difficulty of reconciling 
conflicting needs and different expectations about the final system to the problems 
of a more direct user involvement into the design process. The final design solu-
tion includes a modular and configurable robot platform which allows addressing 
the very specific needs of each user group and leaves room for the further investi-
gation of consolidated play activities as well as definition and implementation of 
new scenarios at a later stage. Main components of the robot include a mobile ro-
bot platform, a dedicated interaction module and a teacher console. The interac-
tion module mainly consists of a body with GUI elements, a head with a digital 
display for both expression and orientation, and manipulator arms to guarantee 
basic manipulation features. Some add-on components – like exchangeable coat-
ings for the body with different effects, physical face mask, fur elements, etc – 
provide additional means for personalization and customization of the robot. 

The robot has two main configurations: horizontal and vertical (Fig. 5). In both 
configurations the body of the robot has a bilateral symmetry. Furthermore, in 
both configurations the position of the head clearly shows the front of the robot. In 
vertical configuration the interaction module can be used in “stand-alone” mode – 
i.e. without need to be connected to the mobile platform and resembles the shape 
of a human body. In horizontal configuration – in connection with the mobile
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Fig. 5. Basic design of the IROMEC robot in vertical and horizontal configuration 

2.2.2 Prototype and First User Trials 

Based on the aforementioned scenario descriptions and the design concept a first 
prototype of the IROMEC robot has been realized by end of 2008. An evaluation 
phase has been started in order to assess the prototype’s usability, taking into con-
sideration the robot’s general usability, the valuation of the play scenarios and, fi-
nally, checking the enjoyment and motivation levels experienced by users with re-
gard to the robot. 

During this phase the robot has been at six different centres (all over Europe) 
between February and April 2008. Over the period of evaluation, the robot has 
been used in a number of trials that have provided some important results for re-
design of the robot and implementation of new functions. 

 

 

Fig. 6. IROMEC robot (in horizontal configuration) during user trials 

form – the robot supports a complete set of activities requiring wider mobility and 
dynamics. In this configuration the robot has a vehicle-like appearance that suits 
the requirements of Action and Coordination Games. [19] 

 

 plat
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37 users participated in the robot’s first assessment phase. This includes autistic 
users with several motor impairments and children with mildly mental retardation. 
Concluding the trials, the robot has been very positively valued by all the experts 
who took part in the evaluation. The feedback collected from the secondary users 
shows that the robot found high interest. Overall assessment is very positive as re-
gards of usability and playability. Another result of the trials is a set of proposals 
and requirements for redesign and extended functionality which will further im-
prove the performance of the IROMEC robot. 

Conclusion 

This paper reports on a new research topic dealing with “Robot Assisted Play” for 
disabled children. Two robot systems are under development coordinated by the 
author. The PlayROB system aims to assist in manipulation of standard toys and 
thus allows autonomous playing. A first prototype system as well as a small series 
of six robots for playing with LEGO™ bricks have been developed and success-
fully evaluated during a couple of user trials. The second system described here – 
the IROMEC robot system – is designed to serve as a mediator during playing, in-
creasing the interaction between disabled children and addressing basic objectives 
according to the ICF-CY classification. Also in this case a first prototype has been 
developed and could already demonstrate its appropriateness and possibilities to 
users. 

Concluding this paper it should be accentuated that disabled children should get 
improved access to toys to play with and – besides learning – to simply have great 
fun. Up-to-date technology can be a useful tool to realize adapted toys for any 
kind of disabled children. 
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Recent Advances in Intelligent Robots at 
Stefan Institute 

J. Stefan Institute, Ljubljana, Slovenia  

technology development of advanced robot systems at the J. Stefan Institute in 
Ljubljana, Slovenia. The presented projects integrate knowledge from different 
fields of robotics, automation and biocybernetics bringing into life completely new 
design and control concepts and approaches. Applications are seen in industrial and 
service robotics and in particular in the development of future humanoid robots. 

1 Introduction 

The new robots combine the latest developments in robot mechanism design, new 
materials, control software, sensors and actuators technology with an enormous 
amount of new knowledge in human motion and intelligence. We believe that ro-
bots will not only be able to clean the house, do the dishes and take out the garbage, 
but also to play with children, help the elderly and even explore the farthest reaches 
of space and perform repairs or search-and-rescue missions in hazardous sites. A 
new generation of industrial production technologies will arise with the introduc-
tion of intelligent and robots inspired by human and animal behavior and motion 
properties. Moreover, the fast development promises that these machines might 
soon be able to carry out tasks that are beyond human capabilities. 

The first developments of robots and intelligent machines at J. Stefan Institute in 
Ljubljana (Slovenia) date back to the early eighties. Initial investigations and 
technologies were related to the development of industrial robots and their appli-
cations in industrial processes in context to increase the level of automation in 
factories. Resulting from the strong biocybernetics tradition at the Institute, the 
robotics research soon adopted new topics in the area of humanoid motion. The first 
results were related to the human arm motion characteristics, in particular in the 
determination of the human arm workspace. These investigations were enlarged 
with new directions in sensor-based adaptive control, motion redundancy and 
synthesis of humanoid robot kinematics, in particular in manipulation. Later it 
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panded to new problems in connection to humanoid shoulder design, jumping, 
combination of mobile robot platform and a robot manipulator, humanoid stereo 
vision, humanoid periodical motion, skiing and other related technologies, such as 
the manikin development and synthesis of humanoid motion in unstructured envi-
ronments. 

The J. Stefan Institute intensively collaborates in the area of intelligent robotics 
and mechatronics in European framework projects and in bilateral projects with a 
number of institutes around the world, in particular in Europe, Japan and USA. The 
aim of this paper is to present an overview of the recent research activities in the 
Department of Automatics, biocybernetics and robotics at the J. Stefan Institute 
with the emphasis on bio-inspired robotics and intelligent machines. 

2 Human Arm and Shoulder Motion 

Investigations are carried out in the area of human arm kinematics in order to de-
termine its positioning ability. A number of models were synthesized on the basis of 
complex electro-optical measurements and motion recordings of human subjects 
performing bilateral and unilateral humeral elevation. The obtained serial model of 
the arm consists of three joints, the inner shoulder joint (sternoclavicular joint and 
scapulotoracic joint), the outer shoulder complex (glenohumeral joint) and the el-
bow joint. Based on this model, the reachable workspace was obtained. It was used 
for the evaluation of the reachable workspace of the human arm. Numerical and 
graphical representations of the workspace were used for the evaluation of the arm 
functionality in rehabilitation and ergonomics. The model offers a possibility of a 
direct comparison of the motion of an impaired and a healthy person. The results are 
also important for the design, construction and control of the humanoid robots [3]. 

A further investigation focuses on a humanoid robotic shoulder complex and on 
the kinematics of humanoid humeral pointing as performed by this complex. The 
humanoid shoulder complex is composed of two subsystems, a parallel mechanism 
which serves as the innermost shoulder girdle and a serial mechanism which serves 
as the outermost spherical glenohumeral joint. These two subsystems are separated 
by an offset distance and a twist angle. The subsystems operate cooperatively as an 
offset double pointing system. Humanoid humeral pointing is defined as a con-
figuration in which the displacement of the shoulder girdle and the humerus are 
co-planar and in which a ratio between an inclination angle in each subsystem 
achieves a constant value consistent with human humeral pointing. One redundant 
degree of freedom remains in the humanoid shoulder girdle and it can be used to 
optimize system configuration and operating criteria, such as avoiding the singular 
cones of the humanoid glenohumeral joint [1]. 

ex

236 J. Lenarčič et al.



A
S

B

l

r

r

f

ff

m

m

l

l

l

2
d3

f

m

2

3
1

1

2

�
1

3

1

0

 

Fig. 1. The parallel humanoid shoulder (frontal view) 

3 Humanoid Vertical Jump 

The purpose of the research was to propose a new human inspired structure of the 
lower extremity mechanism by which a humanoid robot is able to efficiently per-
form fast movements such as running and jumping. We built an efficient dynamic 
model of the humanoid robot which includes an elastic model of the biarticular 
muscle gastrocnemius. We determined the role of the biarticular muscles and the 
elastic tendons in performing the vertical jump. We demonstrated that biarticular 
links contribute a great deal to the performance of the vertical jump. For the first 
time in the area of robotics we showed that timing of the biarticular link activation 
and stiffness of the biarticular link considerably influence the height of the jump. 
We designed and built a humanoid robotic mechanism that is, by its characteristics, 
unique in the world. It includes elastic biarticular links which enable the execution 
of fast dynamic motions. The described robotic mechanism enables in depth re-
search into the field of humanoid robotics and fast motions such as running and 
jumping. The results are important for the design, construction and control of the 
humanoid robots and medicine, ergonomics and sports [2]. 

 

 

Fig. 2. A special humanoid robot performing vertical jump 
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4 Skiing Robot 

Projects in this area deal with human motion imitation in the unstructured dynamic 
environment od skiing. The goal is to develop a robot capable of autonomous skiing 
on the unknown ski slope. The robot has to execute two tasks during the skiing. The 
first one is maintaining of the stability in presence of terrain irregularities in order to 
prevent falls. The second task is to navigate and to ski through the race. The primary 
task is maintaining the dynamic stability, while the skiing trough the gates is the 
secondary task. This concept is similar to human behavior during the alpine skiing. 
The dynamic stability is achieved by appropriate legs pose and movement and is 
based on zero moment point. For the navigation, a model of the human acceleration 
is also used. Algorithms were tested in the virtual environments as well as on the 
real robot on the ski slope [7]. 

 

 

Fig. 3. The skiing robot in the laboratory 

5 Robot Manikins 

The flame manikin system was designed to test fire protective clothing ensembles 
in compliance with the draft international standard. The manikin is instrumented 
with 128 temperature sensors. The system for simulating a "flash fire" comprises 12 
gas burners circling the manikin in two rows. During a flame test the manikin is 
suited with the test clothing ensemble. The skin burn model incorporated in the 
flame manikin system predicts the severity of burn injury from the skin temperature 
data. The flame manikin test results are presented as total body surface area with a 
predicted burn injury. 

We developed a sweating thermal foot manikin with a gait simulator. In parallel 
to this development we investigated the pattern and magnitude of sweating at the 
foot, incorporated this knowledge in the thermal manikin regulatory system re-
sponsible for the simulation of sweating. The system enables the determination of 
the thermal and evaporative resistance of footwear, as well as other functional 
characteristics. The system is now manufactured under license by a company, who 
has already delivered systems to different manufacturers, research institutes, and 
defence establishments. 
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Fig. 4. The flame manikin during the experiment 

6 Intelligent Robot Industrial Application 

Finishing operations in shoe manufacturing processes comprise operations such as 
application of polishing wax, polishing cream and spray solvents, and brushing in 
order to achieve high gloss. These operations require skilled workers and are gen-
erally difficult to automate due to the complex motion trajectories. We developed a 
robotic cell for finishing operations in a custom shoe production plant. Such cus-
tomization of shoe production should allow production of small batches of shoes of 
the same type. It requires automatic setup and adaptation of the production line. To 
meet the requirements, a CAD system for automatic generation, optimization and 
validation of motion trajectories was integrated into a robotic cell. In automatic 
trajectory generation some of the major problems are the limitations posed by robot 
joint limits, robot singularities and environment obstacles. These problems were 
solved by introducing the kinematic redundancy of the robot manipulator. 

In collaboration with industry we implemented many work cells for testing and 
production of footwear. The goal of these applications was to automate production 
processes in shoe industry and to increase the usage of CAD systems for shoe de-
sign in the production processes. We implemented a new robotized cell for dis-
tributing the glue to the sole of a shoe. To control the cell an advanced controller 
was used together with different sensors. We developed an expert system for tra-
jectory planning. The robot trajectories are generated automatically based on the 
CAD models of the shoe lasts and are optimized regarding the desired accuracy. 
The generated trajectories are the transferred to the cell controller, where the robot 
uses these trajectories to apply the glue to the shoe sole. The robotized cell is 
flexible and suitable for small batch production. This application has shown how in 
modern production systems we can integrate the design of products and the 
manufacturing process. 
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7 Robot Testing 

One of our activities is to technologically support the sports equipment manufac-
turers. This consists of two phases. First is to capture the characteristic motion 
trajectories during the sports activity, and second is the reproduction of the trajec-
tories using an industrial robot. During the second phase, we detect the ground re-
action forces and torques, bending characteristics and tensions in various parts of 
the sports equipment. This approach enables efficient testing of sports equipment 
and its subsystems and enables a validation of new materials and technological 
solutions during the design cycle of a new product. 

One of the projects is to determine the exact motion of the human knee to better 
understand the knee motion and to improve the quality of operations of the knee 
ligaments. We use an industrial robot as a measuring device, which should not af-
fect the natural knee movement. The robot has to bend a knee and to measure po-
sitions of the knee during motion. To measure the loaded or unloaded knee the robot 
is force controlled. To increase accuracy of the measurement we developed 
autonomous force sensor gravity and offset compensation. The project was realized 
in collaboration with medical doctors from university medical center. 

8 Adaptive Redundant Robots 

We compared and emphasized the conceptual difference between pseudo-inverse 
and minimal null-space based control algorithms. We demonstrated that minimal 
null space based control algorithms might become computational unstable and 
proposed an efficient solution to this problem. Furthermore, we investigated the 
problem and benefits of vision, tactile, proximity and force sensors interaction in 
the control loop. Based on the sensors we proposed a method for on-line obstacle 
avoidance applying the force control to redundant robots. Furthermore, we pro-
posed an obstacle avoidance algorithm by reducing inertia in the null-space and 
proposed alternative solutions for obstacle avoidance using a vision system. It is 
well known that the majority of modern control algorithms become inefficient or 
even unstable in the presence of limits imposed by the real mechanism. Therefore 
we developed algorithm for the compensation of velocity and/or acceleration limits 
for redundant robots. The proposed algorithms improves the performance of robots 
in applications executing actions that require high dynamic response, such as 
jumping, running, throwing, etc. 

We also developed a unique robot controller which combines the velocity and 
torque control. It is appropriate for robot systems, which are composed of two 
systems, where one enables only velocity control and the other enables also torque 
control. An example of such a system is a service robot which is composed of a 
velocity controlled mobile platform and a torque controlled robot arm. We imple-
mented this control to a mobile manipulator system, which can be used as a service 
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Fig. 5. The humanoid robot head with stereovision 

9 Service Robots in Humanoid Applications 

 The aim of the project is to build a service robot system that should help a human in 
everyday life. We integrated mobile manipulator, robot arm, robot vision and 
complex sensory system consisting of force, tactile and proximity sensors. We 
developed a new type of control, which is suitable for controlling redundant sys-
tems composed of two or more subsystems. As an example of a human task we have 
realized the task of pouring a drink to a glass with a robot. For this application we 
combined the industrial robot manipulator and a mobile robot platform. 

 

 

Fig. 6. A combination of a mobile platform and a robot manipulator 

robot in human environments. The mobility gives large workspace to the system 
while the manipulator arm enables a more precise object manipulation [8]. 
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The platform was used as a tour guide robot in Modern gallery in Ljubljana. The 
robot guided visitors in the gallery and commented the exhibition. To navigate in 
the gallery the robot used preprogrammed map of the gallery including major ex-
hibits. The robot use ultrasonic sensors to locate in the space and to avoid the ob-
stacles (visitors). The robot successfully "worked" in the gallery for a week and 
guided few hundred visitors. 

10 Humanoid Vision and Learning 

Complex visual processes such as visual attention are often computationally too 
expensive to allow real-time treatment on a single computer. To solve this problem 
we investigated distributed computer architectures that enable us to divide tasks 
into several smaller problems. We demonstrated how to implement distributed 
visual attention system on a humanoid robot to achieve real-time operation at rela-
tively high resolutions and frame rates. We started from a popular theory of up 
visual attention that assumes that information across various modalities is used for 
the early encoding of visual system uses five different modalities including color, 
intensity, edges, stereo, and motion. The system was fully implemented on a 
workstation cluster comprised of eight PCs. It was used to drive the gaze of a hu-
manoid head towards potential regions of interest. We also developed a novel way 
to integrate top-down and bottom-up processing to filter out level unimportant in-
formation while attending to features indicated as important by higher-level proc-
esses by a way of top-modulation [4], [9]. 

 

 

Fig. 7. Learning by vision 

The exploration and learning of new objects is an essential capability of a cog-
nitive robot. In this work we focus on making use of the robot's manipulation 
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maximum range of motion across the 3-D view sphere. This is done by exploiting 
the task redundancies typically on a humanoid arm and by avoiding joint limits and 
self-collisions of the robot. The proposed method enables us to acquire a range of 
snapshots without re-grasping the object [5]. 

11 Performing Periodic and Rhythmic Tasks 

One of the principal challenges in nowadays robotics is to generate human like 
motion solving different type of tasks. In this field we concentrated in control al-
gorithms that are capable of performing humanoid rhythmic tasks. The aim is to 
achieve human-like behavior by using unconventional control algorithms. Common 
to such tasks is that they are usually more or less an easy task for a human, but a 
complex task for a robot. Namely, the dexterity of the system and the synchroni-
zation are required. A human can use his senses to learn how to perform such tasks. 
However, developing a robotic system that can perform the same job requires 
complex sensory systems and advanced control strategies. As the object we have 
selected a yo-yo and a gyroscopic device. To understand the system we analyzed 
how a human operates these objects and then we developed models which capture 
all features important for the control design. We proposed two control strategies: 
one is based on predefined hand motion patterns (e.g. using some learning methods) 
and the other generates the motion on-line depending on the current situation. Both 
methods assure the desired task execution quality [10]. 

 

 

Fig. 8. A robot rotating a gyroscopic device 

pabilities to learn complete object representations suitable for 3-D object recogni-
tion. Taking control the object allows the robot to focus on relevant parts of the 
object. We propose a systematic method to control a robot in order to achieve a 

ca
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12 Simulation of Complex Robotic Tasks 

Simulation has become a strategic tool in many fields, used by many researchers, 
developers and by many manufacturers. Robotics is a modern technological branch 
and simulation plays a very important role, perhaps more important than in many 
other fields. Modeling and simulation of robot mechanisms and systems has been 
one of our research topics for several years and we have developed several packages 
for simulation of robot systems. We developed an integrated environment for the 
design of robotic controllers. It is implemented on a PC and is based on the Planar 
Manipulators Toolbox for dynamic simulation of redundant planar manipulators. 
The tools are fully integrated in the MATLAB/SIMULINK and hence, a lot of 
standard tools are available for the analysis and control design. Using the real-time 
simulation it is possible to apply the developed controllers to a real robot manipu-
lator, which can be included in the system via corresponding interfaces, without any 
additional coding. The main advantage is the flexibility in fast prototyping of dif-
ferent algorithms in the field of control of robotic systems, especially for redundant 
manipulators. The SYSTEM has been used by more than 400 users all over the 
world for research and educational purposes [6]. 

 

 

Fig. 9. Collaborating robot manipulators 

Conclusions 

A brief overview of the recent robotics research and technology development of 
advanced robot systems at the J. Stefan Institute in Ljubljana, Slovenia, is presented 
in this paper. It can be seen that the new knowledge combines different fields of 
robotics, automation and biocybernetics which enables to bring into life entirely 
new design and control concepts and approaches. Applications are foreseen in in-
dustrial and service robotics and in particular in the development of future hu-
manoid robots. The group at the Institute is with its expertise involved in many 
international projects. 
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New Trends in Robotic Reinforcement 
Learning: Single and Multi-robot Case 

Robotics Laboratory, Mihailo Pupin Institute 
Volgina 15, 11060 Belgrade, Serbia  

forcement Learning, described in this chapter. Reinforcement learning offers one 
of the most general framework to take traditional robotics towards true autonomy 
and versatility. Single robot reinforcement learning as well as Multi-robot rein-
forcement learning are a very challenging areas due to several issues, such as large 
state spaces, difficulty in reward assignment, nondeterministic action selections, 
and difficulty in merging learned experiences from other robots. There are still 
many difficulties in application iof robotics reinforcement learning and in scaling 
up the multi agent reinforcement learning to multi-robot systems. After reviewing 
important approaches in this field, some problems and promising research direc-
tions will be given. 

1 Introduction 

Reinforcement learning (RL) is an active area of machine learning research which 
has received considerable and increasing attention in the last two decades. It is 
prospective since it assumes that the state space as well as the action space in a 
given scenario can be divided into discrete ones, and agents in that scenario can 
learn the optimal policy through reward perceiving. This idea outperforms the tra-
ditional control theory which needs to know the model of the environment first. 
The objective of RL is to learn how to act in a dynamic environment from experi-
ence by maximizing some payoff functions or minimizing some cost functions 
equivalently. In RL, the state dynamics and reinforcement function are at least 
partially unknown. Thus the learning occurs iteratively and is performed only 
through trial-and-error methods and reinforcement signals, based on the experi-
ence of interactions between the agent and its environment. Reinforcement learn-
ing typically requires an unambiguous representation of states and actions and the 
existence of a scalar reward function. For a given state, the most traditional of 
these implementations would take an action, observe a reward, update the value 

Duško Katić 

dusko@robot.imp.bg.ac.yu 

Abstract  A rather general approach to learning control is the framework of  Rein-

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 247–262. 
springerlink.com                                                                  © Springer-Verlag Berlin Heidelberg 2009 

.



function, and select as the new control output the action with the highest expected 
value in each state (for a greedy policy evaluation). Updating of value function 
and controls is repeated until convergence of the value function and/or the policy. 
This procedure is usually summarized under “value update – policy improvement” 
iterations. The reinforcement learning paradigm described above has been suc-
cessfully implemented for many well-defined, low dimensional and discrete prob-
lems [1-2] and has also yielded a variety of impressive applications in rather com-
plex domains in the last 20 years. In many situations the success or failure of the 
controller is determined not only by one action but by a succession of actions. The 
learning algorithm must thus reward each action accordingly. This is referred to as 
the problem of delayed reward. There are two basic methods that are very success-
ful in solving this problem, TD learning [1] and Q learning [3]. Both methods 
build a state space value function that determines how close each state is to suc-
cess or failure. Whenever the controller outputs an action, the system moves from 
one state to an other. The controller parameters are then updated in the direction 
that increases the state value function. Q-learning is a value learning version of RL 
that learns utility values (Q values) of state and action pairs. 

The general purpose of RL is to find a “good” mapping that assigns “percep-
tions” to “actions”. In theory, the formalism and methods of RL can be applied to 
address any optimal control task, yielding optimal solutions while requiring very 
little a priori information on the system itself. However, in practice, RL methods 
suffer from the curse of dimensionality and exhibit limited applicability in com-
plex control problems. Unfortunately, many actual control problems are inherently 
infinite, described in terms of continuous state variables. And, in the particular 
case of robotic applications, there is often some degree of uncertainty regarding 
the state of a system (due to noisy sensors, etc.), requiring a robot to decide upon a 
(real-valued) belief that describes some probability distribution. The attractiveness 
of the RL framework and this abundance of interesting but complex control prob-
lems emphasize the need to develop more powerful RL methods. 

2 Reinforcement Learning for Single Robotic System 

The robot learning is essentially concerned with equipping robots with the capac-
ity of improving their behavior over time, based on their incoming experiences. 
For instance, it could be advantageous to learn dynamics models, kinematic mod-
els, impact models, for model-based control techniques. Imitation learning could 
be employed for the teaching of gaits patterns, and reinforcement learning could 
help tuning parameters of the control policies in order to improve the performance 
with respect to given cost functions. 

Starting with the pioneering work of Franklin and Benbrahim [4] in the early 
1990s, these methods have been applied to a variety of robot learning problems 
ranging from simple control tasks (e.g., balancing a ball-on a beam, and pole-
balancing) to complex learning tasks involving many degrees of freedom such as 
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learning of complex motor skills and locomotion. It is important to notice that RL 
algorithms are efficiently applied in different robotics fields: manipulation robot-
ics [5-6], mobile robotics [7-8] and humanoid robotics. Reinforcement learning is 
well suited to training mobile robots, in particular teaching a robot a new behavior 
(e.g. avoid obstacles) from scalar feedback. 

In area of humanoid robotics, there are several approaches of reinforcement 
learning [4] [9-18] with additional demands and requirements because high di-
mensionality of the control problem. In paper [13] authors described a learning 
framework for a central pattern generator (CPG)-based biped locomotion control-
ler using a policy gradient method. The goals in this study are to achieve CPG-
based biped walking with a 3D hardware humanoid and to develop an efficient 
learning algorithm with CPG by reducing the dimensionality of the state space 
used for learning. It was demonstrated that an appropriate feedback controller can 
be acquired within a few thousand trials by numerical simulations and the control-
ler obtained in numerical simulation achieves stable walking with a physical robot 
in the real world. The results suggest that the learning algorithm is capable of 
adapting to environmental changes. Furthermore, an online learning scheme with 
an initial policy for a hardware robot is presented to improve the controller within 
200 iterations. 

Lee and Oh in their research [14], generated a stable biped walking pattern us-
ing reinforcement learning. The biped walking pattern is chosen as a simple third 
order polynomial. To complete the walking pattern, four boundary conditions are 
needed. Initial position and velocity and final position and velocity of the joint are 
selected as boundary conditions. In order to find the proper boundary condition 
value, a reinforcement learning algorithm is used. Also, desired motion or posture 
can be achieved using the initial and final position. The final velocity of the walk-
ing pattern is chosen as a learning parameter. To test the algorithm, a simulator 
that takes into consideration the reaction between the foot of the robot and the 
ground was developed. The algorithm is verified through a simulation. 

In article [15], Shibata et al. proposed a reinforcement learning (RL) method to 
train a controller designed for Quasi-PDW of a biped robot which has knees. It is 
more difficult for biped robots with knees to walk stably than for ones with no 
knees. The computer simulation shows that a good controller which realizes a sta-
ble Quasi-PDW by such an unstable biped robot can be obtained with as small as 
500 learning episodes, whereas the controller before learning has shown poor per-
formance. The robot model has closer dynamics to humans in the sense that there 
are smaller feet whose curvature radius is one-fifth of the robot height, and knees. 
The reward is simply designed so as to produce a stable walking trajectory, with-
out explicitly specifying a desired trajectory. Furthermore, the controller performs 
for a short period especially when both feet touch the ground, whereas the existing 
study above employed continuous feedback control. 

Katic et al [16-18], used a non-policy-gradient and policy-gradient methods for 
learning efficient biped motion. The new integrated dynamic control structure for 
the  humanoid robots  is  proposed,  based on model of robot mechanism. Our 
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proach consists in inclusion of reinforcement learning part only for compensation 
joints. The basic part of control algorithm represents computed torque control 
method. The external reinforcement signal was simply defined as fuzzy measure 
of Zero-Moment-Point (ZMP) error). Internal reinforcement signal is generated 
using external reinforcement signal and appropriate Critic network. The Critic 
network provides policy evaluation and can be used to perform policy improve-
ment. For the Critic network, the two layer neural network is proposed. The critic 
is trained to produce the expected sum of future reinforcement that will be ob-
served given the current values of deviation of dynamic reactions and action. 

In order to apply reinforcement learning into the domain of human movement 
learning, two deciding components need to be added to the standard framework of 
reinforcement learning: first, we need a domain-specific policy representation for 
motor skills, and, second, we need reinforcement learning algorithms which work 
efficiently with this representation while scaling into the domain of high-
dimensional mechanical systems such as humanoid robots. Traditional representa-
tions of motor behaviors in robotics are mostly based on desired trajectories gen-
erated from spline interpolations between points, i.e., spline nodes, which are part 
of a longer sequence of intermediate target points on the way to a final movement 
goal. While such a representation is easy to understand, the resulting control poli-
cies, generated from a tracking controller of the spline trajectories, have a variety 
of significant disadvantages, including that they are time-indexed and thus not ro-
bust towards unforeseen disturbances, that they do not easily generalize to new 
behavioral situations without complete recomputing of the spline, and that they 
cannot easily be coordinated with other events in the environment, e.g., synchro-
nized with other sensory variables like visual perception. In the literature, a variety 
of other approaches for Dynamic Motor Primitives have been suggested to over-
come these problems (see [19]). The resulting framework was particularly well 
suited for supervised imitation learning in robotics, exemplified by examples from 
humanoid robotics where a full-body humanoid learned tennis swings or complex 
polyrhythmic drumming pattern. 

Hence, thete are two different application of reinforcement learning: first for 
traditional spline-based representations, and the second for dynamic motor ptimi-
tives. However, most of the RL methods are not applicable to high-dimensional 
systems such as humanoid robots as these methods do not scale beyond systems 
with more than three or four degrees of freedom and/or cannot deal with param-
eterized policies. Policy gradient methods are a notable exception to this state-
ment. 

The advantages of policy gradient methods for parameterized motor primitives 
are numerous. Among the most important ones are that the policy representation 
can be chosen such that it is meaningful for the task, i.e., we can use a suitable 
motor primitive representation, and that domain knowledge can be incorporated, 
which often leads to fewer parameters in the learning process in comparison to 
traditional value-function based approaches. Moreover, there exists a variety of 
different algorithms for policy gradient estimation in the literature, which have a 
rather strong theoretical underpinning. Additionally, policy gradient methods can 
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be used model-free and therefore also be applied to problems without analytically 
known task and reward models. Nevertheless, many recent publications on appli-
cations of policy gradient methods in robotics overlooked the newest develop-
ments in policy gradient theory and its original roots in the literature. Thus, a large 
number of heuristic applications of policy gradients can be found, where the suc-
cess of the projects mainly relied on ingenious initializations and manual parame-
ter tuning of algorithms. A closer inspection often reveals that the chosen methods 
might be highly biased, or even generate infeasible policies under less fortunate 
parameter settings, which could lead to unsafe operation of a robot. In paper [20] 
Peters and Schaal have presented an extensive survey of policy gradient methods. 
All three major ways of estimating first order gradients, i.e., finite difference gra-
dients, vanilla policy gradients and natural policy gradients are discussed in this 
paper and practical algorithms are given. 

3 Reinforcement Learning for Multi-robot Systems 

Multi-Robot Systems are distributed systems which consist of a multitude of net-
worked robots and other devices and which, as a whole, are capable of interacting 
with the environment through the use of perception and action. The main feature 
of these systems is the use of robust distributed intelligence. The motivations and 
ideas for developing multi-robot system solutions include: 1) the high complexity 
of the tasks that a single robot cannot accomplish; 2) the tasks are inherently dis-
tributed; 3) building several restricted robots is easier than having a single power-
ful robot; 4) multiple service robots can solve control problems faster using paral-
lelism; and 5) with the introduction of multi-robot teams, robustness and fault 
tolerance are increased based on redundancy. Many practical robot applications, 
such as unmanned aerial vehicles, spacecraft, autonomous underwater vehicles, 
ground mobile robots, and other robot-based applications in hazardous and/or un-
known environments can benefit from the use of multi-robot systems. Based on 
this facts multi-robot systems have received considerable attention during the last 
decade [21]. 

However, there have still been many challenging issues in this field. These 
challenges often involve the realization of behaviour-based control, or allocating 
tasks, communication, coordinating actions, team reasoning, etc. Currently, there 
has been a great deal of research on multi-agent RL [22]. Multi-agent RL allows 
participating robots to learn mapping from their states to their actions by rewards 
or payoffs obtained through interacting with their environment. Multi-Robot sys-
tems can benefit from RL in many aspects. Robots are expected to co-ordinate 
their behaviours to achieve their goals. Explicit presentation of an emergent idea 
of cooperative behaviours through an individual Q-learning algorithm can be 
found in [23]. Although Q-learning has been applied to many multi-robot systems, 
such as foraging robots, soccer robots, prey-pursuing robots, prey pursuing robots, 
patrolling robots and moving target observation robots, etc., most research work in 
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these applications has only focused on tackling large learning spaces. For exam-
ple, modular Q-learning approaches advocate that a large learning space can be 
separated into several small learning spaces to ease exploration. Normally, a spe-
cial selection mechanism is needed in these approaches to select optimal policies 
generated from different modules. Theoretically, the multi-robot environment is 
not stationary. Thus the basic assumption for traditional Q-learning working will 
be violated. Therefore, to solve the scalability problem in multi-Q learning 
method, it is desirable to develop a distributed multi-Q learning algorithm, where 
each agent makes its own decision (instead of a central unit) based on its own Q 
value as well as its neighbors’ Q values, instead of all Q values in centralized sys-
tems or only its own Q values in single-agent Q learning. 

Over the last decade there has been increasing interest in extending the individ-
ual RL to multiagent systems, particularly Multi-Robot systems [22], [24]. From a 
theoretic viewpoint, this is a very attractive research field since it will expand the 
range of RL from the realm of simple single-agent to the realm of complex multi-
agents where there are agents learning simultaneously. 

Currently multi-agent learning has focused on the theoretic framework of Sto-
chastic Games or Markov Games. Stochastic Games extend one-state Markov 
Games to multi-state cases by modeling state transitions with Markov Decision 
Process. Each state in a Stochastic Games can be viewed as a Matrux Game and a 
Stochastic Game with one player can be viewed as a Markov Decision Process. 
Stochastic Games have been well studied in the field of multiagent reinforcement 
learning and appear to be a natural and powerful extension of Markov Decision 
Process tomulti-agent domains. In the framework of Stochastic Games Nash equi-
libria is an important solution concept for the problem of simultaneously finding 
optimal policies in the presence of other learning agents. At a Nash equilibrium 
each agent player is playing optimally with respect to the others under a Nash 
equilibrium policy. If all the agents are playing a policy at a Nash equilibrium ra-
tionally, then no agent could learn a better policy. 

There are several theoretic frameworks for Multi-Robot RL as: Stochastic 
Games-based, Fictitious Play, Bayesian, Policy Iteration. Multi-robot learning is a 
challenge for learning to act in a non-Markovian environment which contains 
other robots. One research on scaling reinforcement learning toward RoboCup 
soccer has been reported [25]. The most challenging issues also appear in the Ro-
boCup soccer, such as the large state/action space, uncertainties, etc. In [25], an 
approach using episodic SARSA(λ) with linear tile-coding function approximation 
and variable λ was designed to learn higher-level decisions in a keepaway subtask 
of RobotCup soccer. Since the general theory of RL with function approximation 
has not yet been well understood, the linear SARSA(λ) which could be the best 
understood among current methods [6] was used in the scaling of reinforcement 
learning to RoboCup soccer. 

Mataric [26] presented a formulation of RL that enables learning in the concur-
rent multi-robot domain. The methodology adopted in that study makes use of be-
haviours and conditions to minimize the learning space. The credit assignment 
problem was dealt with through shaped reinforcement in the form of heterogeneous
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 reinforcement functions and progress  estimators. In [27]  a variety of methods 
were reviewed and used to demonstrate for learning in multi-robot domain. In that 
study behaviours were thought as the underlying control representation for han-
dling scaling in learning policies and models, as well as learning from other 
agents. Although there have been a variety of RL techniques that are developed 
for multiagent learning systems, very few of these techniques scale well to Multi-
Robot systems. On the one hand, the theory itself on multi-agent RL systems in 
the finite discrete domains are still underway and have not been well established. 

In [28] a modular-fuzzy cooperative algorithm for multi-agent systems was 
presented by taking advantage of modular architecture, internal model of other 
agent, and fuzzy logic in multiagent systems. In this algorithm, the internal model 
is used to estimate the agent’s own action and evaluate other agents’ actions. To 
overcome the problem of huge dimension of state space, fuzzy logic was used to 
map from input fuzzy sets representing the state space of each learning module to 
output fuzzy sets denoting action space. A fuzzy rule base of each learning module 
was built through the Q-learning, but without providing any convergence proof. 
Therefore one can find that the proving techniques and outcomes will be very dif-
ficult to extend to the domains of multi-agent reinforcement learning with fuzzy 
logic generalizations. 

In paper [29], authors propose a dynamic correlation matrix based multi – Q 
learning (DCM-MultiQ) method for a distributed multi-robot system, which fo-
cuses on the cooperation between agents. A novel dynamic correlation matrix is 
proposed, which not only handles each agent’s Q value. Furthermore, a theoretical 
proof of the convergence of the proposed DCM-MultiQ algorithm is also provided 
using a feedback matrix control theory. To evaluate the efficiency of the proposed 
DCM-MultiQ method, several case studies of a multi-robot system in forage tasks 
have been conducted. The simulation results show the efficiency and convergence 
of the proposed method. 

In paper [30], authors propose a reinforcement learning approach to address 
multi-robot cooperative navigation tasks in infinite settings. The proposed algo-
rithm extends those existing in the literature, allowing to address simultaneous 
learning and coordination in problems with an infinite state-space. The authors 
combine an approximate version of Q-learning with an approximate coordination 
mechanism dubbed approximate biased adaptive play. It is assumed that no com-
munication among the robots and do not require all robots to follow the same de-
cision / coordination algorithm. This is an important advantage: in the presence of 
a heterogeneous group of robots, this algorithm is still able coordinate to the best 
decision-rule possible if, for some reason, the other robots act sub-optimally. 

In paper [31], the use of RL techniques for solving cooperative problems in 
teams of homogeneous robots is presented. As an example, the problem of main-
taining a mobile robots formation is studied. Authors have formally presented the 
Line-up problem where a team of robots has to reach a line-up configuration. The 
experimental results show the viability of the proposed strategy, design and im-
plementation of the Line-up problem.  Further research is  guided  by the  idea  of 
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perimenting with physical, real robots in a set of more general and harder coordi-
nation problems such as coordinated maneuvers, robot interaction and 
competition. 

Multi robot systems often have all of the challenges for multi-agent learning 
systems, such as continuous state, and action spaces, uncertainties, and nonsta-
tionary environment It is unfeasible for robots to completely obtain other robots’ 
information, especially for competitive games since opponents do not actively 
broadcast their information to share with the other robots. Taking into account the 
state of the art for multiagent learning system, there is particular difficulty in scal-
ing the established (or partially recognized at least) multi-agent RL algorithms, 
such as Minimax- Q learning, Nash-Q learning, etc., to Multi-Robot Systems with 
large and continuous state and action spaces. On the one hand, most theoretic 
works on multiagent systems merely focus on the domains with small finite state 
and action sets. As a result, the learning performance (such as convergence, effi-
ciency, and stability, etc.) cannot be guaranteed when approximation and generali-
zation techniques are applied. The most of the multi-agent RL algorithms, is 
value-function based iteration method. Hence, for applying these techniques to a 
continuous system the value-function has to be approximated by either using dis-
cretization or general approximators (such as neural networks, polynomial func-
tions, fuzzy logic, etc.). 

Due to the aforementioned difficulties, a possible opportunity of RL in Multi-
Robot systems is to learn robot’s coordination. Robots in a team may learn to 
work cooperatively or share their learned experience to accelerate their learning 
processes through their limited physical communication or observation abilities. 
These robots have common interests or identical payoffs. Therefore, more re-
search needs to be performed to gain a clear understanding of Q-learning conver-
gence in the coordination games. Incomplete information, large learning space, 
and uncertainty are major obstacles for learning in Multi-Robot systems. Learning 
in Behaviour-Based Robotics can effectively reduce the search space in size and 
dimension and handle uncertainties locally. The action space will be transformed 
from continuous space of control inputs into some limited discrete sets. However, 
the convergence proof for the algorithms using state and action abstraction of 
Multi-Robot systems will be a very challenging problem. When the state and ac-
tion spaces of the system are small and finite discrete, the lookup table method is 
generally feasible. However, in Multi-Robot systems, the state and action spaces 
are often very huge or continuous, thus the lookup table method seems inappropri-
ate. To solve this problem, besides the state and action abstraction, function ap-
proximation and generalization appears to be another feasible solution. The con-
tinuous Q-learning method still focuses on single-agent systems. Hence a version 
of continuous Q-learning method for multi-agent systems is expected accordingly. 
Another ongoing research for solving continuous cases is continuous RL for feed-
back control systems [32]. In [32] a continuous RL algorithm was developed and 
applied to the control problem involving the refinement of a Proportional-Integral 
(PI) controller. 

ex
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4 Example 

As example of RL application in robotics, policy-gradient method for learning 
efficient biped motion is chosen. The kinematic scheme of the biped locomotion 
mechanism whose spatial model that will be considered is shown in Fig. 1a. The 
mechanism possesses 18 powered DOFs, designated by the numbers 1-18, and 
two underactuated DOFs (1’ and 2’) for the footpad rotation about the axes pass-
ing through the instantaneous ZMP position. The overall dynamic model of the lo-
comotion mechanism is represented in the following vector form: 

 

 

Fig. 1. Model of the biped locomotion mechanism 

 P + J T ( q )F = H( q ) q  + h( q , q )  (1.1) 

where: P is the vector of driving torques at the humanoid robot joints; F is the 
vector of external forces and moments acting at the particular points of the mecha-
nism; H is the square matrix that describes ‘full’ inertia matrix of the mechanism 
shown in Fig. 1a; h is the vector of gravitational, centrifugal and Coriolis moments 
acting at n mechanism joints; J is the corresponding Jacobian matrix of the sys-
tem; n = 20 , is the total number of DOFs; q is the vector of internal coordinates; 
q  is the vector of internal velocities. The robot's bipedal gait consists of several 

phases that are periodically repeated. Hence, depending on whether the system is 
supported on one or both legs, two macro-phases can be distinguished: (i) single-
support phase (SSP) and (ii) double-support phase (DSP). Double-support phase 
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has two micro-phases: (i) weight acceptance phase (WAP) or heel strike, and (ii) 
weight support phase (WSP). The indicator of the degree of dynamic balance is 
the ZMP, i.e. its relative position with respect to the footprint of the supporting 
foot of the locomotion mechanism. The ZMP is defined as the specific point under 
the robotic mechanism foot at which the effect of all the forces acting on the 
mechanism chain can be replaced by a unique force and all the rotation moments 
about the x and y axes are equal zero. The ZMP position is calculated based on 
measuring reaction forces under the robot foot. 

In order to enable a balancing controller, the application of the so-called inte-
grated dynamic control was proposed. Based on the above assumptions, the con-
trol algorithm involves three parts: (i) basic dynamic controller for trajectory 

tracking 1P , (ii) dynamic controller tuned by reinforcement learning structure for 

compensation joints 2P . As applied approach, the controller for robotic trajectory 

tracking was adopted using the computed torque method in the space of internal 
coordinates of the mechanism joints based of the robot dynamic model. The pro-
posed dynamic control law has the following form: 

1 0 0 0( )[ ( ) ( )] ( , ) ( )T
V pP H q q K q q K q q h q q J q F= + − + − + −   (1.2) 

The matrices Kp and Kv are the corresponding matrices of position and veloc-
ity gains of the controller. The main intention and idea is to include learning con-
trol component based on constant qualitative evaluation of biped walking per-
formance. The reinforcement learning control as kind of unsupervised learning 
environment (evaluation of control action based on ZMP error rather than numeri-
cal error of state variables) can be very suitable for searching of optimal and bal-
anced biped walking. 

The main idea is to use chosen control policy (computed torque controller) but 
with tuning of policy control parameters by appropriate policy-gradient procedure. 

This reinforcement control part 2P  is realized only for special compensation 

joints. 2P  is the vector of compensation control torques at the selected compensa-

tion joints The control torques 2P  has to be ‘displaced’ to the other (powered) 

joints of the mechanism chain. Considering the model of locomotion mechanism 
presented in Fig. 1, the compensation was carried out using the following mecha-
nism joints: 1, 6 and 14 to compensate for the dynamic reactions about the x-axis, 
and 2, 4 and 13 to compensate for the moments about the y-axis. The proposed 
Reinforcement learning structure is based on policy gradient Methods [20].The 
policy-gradient method is a stochastic gradient-descent method. The policy can 
therefore be improved upon every update. In this case, control policy represents 
computed torque controller structure with aim to select/tune the best control pa-
rameters. Exactly, the control policy in this case, represents the set of control algo-
rithms with different control parameters. The input to control policy is state of the 
system, while the output is control action (signal). The general aim of  policy
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timization in reinforcement learning is to optimize  the control parameters policy 
κ  in this way that the expected return 

 ( )∑ −
=

L

i i
irEJ

0
)( γκ   (1.3) 

is optimized (where iγ
 
∈ [0, 1] is a discount factor; ir  is reward or reinforce-

ment signal. It is important to notice that for biped motion, drastic change of con-
trol parameter is not valid and and smooth parameter change is required. Hence, 
policy gradient method based on steepest descent is chosen. The control parameter 
policy is updated according to the following rule: 

 kkt ∇+=+ ακκ 1 J( )κ  (1.4) 

where α  is learning rate; k = (0; 1; 2;…). In this case, policy parameter vector 

is is defined as·κ  = [Kp Kv  σ  ] T , while control policy is defined as 

 )
2

)),(((
2
1

2

2
2

σ
κψ

πσ
π xP −−
=  (1.5) 

where xxx T );(),( φκκψ =  is the state of the system; )(xφ  is the Gaussian 

basis function. There are various methods for gradient estimation, but following 
algorithms is chosen: 

 tttt B δακκ +=+1  (1.6) 

 πβ log1 ∇+= −tt BB  (1.7) 

where β is a constant factor; defined by state value function.V 

The estimated value function represents a Critic, because it criticizes the con-
trol actions made by the basic controller. Critic network maps position and veloc-
ity tracking errors and external reinforcement signal R in scalar value which repre-
sent the quality of given control task. The output scalar value of Critic is important 
for calculation of internal reinforcement signal R. Critic constantly estimate inter-
nal reinforcement based on tracking errors and value of reward. Critic is standard 
2-layer feedforward neural network (perceptron) with one hidden layer. The acti-
vation function in hidden layer is sigmoid, while in the output layer there is only 
one neuron with linear function. The input layer has a bias neuron. The output sca-
lar value v is calculated based on product of set C of weighting factors and values 

 op
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of neurons in hidden later plus product of set A of weighting factors and input val-
ues and bias member. There are also one more set of weighting factors A between 
input layer and hidden layer. The number of neurons on hidden later is determined 
as 5. The internal reinforcement is defined as TD(λ ) error by the following equa-
tions: 

 ttt xxifee =+= −11 γλ  (1.8) 

 otherwiseee tt 1−= γλ  (1.9) 

 tttttt evvRR )( 11 −+== ++ γδ  (1.10) 

where γ  is a discount coe±cient between 0 and 1 (in this case γ  is set to 

0.9).; 1, ≺≺ λλ o , is a new parameter. The learning process for value function is 

accomplished by step changes calculated by products of internal reinforcement, 
learning constant and appropriate input values fromprevious layers. 

The corresponding experiments were carried out in a caption motion studio 
[33]. For this purpose, a middle-aged (43 years) male subject, 190 [cm] tall, 
weighing 84.0728 [kg], of normal physical constitution and functionality, played 
the role of an experimental anthropomorphic system whose model was to be iden-
tified. The selected subject, whose parameters were identified, performed a num-
ber of motion tests (walking, staircase climbing, jumping), whereby the measure-
ments were made under the appropriate laboratory conditions. We assumed that it 
is possible to design a bipedal locomotion mechanism (humanoid robot) with de-
fined parameters (same as in Fig. 1a). On the basis of the measured values of posi-
tions (coordinates) of special markers in the course of motion it was possible to 
identify angular trajectories of the particular joints of the bipedal locomotion sys-
tem. Some special simulation experiments were performed in order to validate the 
proposed reinforcement learning control approach. The tracking errors converge to 
zero values in the given time interval. It means that the controller ensures good 
tracking of the desired trajectory. Also, the application of reinforcement learning 
structure ensures a dynamic balance of the locomotion mechanism. In the simula-
tion example, it was shown how the basic dynamic controller together with rein-
forcement learning control structure is able to compensate the deviations of dy-
namic reactions even in the presence of uncertainty of the ground 
surfaceinclination. 100 basis functions )(xφ  are allocated to represent mean of 

the policy )(xφ . In Figs. 2 and 3 the comparison of the simulation results for 

ZMP errors in coordinate directions are shown. In Fig. 4 value of reward or inter-
nal reinforcement through process of walking is presented. It is clear that task of 
walking within desired ZMP tracking error limits is achieved in a good fashion. 
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Fig. 2. ZMP error in x-direction 
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Fig. 4. Acquired reward 
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Conclusion 

Robotics is a very challenging domain for reinforcement learning, However vari-
ous pitfalls have been encountered when trying to scale up these methods to high 
dimension, continuous control problems, as typically faced in the domain of hu-
manoid robotics. Also, there has been growing interests in scaling multi-agent RL 
to Multi-Robot systems. Although RL seems to be a good option for learning in 
multi-agent systems, the continuous state and action spaces often hamper its appli-
cability. However, this scaling approach still remains open. Particularly there is a 
lack of theoretical grounds which can be used for proving the convergence and 
predicting performance of fuzzy logic-based multi-agent For cooperative robots 
systems, although some research outcomes in some special cases have been avail-
able now, there are also some difficulties (such as multiple equilibrium and select-
ing payoff structure, etc.) for directly applying them to a practical systems, e.g., 
robotic soccer system. Some challenging problems and promising research direc-
tions are provided and discussed. 
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The intelligent robot belongs to a class of autonomous robots. The hardware and 
software architectures of the robot are analyzed. They are part of the new three-
level intelligent control system architecture. The mathematical model of the 
merged robot and trajectory tracking is derived in order to be used as controlled 
plant. The pole placement approach is applied in the design of the state feedback 
controller. Real-time experimental results done in trajectory tracking validate the 
architectures, models and design method. 

1 Introduction 

One spectacular application of the intelligent robots concerns the autonomous 
cars. An autonomous care is able to drive by itself. Therefore the car copies the 
behavior and performance of the human driver, thus being viewed as an intelligent 
robot. The autonomous cares have attracted the interest of researchers from both 
industry and academia. 
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One example of autonomous car projects produced by the automotive industry 
projects is the Autonomous Driving Project managed by Volkswagen. The pur-
pose of that project was to develop an autonomous vehicle with the options of ac-
cidents avoidance and automatic driving. The project partners were the Brunswick 
Technical University, Robert Bosch GmbH, Kasprich-IBEO GmbH and Sonder-
machinen GmbH. Accordingly, up to ten vehicles were simultaneously driven 
automatically by robot-drives. To transform a VW in mobile robot a driving robot 
was implemented in the car. That driving robot has three “legs” (which allow it to 
manipulate the gas, clutch and brake pedals) and two “arms” (which manipulate 
the steer and the gearbox lever). The environment recognition was possible by 
means of radar sensors, one laser scanner, and two video cameras. All those sys-
tems enable the vehicle guidance based on the computation of the desired trajec-
tory; vehicle regulation, sensors functions, etc. Another project managed by the 
automotive industry in the framework of the European Prometheus Project was 
VITA II. Daimler-Benz has presented a vehicle which is capable of driving 
autonomously on highways and doing overtaking maneuvers without interaction. 

One of the autonomous car projects produced by the academia is the Stanley 
mobile robot developed by Stanford University. Another example is the SafeMove 
France-Korean project which developed the CyCab robot designed at INRIA and 
the pi-Car prototype of IEF. The NAVLAB robot has been developed by the Car-
negie Mellon University Robotics Institute. An analysis of those developments has 
been done in (Pozna and Troester 2007) with focus on the Automotive Compe-
tence Center (ACC) autonomous car built at the University of Applied Science 
Heilbronn. The current research directions concerning the autonomous cars in-
clude the car tracking (Sadoghi Yazdi et al. 2006), (Klein et al. 2008), vision-
based navigation (Giovannangeli and Gaussier 2008), (Kubota et al 2009), sensor 
fusion and parking (Shunguang et al 2008), safety assessment (Althoff et al 2007), 
quasi optimal path generations (Laszka et al 2009), the use of topological primi-
tives (Rawlinson and Jarvis 2008), sliding mode and fuzzy logic control (Shah-
maleki and Mahzoon 2008), (Hwang et al 2009), etc. A good overview on those 
research directions dedicated to mobile robots has been done in (Bensalem et al 
2009). 

The main contribution of this paper deals with extending the previous work ac-
complished in the framework of the ACC project. A special attention will be given 
to the elements of intelligence in the control system of the autonomous car. 

The paper treats the following topics: the description of the construction and 
hardware architecture of the intelligent robot accepted as autonomous car, the 
brief presentation of several aspects concerning the implementation of the control 
system, and the software architecture of the control system focused on the control 
program. Results corresponding to real-time trajectory tracking tests are included. 
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2 Construction and Hardware Architecture of Intelligent 
Robot 

The intelligent robot accepted here consists of the following systems: the car, the 
driving robot, the control system and the extra sensory system. The ACC project 
has been organized in terms of the functional design concept presented in Fig. 1. 
The three major levels in this procedure are: construct, implement and test the 
driving robot in the car, construct the control system, integrate the sensors needed 
for the environment recognition and finally test the autonomous car playing the 
role of intelligent robot. 

 
Fig. 1. Functional design concept 

The hardware architecture of the driving robot is presented in Fig. 2. Its five 
subsystems are: steering, acceleration, turning the ignition key, turning the gear-
box lever and braking the car. Each subsystem copies a certain action of the hu-
man driver and transfers the intelligence to the robot. Each subsystem consists of 
actuators, sensors and microcontrollers which solve the local control problems. A 
main feedback control loop is designed over the five local feedback loops. The 
hardware support of that loop consists of the environment sensors, the target PC, 
and the CAN data transfer network. The program which runs on the target com-
puter implements the control algorithms as part of the control system. 

The mechanical structure of the robot is presented in Fig. 3a. The integration of 
the driving robot in the autonomous car is shown in Fig. 3b to illustrate its capa-
bilities. 

The indoor tests must be done after the driving robot integration as it is out-
lined in the project management workflow (Fig. 1). With this regard the test pro-
grams have been coded in Matlab using the xPC Toolbox. They have been devel-
oped in the host computer (Fig. 2) and downloaded onto the target computer. 

The driving robot is an operational model of the human driver. All human 
driver actions can be approximated in terms of the driving robot. 

Several tests have been done making use of the hardware architecture illus-
trated in Fig. 2. They were successful and justified the transfer to the next level of 
the project (Fig. 1) represented by the functional design of the control system to be 
presented in the next Section. 

Points of View on Building an Intelligent Robot 265



 
Fig. 2. Hardware architecture of driving robot 

 

Fig. 3. a Mechanical structure of driving robot; b integration of driving robot in autonomous car 

266 C. Pozna et al.



3 Control System Structure and Software Architecture 

The control system structure is based on the concept of human driver behavior 
model. It incorporates the ideas organized as longitudinal behavior models 
(Bengtsson et al 2001), lateral behavior models (Ungoren and Peng 2005), brake 
behavior models (Goodrich et al 1999), (Wada et al 2008), etc. The hierarchical 
control system structure used here is inspired from the reference model architec-
ture used in the design of intelligent systems (Meystel and Albus 2002). It consists 
of a control system structure organized as a three-level architecture consisting of a 
strategic level, which establishes the goal of the driving, a tactical level, which 
finds the solution to accomplish the goal, and an operational level, which imple-
ments this solution on low level control of the vehicle. The software architecture 
corresponding to the control system structure is presented in Fig. 4. 

It has been accepted that it is more suitable to model and implement the “hu-
man driver decisions act”, than the “human driver actions”. This idea transfers the 
approximation of the human driver behaviors from a mechanical to an artificial in-
telligence problem. That type of problem involves a preliminary analysis which 
must provide answers to the following questions: “What are the driving behav-
iors?”; “Can we obtain some fundamental true about these behaviors and use them 
in our construction?”. 

A phenomenological research has been conducted. It starts with the semantic 
characterization of the “driving behavior”. First, it is important to establish the 
category tree of that expression resulting in act → activity → behavior, practice, ... 
(Pozna and Troester 2007). Consequently the behavior is “an action or a set of ac-
tions performed by a person under specified circumstances that reveal some skill, 
knowledge or attitude”. Therefore the driving behavior has a special feature. To 
describe it, the focus was on the word “custom” which belongs to the same cate-
gory tree i.e. act → activity → practice → habit, and which is defined as “ac-
cepted or habitual practice”. Those habits have a certain special nature in many 
situations such as the automatism standing for any reaction that occurs automati-
cally without conscious thought or reflection. Concluding, the driving behavior is 
an action or a set of actions performed by a person under driving circumstances, 
actions which tend to be transformed in habits and even in automatisms. In fact 
the driving behavior is composed of a series of behaviors (the driver’s behavior 
when he makes the ignition, the driver’s behavior when he stops the car, etc.). 
Therefore the fundamental truth of the driving behavior can be set in terms of the 
following synthetic propositions: 
• A priori, the driver establishes the current driving goal. 
• A behavior is a set of actions. 
• The behaviors are linked together, creating a system which allows the driver to 

obtain solutions in the driving circumstance. 
• The translation from one behavior to another is triggered by the occurrence of 

an event. 
• The system is developed by learning and experience. 
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Fig. 4. Software architecture 

The above propositions agree with the three-level architecture. Using the 
propositions, for the design of the tactical level it is important to model (approxi-
mate) the human driving behaviors by a collection of high linked programs (be-
haviors) which are stored in a memory. The decision to run a certain program is 
made by a manager program. That decision is based on the driving goal and on the 
environment understanding (driving circumstance). Each program (behavior) is a 
set of instructions (actions) which impose parameters and trigger actuators. The 
propositions enable also the possibility to use the state machines to handle the be-
haviors, fuzzy logic to model the decisions or describe the environment, and neu-
ronal networks to implement the learning processes. 

The following comments are important in relation with Fig. 4: 

• The strategic level, where the robot receives its task (goal) is an interface which 
helps the human operator to impose the goal. 

• The “Program Manager” analyzes the goal versus the driving circumstances 
which are obtained from the sensors; the result of this process is the status vec-
tor of the robot (the desired position, velocity, etc.) and also the decision to run 
a certain program from the “Behaviors” subsystem. 

• The “Behaviors” consists of three parts: 
o The “Error Machine” which compares the status vector with state 

vector (the positions, velocity, etc. obtained from the sensors). 

• The behaviors presume decisions based on incomplete sets of information. 
• The sets of actions tend in time to be transformed in habits and automatisms. 
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o The “Behavior Programs” which is a collection of programs (behav-
iors); each program is able to solve a special environment situation 
(ignition, emergency stop, zero position, errors, etc.). 

o The “Actuators Manager” which manages the actuators of the robot. 
• The “Output Interface” allows the states and the errors reading and also the ro-

bot state history memorization. 
• The “Actuators Communications” outputs the data to the microcontrollers at-

tached to each actuator. 

In order to build the “Behaviors” subsystem it is important to set the structure 
of the programs as part of the “Behaviors Programs”. Three different structures 
are presented in Fig. 5. They are referred to as basic behaviors, error behaviors 
and simple behaviors. The main differences between the programs are the connec-
tion types belonging to the set {P=previous, N=next, E=error, QI=quick in, 
QO=quick out} and the direction of information flow. 

 

 

Fig. 5. Structure of “Behavior Programs” 

The “Error Machine” program is part of the “Behaviors” subsystem. The aim of 
that program is to compare the status vector (the reference inputs of the robot: de-
sired car speed, desired steering angle, etc.) specifying the robot goal with the 
state vector (the variables measures by means of the sensors: car speed, steering 
angle, etc.). The decisions on the program to be run are made by the “Program 
Manager” illustrated in Fig. 6. 

The “Program Manager” compares the goal of the robot with the driving cir-
cumstance, calculates the status vector and enables the program running. After 
these decisions, the program continues to compare the robot goal with the driving 
circumstance. If the result is acceptable, nothing is changed (the same program is 
run); otherwise a “Crisis” or a “Failure” event is signaled. A “Crisis” means that a 
new behavior is needed, so the status vector as well as the program will be 
changed. A “Failure” means that no solutions (behaviors) are available to solve 
the problem, so the robot must be stopped safely. 
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Fig. 6. Structure of “Program Manager” 

The control program is composed of three levels, the input interface (Fig. 7), 
the tactical level (Fig. 8) and the output interface which runs on the target com-
puter. The navigation problem solved with the intelligent robot is defined in terms 
of the next procedure: 

• Define the task of the mobile robot to track a certain trajectory between two 
points. 

• Define the trajectory mathematically on a map. 
• Avoid the initially unexpected obstacles during the navigation. 

 

Fig. 7. Graphical user interface of input interface 
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Fig. 8. Structure of implemented tactical level 

The tactical level has been designed to fulfill the above procedure. The inter-
face transforms the robot desired trajectory which is defined in the Cartesian coor-
dinates into the desired trajectory which refers to the steering actuator and the car 
speed. Therefore the interface can simulate the working volume of the mobile ro-
bot in a desired map. The interface gives also the possibilities to verify if the dy-
namical characteristics of the driving robot (the maximum steering torque, the 
braking force, etc.) admit the kinematics of the mobile robot (the possibility to 
track a certain trajectory within a specified time frame). 

 

 

Fig. 9. Structure of “Start the Car” program 
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The structure of the “Start the Car” program is presented in Figure 9. It is a 
state machine which manages the following actions: check if the initial state of the 
autonomous car is appropriate, control the ignition key turning, check the car igni-
tion, control the ignition key returning, control the gearbox lever on D, and wait 
until a new behavior is triggered by the “Program Manager”. If the ignition has 
failed, the program gives the possibility to a second ignition maneuver and in case 
of errors it is connected to the error behavior. 

4 Experiments in Trajectory Tracking 

The trajectory tracking can be done in two ways depending on the offline or online 
calculation of the desired trajectory. In the first case the control system computes 
offline, a trajectory and a tolerance band around it. The “trajectory follower be-
havior” controls the autonomous car and checks (making use of a GPS) if the car 
is inside the tolerance band. If the car is out of the tolerance band, the “Program 
Manager” chooses a new behavior program which makes the specific corrections 
and drives the car back onto the mentioned tolerance band. 

In order to run the “trajectory follower behavior” it is necessary to compute off-
line the control signal vector 
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where Li is the length of the trajectory that must be covered with the steering 
angle δi(t). Since the desired trajectory consists of linear trajectories which are 
connected by circular trajectories (Fig. 10) and the car is a nonholonomic vehicle, 
imposing an appropriate trajectory means finding a good compromise to minimize 
the tracking errors in the rectilinear zone. The total number of trajectories is n, and 

ni ,1=  in relation with (1). 

In order to compute the control signal in (1) use is made of the kinematical 
models of the car: 

 

⎪
⎩

⎪
⎨

⎧

δ=ψ
ψδ=
ψδ=

)sin()/(
)sin()cos(
)cos()cos(

LV
Vy
Vx

R

Rm

Rm
, (2) 

with ψ – the car direction angle and VR – the car speed, the model of the steer-
ing DC motor which tracks a bang-bang trajectory: 

 δ= /qiR , (3) 
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and the model of the mechanical transmission between the steering wheel and 
the car wheel: 

 ),,,,( 0 tqqqqqq ddd= , (4) 

where dq  is the desired position, dq  is the maximum angular velocity, and dq  

stands for the acceleration / deceleration. 
 

 

Fig. 10. Transformation of desired trajectory 

The approximation implemented here replaces the circular trajectories by 
clotoidal ones (Pozna and Troester 2007). The value of δd has been computed off-
line by the numerical integration of (4). 

The online calculation of the desired trajectory should be used in the avoiding 
obstacles maneuvers. If the car recognizes an obstacle, the on line procedures 
compute the avoiding trajectories and control the car on those trajectories. 

In order to design the control algorithm the dynamic model of the car is divided 
in the longitudinal and the lateral dynamics. Use is made of the following model 
proposed in (Isermann 2001), based on the assumptions that the car velocity is 
constant during the locomotion and the angles are small: 
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where (Fig. 11a) β is the angle between the car velocity V and the car direction, 
m and Jz are the mass and inertia momentum of the car, c is the rotational stiffness 
of the wheels, and lf and ls are the lengths from the mass center to the front and 
back wheels. 
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Fig. 11. Variables and parameters of car and trajectory model 

The differential equations of the trajectory tracking are (Hirsch et al 2005): 
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where ψ−θ=θΔ P  and Pκ  is the trajectory curvature. They were obtained ac-

cepting the hypotheses 0),(,0),( == srxsrdx . 

Merging the car model and the trajectory model, the state-space mathematical 
model of the controlled plant used in trajectory tracking is 
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The transfer function representation of the controlled plant is 
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Δ(s) is the Laplace transform of δ(t), 
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)(sPΚ  is the Laplace transform of κP(t), and Y(s) is the Laplace transform of 

the controlled output y(t). 
The pole placement approach has been applied in the design of the control al-

gorithm. It has resulted in a state feedback controller. The implemented control 
system structure is presented in Fig. 12. It consists of several blocks: the car model 
(7), the controller, the observer, the curvature source and the disturbance transfer 
function (10). 

Several real-time experiments have been performed to track linear or circular 
trajectories making use of one real robot acting in a certain test field. Part of the 
results of those experiments is presented in Fig. 13. The good behavior of the in-
telligent robot has been proved. 

 

 

Fig. 12. Implemented control system structure 

 

Fig. 13. Real-time tracking of two trajectories 
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Conclusions 

Several points of view concerning the building of an intelligent robot as autono-
mous car have been discussed. A low-cost driving robot was designed and inte-
grated in the car employing the three-level control system architecture. 

The human behavior model was integrated. It ensures a certain degree of intel-
ligence of the control system. 

The first direction of future research will deal with the modeling and model-
based design of the intelligent control system based on fuzzy logic or conventional 
modeling and design techniques (Horváth and Rudas 2004), (Johanyák et al 2006), 
(Blažič and Škrjanc 2007), (Vaščák 2008), (Tanaka et al 2009), (Baranyi et al 
2009). Another direction concerns the development of the driving robot to fulfill 
the obstacle avoiding maneuvers. 
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Autonomous Locomotion of Humanoid Robots 
in Presence of Mobile and Immobile Obstacles 

Trajectory Prediction, Path Planning, Control and 
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autonomous locomotion (artificial gait) of biped robots operating in unknown and 
unstructured dynamic environments, based on perception, spatial reasoning, and 
learning the skill of human locomotion. Focusing the research activities to the em-
bodied cognition and computational intelligence, this paper contributes to the ex-
tension of the intelligent robot behavior through building advanced algorithms for 
dynamic environment understanding, simultaneous localization, trajectory predic-
tion, path planning, obstacle avoidance, collision avoidance and scenario-driven 
behavior. The article includes some characteristic simulation results to demon-
strate the efficiency of the developed control algorithms and verify the obtained 
results. 

1 Introduction 

Nowadays there are humanoid robots capable to walk, maintain a dynamic balance 
and perform lack of manipulation tasks. Most of them are remote controlled by a 
human operator or by a remote computer and have no cognitive capabilities to do 
the imposed tasks quite autonomously. The considerations in this article are ad-
dressed to the advancements of embodied cognition with humanoid robots through 
building of intelligent cognitive algorithms for extended autonomy, better envi-
ronment understanding, spatial reasoning and bio-inspired adaptation to the exter-
nal world (Fig. 1). Main objectives of the paper are addressed to synthesis of intel-
ligent algorithms for trajectory prediction, path planning, avoidance of static and 
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mobile obstacles in robot environment and human-like (anthropomorphic) loco-
motion. The paper concerns with the synthesis of an intelligent, autonomous, bio-
inspired locomotion (artificial biped gait) in unknown and unstructured dynamic 
environment (Fig. 1). Advanced cognitive performances, that enable free autono-
mous biped locomotion, can be reached through integration of sensory perception, 
learning and imitation of anthropomorphic psycho-physical (mental and locomo-
tive) reactions, building algorithms for objects recognition, bio-inspired localiza-
tion and mapping in unknown environments and scenario-driven behaviour. 

 

Fig. 1. An example of the typical obstacle avoidance and collision avoidance dynamic scenario 

From the infant psychology it is well known that a child rapidly increases its 
intellectual abilities in the moment when it stands on the legs and begin walking, 
getting in such a way necessary numerous information about 3D workspace. In 
this period of life children intensively learn their locomotive, manipulative and 
cognitive skills through training, learning by imitation and learning by trial-and-
error actions. This learning process is much effective if a child is able to walk 
autonomously, extending his or her space of exploration in the external world. 
These biological principles can be applied to the humanoid robots to learn about 
the 3D-world by changing their positions autonomously and doing the imposed 
tasks depending on real situations. 

Free locomotion is one of the most important factors that enable robotic system 
to develop its advanced cognitive characteristics – artificial intelligence capable to 
manage robot behavior in unknown environment. Nowadays, there are few high-
tech humanoid robot platforms (Asimo/Honda [1], Hoap-2/Fujitsu [2], 
QRIO/Sony [3], iCub [4]) with the advanced technical performances. These biped 
robots are dedicated to the R/D purposes predominantly. Among the research chal-
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lenges to be considered in the paper, too, is to propose an appropriate biped robot 
control system that is capable to re-product and to imitate human behavior with a 
large movement repertoire, variable speed, various constraints and many uncer-
tainties in dynamic environments in a fast and reactive manner. Hence, the control 
structure to be proposed in this paper involves learning from experience and creat-
ing adaptive intelligent control architecture. For that purpose, the advanced algo-
rithms for simultaneous localization and environment understanding as well as ap-
proach for learning locomotion and navigation in the space of static and mobile 
obstacles through experimentation (simulation) will be developed. The learning 
models allow to the biped robot to predict and plan its own motions as well as to 
interpret the motions of other subjects (e.g. human models). Modeling and simula-
tion software developed for the purpose of researches conducted in this paper pro-
vides a good research platform for design and validation of Reinforcement learn-
ing algorithms and fuzzy logic algorithms to be applied in control locomotion and 
verification of control performances. 

2 Autonomous Locomotion of Biped Robots 

In this section, some aspects of biologically inspired autonomous locomotion with 
biped robots will be considered. In that sense, the natural principles of human lo-
calization and navigation will be studied. The results of one such analysis will be 
used to develop bio-inspired algorithms for robot autonomous locomotion that in-
cludes a way of trajectory prediction and path planning in presence of mobile and 
immobile obstacles. 

2.1 Bio-inspired Localization and Principles of Natural 
Navigation 

Healthy adults move free, quite autonomously in the 3D workspace based on their 
natural perception (visual, sound, vestibular, scent, etc.), knowledge, experience 
and skill of logical reasoning. Infants learn skill of navigation and walking in free 
space through training (trial-and-error) and natural instinct. In such process of 
learning they have only their perception and still entirely non-developed intellec-
tual capabilities. They have no significant experience about terrain topology and 
dimensional relationships between existing objects in surrounding. In spite of that, 
infants learn quickly by exploration of the space around themselves. 

Human beings use the visual feedback to determine the exact position in 3D 
workspace as well as to plan their motion. Object-based localization is the crucial 
natural principle enables humans to guide themselves in the unknown environ-
ment. In the environment, humans determine their relative position and find their 

Autonomous Locomotion of Humanoid Robots 281



 

 

direction of motion with respect to the characteristic, well-visible object(s) as it is 
shown in Fig. 2. A lantern (light) represents a landmark object in this example 
shown in Fig. 2. Under the notion landmark object or marker we assume a real ob-
ject or shape that dominates in a certain way comparing with other objects/shapes 
in surrounding by its size (length, height, width), brightness, color, etc. Conven-
tionally, biped robots are equipped by a stereo-vision system (two cameras). The 
role of cameras is to identify the relative position d  and direction of motion 

(azimuth) β  of biped robot with respect to the chosen landmark object (Fig. 2) 

with a satisfactory accuracy. 

 

 

Fig. 2. Biologically inspired localization of a biped robot: a) identification of the relative position 
and size of different landmark objects in the environment, b) determination of the azimuth angle 
with respect to the target landmark object 

The choice of the appropriate marker can be made by training an appropriate 
artificial connectionist structure (a kind of robot brain/memory) embedded into the 
robot’s high-level control block. Such network structure is trained off-line to rec-
ognize the potential landmark objects, i.e. bright, large, high or colored objects 
that can be potentially well visible in the unknown scene. An arbitrary indoor 
scene with a biped robot and obstacles are presented in Fig. 2 in two geometry 
perspectives – side view and a top view. Elevation angles of robot eyes/cameras 

1α and 2α  as well as their attitude h  are known (measurable). Robot relative po-

sition (distance d ) is calculated from the simple relation )(/ 1αtghd =  while 

the height of the object H can be estimated as )( 2αtgdH ⋅= . Elevation angles 

1α and 2α  can be obtained from the encoder sensor attached to the neck’s pitch 

joint (Fig. 2) or by measuring the tilt (pitch) angles of cameras as alternative. 
Azimuth angle, i.e. angle of direction of motion β  is estimated by measuring the 

relative yaw angle of the neck joint as it is shown in Fig. 2. In such a way, a bio-
inspired, simple way of robot Simultaneous Localization and Mapping (SLAM) 
and advanced navigation algorithms will be realized. Determined geometry val-

ues 1α , 2α , β , d  and H acquired by corresponding robot sensor system are 
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forwarded to the high-level (cognitive) control block of a humanoid robot. Beside 
the visual feedback information ensured by a pair of video cameras (see Fig. 2b), 
additional information about existence of obstacles is necessary for obstacle 
avoidance as well as robot trajectory prediction. The accurate distance(s) of the 

obstacle(s) inside the circle of 50.100.1~ −r  [ ]m  can be obtained from the 

appropriate distance sensors. For that purpose Ultrasonic Range Finder (USRF) or 
laser Light Detection and Ranging (LIDAR) are commonly used in robotic prac-
tice depending on desired accuracy, assembling possibilities to the mechanical 
structure, price, etc. By implementation of the USRF sensors it is possible to de-
tect existence of the obstacles in a robot collision zone as well as direction of mo-
tion of possible mobile obstacles/objects in the robot surrounding. By numerical 
differentiation of the identified/measured distance(s) between the robot and mov-
ing object(s) it is possible to estimate its/their speed(s) and acceleration(s) of mo-
tion. These are important indicators to be used for making the strategy of collision 
avoidance. 

During motion in unknown environment people comes in zones close to the ob-
stacles (Fig. 2b). In order to avoid obstacles they make appropriate actions: change 
the course, i.e. direction of motionε , vary the forward velocity v , step length s , 

step periodT , foot lifting height fh , etc. Mentioned variablesε , v , s ,T , 

fh represents the gait parameters pG . These parameters represent output vari-

ables of the new cognitive block for robot trajectory prediction and planning (gen-
eration of feet cycloids) that will be integrated in the robot’s high-level control 
structure. During a walk, humans do not know quantitative values how far they are 
from the closest obstacle or how fast they run. They have a linguistic, i.e. sym-
bolic information in the mind that their relative position is in the range “near-far” 
i.e.: very near (beside), near, moderately far, far, very far (indefinite far). Similar 
values gradation is appeared with the forward speed v  e.g.: wait, moves very 
slow, slow, moderately fast, fast, very fast. Concerning the dimensions of the ob-
stacles (height, width, depth) the following descriptive indicators are of impor-
tance: very small, small, moderate, large and very large/huge. The mentioned lin-
guistic/symbolic indicators/states can be mathematically formulated using fuzzy 
functions. A robot can be trained to distinguish the mentioned ranges of sym-
bolic/linguistic indicators in order to predict desired motion in a 3D workspace 
free of collision. Implementing fuzzy rules and fuzzy reasoning in the scope of the 
cognitive control block, robot will be capable to understand environment and to 
make appropriate decisions to response to the real circumstances in surrounding. 
In that sense, elements of artificial intelligence will be incorporated into the biped 
robot control structure to extend the existing cognitive system behavior. The fun-
dament of the robot artificial intelligence to be built in the advanced intelligent 
control structure makes a corresponding cognitive block. It consists of a corre-
sponding artificial connectionist structure as well as a fuzzy system. Both mathe-
matical tools enable robot fast learning, building algorithms for environment un-
derstanding as well as decision making capabilities. 
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2.2 Building Algorithms for Obstacle and Collision Avoidance 

To build intelligent control algorithms for avoidance of mobile and immobile en-
vironmental obstacles corresponding geometry model of the obstacle avoidance 
scenario should to be developed. For that purpose, the following geometrical as 
well as kinematical scenario models of obstacle avoidance as well as collision 
avoidance are developed. They are presented in Figs. 3 and 4. 
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Fig. 3. General model of an obstacle avoidance scenario – the geometrical and kinematical indi-
ces used by the algorithm for obstacle avoidance 

The point P in the model presented in Fig. 3 denotes the actual relative posi-
tion of biped robot (i.e. the projection of its mass center to the ground support) 

with respect to the XOY inertial coordinate system. 0P is the starting point. Ro-

bot moves towards the preview point. In general case, the preview point can be 
situated on some landmark object or part of object (e.g. edge, corner, etc.). Due to 
the presence of obstacles, biped robot has to change its course of motion to avoid 
collision and to continue motion towards the preview point. Direction of motion 

0δ  is collinear to the sagital direction of biped robot. Course 1δ  corresponds to 

the direction towards the preview point. Biped robot detects the obstacles in its 
surrounding. The arrangement of the objects within the range bounded by the cir-

cle k causes the direction 2δ of escaping obstacles. If possible the robot should go 

forward or in lateral directions. Only in the case of a dead-lock, the robots have to 
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go backward to continue the trip. Direction 3δ  determines the course orthogonal 

to the 0δ . Robot is obliged to moves along the direction 3δ only in the case when 

the proximity sensors indicate that the robot can strike some objects (defined by 

the points 7T  and 8T ) by the swinging leg as presented in Fig. 3. The proximity 

range is bounded by the ellipse e . A fuzzy block determines, according to the ac-

tual situation in every sampling time, the direction 1δ , 2δ  or 3δ in which the bi-

ped robot has to move in order to escape the obstacles. Humans also reason in a 
similar way trying to optimize their trajectories moving towards the preview 
points in their environment. In a similar way, humans try to solve the problem of 
motion in the presence of mobile obstacles as presented by the model in Fig. 4. 
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Fig. 4. Model of a collision avoidance scenario – the geometrical and kinematical indices used 
by the algorithm for avoidance the collision of two walking robots – “A” and “B” 
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Two robots “A” and “B” move in the vicinity of each other by different forward 

speeds 1ν  and 2ν as depicted in Fig. 4. Their directions of motion cross each 

other in the collision pointC . Depending on the speeds the robots can come in 

collision if not adapt their speeds and course of trajectories. 1d  and 2d represent 

the distances of both robots from the potential collision point in the k th sampling 

time (Fig. 4). 2−kδ , 1−kδ  and kδ  are the shortest distances between the robots 

“A” and “B” in three successive sampling times. From the particular triangles pre-
sented in Fig. 4 both robots can estimate the current speed of the other one as well 
as to predict the own distance to the collision point. Corresponding fuzzy block 
within the control block is designed to determine the referent speed as well as di-
rection of motion in order to avoid collision. This is a typical multi-input – multi-
output (MIMO) problem that is successfully solved by the fuzzy sets implementa-
tion. By changing speed and course of motion robot changes its trajectory and 
adapt to the existing dynamic scenario [5]. Algorithms designed for the purpose 
enables biped locomotion without collision with the mobile and immobile obsta-
cles. 

2.3 Simulation of Obstacle Avoidance within 3D Scenario Model 

As an example of demonstration of the intelligent reasoning that is proposed in the 
paper to be implemented with humanoid robots, some interesting simulation re-
sults are presented in Fig. 5. In that sense, CAD model of an arbitrary environment 
with immobile obstacles as well as a target trajectory generated by the correspond-
ing cognitive block are illustrated. Simulation results presented in Fig. 5 were ob-
tained by implementation of the HRSP software toolbox [6] for a biped robot 
whose parameters are defined in advance. 

Step lengths s  (successive distances between the footprints shown in Fig. 5b) 
and the forward speed v  of the biped robot along the target trajectory is deter-
mined implementing previously described fuzzy inference engine. For creating 
fuzzy rules, a simple human logic was imitated. That can be briefly described in 
few words. If there exist an obstacle in front of the robot, decrease the speed, 
checking possibility to overstep the obstacle (check the size, i.e. height) or move 
left or right. Adapt the speed of cornering maneuver; track the contour of the ob-
stacle keeping the ultimate direction of moving towards the assumed landmark ob-
ject (i.e. target point). The actual forward speed of locomotion is adapted in such a 
way that takes into account the distance from the obstacle as well as yaw rate of 
the cornering maneuver. Implementation aspects of collision avoidance are condi-
tioned by the technical limits of the biped robot (e.g. robot speed during the ma-
neuver) as well as by processing time. Once, when the target trajectory is deter-
mined by the cognitive block of the biped robot system, it is a relatively easy task 
to synthesize a robot gait. For this purpose different methods are available. 
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Fig. 5. Example of an intelligent autonomous locomotion in an unknown environment with pres-
ence of static obstacles; a) CAD-model of the environment, b) Obstacle avoidance and target tra-
jectory prediction with the footprints depicting gait characteristics 

For the purpose of researches presented in this article, the path planning is per-
formed by implementation of the generator of the artificial biped gait developed 
by the usage of the 36 degrees of freedom (DOFs) biped robot model [6, 7] and 
based on the experimental results obtained from capture motion system [8]. Joint 
trajectories of biped robot are determined by calculation of its inverse kinematics. 

Autonomous Locomotion of Humanoid Robots 287



 

 

For that purpose, using the experimental measurements obtained from the capture 
motion studio [8] in order to ensure an anthropomorphic character of biped robot 
locomotion, the soft-computing algorithms, based on the artificial neural networks 
as non-linear identifiers, are derived. The mentioned algorithms are based on im-
plementation of the off-line fast-convergent Levenberg-Marquardt back-
propagation. The multi-layer network structure chosen to train the inverse robot 
kinematics uses Cartesian coordinates of hip joint centers, hip link mass centers 
and feet cycloids of motion (Fig. 6). At the output it gives generalized coordinates 
of biped legs that enable robot locomotion in an anthropomorphic way. Joint an-
gular velocities and corresponding accelerations are calculated by a numerical dif-
ferentiation. 
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Fig. 6. Block-scheme of the algorithm for off-line training of leg inverse kinematics (model) to 
be used as a generator of anthropomorphic biped robot artificial gait 

Soft-computing algorithms, based on implementation of the artificial neural 
network presented in Fig. 6, are used for building of the corresponding generator 
of the artificial biped gait. Generator of biped robot gait serves to generate appro-
priate robot joint trajectories based on the imposed gait parameters: step size, gait 
speed and lifting height of the swing foot. In such a way the fore mentioned biped 
gait generator serves as an appropriate interface between the high-level trajectory 
prediction and path planning block and corresponding low-level control block 
(servo-control block). The high-level control block is responsible for the strategy 
of autonomous locomotion including obstacle avoidance and adaptation to the en-
vironment while the low-level control block is charged with the trajectory tracking 
in the joint space of biped robots. 
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3 Hierarchy Control Structure of Biped Walking 

Joint trajectory tracking, posture stability and dynamic balance will be ensured us-
ing position/velocity feedback in the joint space, impedance control as well as 
feedback upon dynamic reactions [9, 10], i.e. feedback upon the Zero Moment 
Point (ZMP) deviations [11]. Control of biped robot dynamics will be realized at 
the low-control level (servo level) using the corresponding sensor system (encod-
ers, tension/torques sensors, gyro, etc.). Additional contact force/torque sensors at-
tached to the foot sole of the biped robot are necessary, too. For that purpose, the 
industrial force sensing resistors or 6-axial Force-Torques sensors have to be im-
plemented. Overall control system structure is shown in Fig. 7. 

 

 

Fig. 7. Control system architecture that supports an intelligent autonomous locomotion of biped 
robot 

Two control blocks represent a brain of the system consisting of high-level con-
trol block (i.e. cognitive block) and low-level servo control block [12, 13]. Control 
of robot dynamics (biped locomotion) will be designed at the servo-level while the 
intelligent control algorithms (cognitive behavior) enabling non-restricted 
autonomous locomotion and advanced reasoning will be synthesized at the high 
control level. Corresponding data-acquisition block ensure state feedback as well 
as information (actual relative position, distance/range, obstacle position and rela-
tive velocity, etc.) about the World in surrounding. Relay station enables reliable 
communication between these two hierarchical levels via Ethernet lines. Certain 
upgrade of the human-robot interface will be done according to the chosen dem-
onstration (simulation) scenarios in order to enable task definition: introducing of 
the start and goal sites/positions, memorizing of the object image to be found and 
manipulated, understand of manual and/or sound commands by human operator, 
etc. 

Advanced humanoid robot platforms have both control blocks (high and low) 
integrated on-board in order to speed up the system response. In that sense, we can 
speak about full system autonomy where the robot is capable to make decisions, 
plan its trajectories as well as enable stabile and reliable walking in real-time. 
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4 Modeling and Simulation of Biped Robot Locomotion 

The proposed control strategy of biped robot autonomous locomotion, including 
on-line trajectory prediction and path planning by use of the generator of artificial 
biped gait, is evaluated through the corresponding simulation experiments. Human 
body for its complex motion uses synergy of more than 600 muscles. It has more 
then 300 DOFs [8]. Some of these particular motions are essential for the human 
activities while the others give it a full mobility. In this article, a 36 DOFs biped 
locomotion mechanism of the anthropomorphic structure (Fig. 8) will be consid-
ered as an appropriate model of biped locomotion mechanism. Let the joints of the 
system be such to allow n  independent motions. Let these joint motions be de-
scribed by joint angles forming the vector of the generalized coordi-

nates T
nqqq ][ 1= . The terms ‘joint coordinates’ or ‘internal coordinates’ are 

commonly used for this vector in robotics [11]. This set of coordinates describes 
completely the relative motion of the links. The basic link (such as the pelvis in 
this case, Fig. 8) is allowed to perform six independent motions in 3D-space. Let 
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Fig. 8. 36 DOFs model of biped robot mechanism used in simulation experiments 
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the position of the basic link be defined by the three Cartesian coordinates 
( zyx ,, ) of its mass center and the three orientation angles (ϕ -roll, θ -pitch and 

ψ -yaw), forming the vector TzyxX ][ ψθϕ= . Now, the overall number of 

DOFs for the system is nN += 6 , and the system position is defined by 

 [ ] [ ] .TT zyxqXQ ψθϕ==  (1.1) 

It is assumed that each joint has an appropriate actuator. This means that each 

motion jq  has its own drive – the torque jτ . Note that there is no drive associated 

to the basic body coordinates X . The vector of the joint drives is T
n ][ 1 τττ = , 

and the augmented drive vector (N-dimensional) 

is T
n

T ]00[]0[ 16 τττ ==Τ . The kinematical scheme of biped model used in 

this paper is presented in Fig. 8. 
Animation of anthropomorphic biped gait obtained in computer simulation is 

presented in Fig. 9. 
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Fig. 9. Snapshots of the computer simulation of a biped robot anthropomorphic gait [5] as a se-
quence of the autonomous locomotion presented in Fig. 5 
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Conclusion 

During autonomous locomotion human beings use their experience to improve the 
skill of navigation and to speed up locomotion in a space with obstacles. Robots 
use their memory and cognitive capabilities to do the same. Every path (i.e. its gait 

parameters pG ) performed is stored in the memory of the robot controller. After 

more experimental walking, robot’s control system acquires information about dif-
ferent paths. For example, memorized path enables robot to go back along the 
same trajectory much faster then previously. In such a way, robot’s cognitive 
block creates a kind of topology map of available paths that can be used in the 
later tasks. Using perception system, robot is able to determine its relative position 
in the scene in any time instant. Then, high-control level compares robot’s current 
position with the memorized discrete positions on the map of paths. Finding the 
closest point appearing on the other path saved in the map of paths, robot is able to 
continue motion along the known trajectory. In that case, robot uses already 

memorized gait parameters pG as new trajectory parameters. Using known trajec-

tory parameters as desired path information, robot saves processing time used for 
localization and navigation. That potentially enables robot to run faster across the 
in advance known trajectory. The same case happens with humans. Initially, hu-
mans move through the unknown environment slowly and carefully. Any other 
time, they pass the same path faster because they have not to do navigation or to 
check the global position of obstacles again. To escape a collision with obstacles 
due to a small deviation from the memorized desired path robot has to check per-
manently the distance to the obstacles in a zone of collision. For this purpose of 
learning the map of paths as well as for adaptation of the actual robot position to 
the motion along the already generated paths it is suitable to implement fast-
convergent on-line reinforcement learning algorithms. In such a way, an experi-
ence can be synthesized as a kind of artificial machine-experience of humanoid 
robots, too. 
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Autonomous Advertising Mobile Robot for 
Exhibitions, Developed at BMF 

Budapest Tech 
Tavaszmező u. 17, H-1084 Budapest, Hungary 

alized in practice is going to be described. The whole development is based on in-
dustrial components. In the controlling and communication part, Phoenix Contact 
products were used, whereas the sensing was based on a Sick Laser Scanner. 
These two companies donated the whole project, and the final aim was to build up 
a working robot, which should advertise the companies on Hungarian and interna-
tional exhibitions. The robot was successfully built up in the Process Automation 
Lab of Kandó Kálmán Faculty of Electrical Engineering, Budapest Tech, and was 
exhibited with great success on Regula 2009, which is the biggest Hungarian auto-
mation exhibition. 

Keywords  mobile robot, navigation, sensors, industrial control, robotics, mobile 

1 The Aim of the Development 

In 2008 the students of the Process Automation Lab of Kandó Kálmán Faculty of 
Electrical Engineering, Budapest Tech, led by Péter Kucsera took part in the 
Xplore New Automation Award organized by Phoenix Contact with good results 
where they built a small experimental mobile robot. This robot could move along 
a predefined path, and could accomplish docking task with high accuracy. The 
project was chosen to the finals and it was so successful that Phoenix Contact de-
cided to encourage us to continue the development of the robot and build up an 
advertising mobile robot of bigger size and more sophisticated mechanics and 
control. The company together with Sick wanted to have a moving object with a 
screen for advertising videos running on it, and they also wanted to place some 
leaflets on the robot for people to take them. It was essential for the robot to be ab-
solutely safe. It is not allowed to run over the visitors, or to move to other compa-
nies’ stands. The accomplished system can be seen in Figure 1. 
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Fig. 1. The accomplished advertising mobile robot system 

The mobile robot system can be divided into two parts: 

- The moving mobile robot, 
- The operator workstation placed on the Phoenix Contact stand. 

In the case of a mobile robot system, the following tasks have to be solved. 
Firstly, information from the environment has to be sensed. Then, this information 
has to be processed and the proper command has to be sent to the actors. The act-
ing of course changes the environment, so this process has to be done cyclically. 

 

Sensing

Real World 
Enviroment

Acting

Control system

 

Fig. 2. Scheme of mobile robot systems 
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2 Sensing 

It is really important to have fast distance measurement from the robot to the sur-
rounding obstacles. If we see more, controlling is easier. So a fast 2 or 3 dimen-
sional scanned distance measurement is needed. The typical method to measure 
distance is based on the time of flight measurement. A wave package is transmit-
ted and after reflecting from the target it gets back to the transmission point and is 
sensed. Knowing the propagation speed of the wave and the running time, the dis-
tance can be calculated. Transmitting sound causes slow and inaccurate measure-
ment, so usually laser light is used. This measuring equipment is called laser scan-
ner. On our platform we used a SICK LMS 100 2 dimensional laser scanner. This 
is the smallest scanner on the market whit 20 m measuring range and 0.25O phase 
resolution in 270 O scanning angle. The product was so new on the market, that we 
were probably the first who could try it in Hungary. The scanner can handle more 
predefined safety zones, switched by discrete inputs. This was really practical, 
since when the robot is turning the path is much different than when it moves 
straight. 

 

 

Fig. 3. The defined safety zone when the robot is turning 

A web camera was also placed on the mobile part, there was always real time 
picture information from the robot, which made the operation easier, and the op-
erator screen much more spectacular. 

The robot has to have some task, given by the operator, sent by a communication 
channel. Since the robot is moving, only wireless methods can be applied between 
the operator and the robot. This simple concept can be seen in Figure 2. 
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connected next to the PLC. This results in a really flexible system, which can be 
easily improved. Our whole controlling algorithm only loaded the CPU with 32%, 
so there is still opportunity to improve the program. It is really practical that the 
Ethernet port is integrated, since it makes it easy to communicate with other de-
vices like the laser scanner, and operator panel. 

 

 

Fig. 4. The controller and the servo drives 

4 Actors and Mechanics 

The simplest mechanical structure was chosen, which has two independently 
driven wheels by two brushed DC motors. A third support wheel is used to make 
the platform stable, and support it. Encoders were used to have feedback from the 
wheels. The wheel speed is controlled by the drives using PID closed control loop. 
Applying this structure has a great advantage. From the rotation of the wheels, 
when they are not slipping, the position can be estimated. This is really useful in-
formation in navigation. 

Ethernet TCP/IP and RS232, serial communication. There are on board integrated 
I/O-s and industrial Bus couplers, so with connected extension modules new func-
tions can be integrated. Handling the servos only needs two servo drive modules 

3 Control 

The controlling system is based on a Phoenix industrial controller (PLC - Pro-
grammable Logic Controller). We used medium class PLC, which can handle 
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Fig. 5. Calculating the position from the turn of the wheels 

5 Controlling Algorithm 

The planned algorithm could build up a map from the real environment, and when 
the map is ready, a root could be defined. The navigation would be based on dis-
tance measurement between objects with known position and the robot, in this the 
position calculation from the wheel movement could help a lot. We had no time to 
accomplish this algorithm, since on an exhibition there are many dynamic, moving 
obstacles (the visitors) and it is really hard to make difference between the 
mapped obstacles and the dynamic ones. We decided to simple down the problem, 
by let the robot roam, without a predefined root, always looking for free spaces 
which are enough for it to change its position. When the robot has free area 
straight ahead, it moves straight, when it is not possible, it starts to rotate the scan-
ning area, and searches the way, closest to the straight, where there is enough 
space for it to move. Also safety zones are defined in the scanner. If a dynamic ob-
ject, for example a visitor, steps in the safety zone, the robot stops, and starts 
searching again for free roots. 

It was also requirement not to let the robot to move other companies stands. 
Fortunately, the carpet of the visitor area had different color, so only this had to be 
detected. Some of the companies’ stands were on an about 10 cm high podium. To 
detect them we had to place the scanner as low as possible. Placing the scanner to 
the lowest point, minimum 5 cm high objects could be detected. 

Despite these methods, the robot sometimes stuck on some especially difficult 
locations. For example, if the podium was lower than 5 cm, the robot could not see 
it, but it was not powerful enough to climb up. It could not detect obstacles which 
were wider in the upper part, and narrowed down in the lower part. This caused 
the robot stuck, which meant higher current on the motors, which was detected. A 
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bumper was also placed on the robot. When an error signal came from the bumper 
or from the motors, the robot stopped, and switched to manual mode, and also on 
the remote operator panel an alarm was generated. With the help of the IP camera, 
the operator could actuate, and get the robot out of the problematic situation. 

6 Communication 

On the whole system, standard Ethernet communication was used. Since the PLC, 
the Laser Scanner, the operator and the webcam were connected, a switch was 
needed to connect these components together. Standard WLAN communication 
was used to communicate with the operator. In the system, industrial Ethernet 
components were used. This equipment is more expensive than the office compo-
nents, but they are more reliable, it is easier to handle them, and they also have 
some extra functions. When the communication between the laser scanner and the 
PLC was tested, it was possible to mirror one communication port of the switch to 
another. This way, with a network analyzer program we could see the TCP/IP 
packages between the two communicating devices, although the packages were 
not sent to our computer. The WLAN devices have a fast rooming function, so 
when a large area has to be covered by more than one Access Point, the client can 
switch faster between them. 

7 Power Supply 

In the case of a mobile robot providing energy for the electric systems is quite an 
important problem. On our robot we have two DC motors with 120 W maximum 
power consumption. We also placed an industrial PC on the robot, which has 
about 80 W power need. Compared to these two loads the other components 
power consumption is irrelevant. At least one hour continuous working is needed, 
so a 12 Ah maintenance-free lead gel rechargeable battery can supply the system 
properly. 

8 Operator Panel 

To operate the system, an operator computer is used. On this computer, it is possi-
ble to monitor the state of the robot, operate the behavior, switch to manual mode, 
and give commands manually, and also see the pictures coming from the camera 
which was placed on the robot. Reading values from the PLC is possible by using 
a special server program, called OPC server. The OPC server gives us an open 
source platform, to read the PLC registers. 
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Fig. 6. The accomplished operator interface 

Visualizing the read values can be accomplished by an embedded software, but 
in the industry, there are ready to use software packages, called SCADA software. 
Since we used a Phoenix Contact controller, it was logical to use the SCADA of 
the same company which is called Visu+. With Visu+ it was really simple to es-
tablish communication with the PLC, reading and writing registers, and also to 
visualize the picture of the cam. 

The whole system, with the main components can be seen on Figure 7. 

 

Fig. 7. The accomplished system with the main components 
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9 The Outcome of the Project 

The robot was exhibited with great success on Regula 2009, which is the biggest 
Hungarian automation exhibition. It gained popularity. Wherever it appeared it at-
tracted attention. After the exhibition numerous companies enquired about the 
possibilities of borrowing the robot for other exhibitions. The robot was in func-
tion for 8 hours for 4 days, and moved at least 10 km. We could not detect any 
malfunctions. The robot functioned according to our expectations. Since most of 
the exhibitors had some WLAN device, the communication channel was over-
loaded, and we lost the connection between the robot and the operator, when the 
robot went to bigger distances. However, it did not cause any problem, since the 
platform is autonomous. 

 

 

Fig. 8. The autonomous advertising mobile robot in function 

10 Future Plans 

The controlling algorithm needs to be further developed. For the next automation 
exhibition a map based navigation method is planned to be accomplished. Know-
ing the map of the building, a root is going to be defined, and the robot will move 
on the predefined root, avoiding obstacles. 

302 P. Kucsera



Conclusion 

In this article, an autonomous advertising mobile robot is introduced. The robot 
was developed in the laboratory of Process Automation at Kandó Kálmán Faculty 
of Electrical Engineering, Budapest Tech. The aim of the project was to develop a 
working advertizing mobile robot platform for exhibition purposes, sponsored by 
Phoenix Contact and Sick Sensor Intelligence. Many students worked on the de-
velopment, and gained useful practical knowledge in the field of automation, in-
dustrial communication, and visualization. On the robot, mainly industrial compo-
nents were used. The main controller is a PLC, the communication based on 
industrial WLAN, and Ethernet components, and for the operation an industrial 
PC with SCADA software is used. The project was exhibited with great success 
on Regula 2009, which is the biggest Hungarian automation exhibition. 
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High-Level Specification of Games 
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cial sites etc have become a major cultural and economic force. The main distin-
guishing feature and attraction of games is their interactivity – participants con-
stantly change the state of affairs with their actions. The resulting dynamic flow of 
events, gameplay is like execution of an algorithm, where elementary actions are 
defined by game rules, but the logic, the flowchart is composed “on-the-fly” by 
players. 

To many IT study programs  have  been  introduced  Game  Programming  courses.  
However, usually in these courses is not discussed design of games. Books on 
game programming and courses on this subject are based on some specific pro-
gram language (C, C++), software package, pre-programmed set of classes etc, 
thus instead of discussing games on general they consider specific features of 
these programming environments and only through them also something about 
games. We do not have adequate formal methods for description and specification 
of games. 

On base of analyze of several popular packages (Gamemaker, Flash AS3, 
Panda3D) used for programming simple, casual games here is presented a meta-
language for object-oriented, structural description of games as event-driven ob-
ject-oriented systems. Specifications of games created using this language are easy 
to transform into implementations using some of these concrete game program-
ming environments. This allows to present games on general abstract level, which 
does not depend on implementation environments. It allows to consider advan-
tages and problems with concrete packages and to compare implementations of 
games in different environments. The specification method is illustrated with three 
examples. 

Keywords Game, game programming system, specification, event-driven archi-

1 Introduction 

Video games (computer and console games) have become a major economic and 
cultural force. In last ten years, total revenues of game business in USA have 
grown ten times and for several years are already greater than revenues of cinema 
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business. Even the current economic confusion has not affected the game business 
– in December 2008 game industry reported the highest single-month revenues in 
video game history [1] and for 2009 it is predicted that “…videogame industry 
revenue is set to reach $41.9 billion this year, having risen from $27.2 billion in 
2004” [2]. More and more people are participating in MMOG-s (Massively Multi-
player On-line Games) and in so-called social networks (Twitter, Slasdot, Digg), 
which are rather similar to MMOG-s. Games have also changed psychology of 
young generation, the “post-Pong” (computer game Pong was introduced in 1973) 
generation, “digital natives” [3], is in many ways different from older generation, 
“digital immigrants” [4]. 

Game programming has been introduced to IT curricula in many universities, 
but the theoretical base for games and game programming is week. We do not 
have formal methods to describe games and gameplay, to classify games in mean-
ingful way [5]. Description and classification of games is often based on visual 
appearance (horizontal scroller, maze), on technology used (arcade games, console 
games) or simply by game size (casual games), but these words do not help to un-
derstand “what is there inside”, the idea of the game, structure of game and game 
program. Design and development of games is a complex activity involving par-
ticipants from several disciplines, who all should first understand, what they are 
supposed to create, the basic structure of the game. However, we do not have for-
mal methods for representation of games. Game programming courses often do 
not begin with general introduction and analyze of games, but with discussion of 
e.g. blitting and video memory buffers, i.e. low-level issues, which are not directly 
related to game design and game program structure. Books and courses on game 
programming are based on some concrete game programming system or software 
package, thus instead of discussing games they actually teach some concrete im-
plementation environment, which often is also very low-level – C, C++ etc. De-
pendence on implementation issues is very confusing for students and often does 
not allow considering and understanding the game structure before implementa-
tion, game becomes “visible” only after implementation. 

2 What Is a Game? 

It is rather difficult to define what is a “game”, to determine the basic features, 
common to all/most games. When Ludwig Wittgenstein considered different 
forms of games (children games, Olympic games, flirtation, Go etc) he concluded 
that word “game” can not be explained as one concept, but “game” contains sev-
eral concepts which share a "family resemblance" to one another [6]. Johan Huiz-
inga considered games as an art form: “There is beauty in games. … I am fasci-
nated by the rich gameplay so many games offer using only a handful of rules. … 
Every session of play becomes a performance; a ritualized dance that is focused 
and confined by the game’s rules and premise, but which is never the same twice. 
Mine is an aesthetic appreciation of the freedom and possibilities set up within the 
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logical game space within the magic circle of the game”; „play and games are in 
fact at the very center of what makes us human. Play is older than culture" [7]. 

Academic community stated to think about games seriously only with the turn 
of the new century. In 2001 was established the international journal of computer 
game research “Game Studies” [8]. Year 2001 was declared “year one” of game 
studies and Gonzalo Frasca made in his article popular the word “ludology” - the 
discipline that studies games, play, toys and videogames [9] (ludus = game (Latin), 
logos = science (Greek)). 

Game authors use lot of metaphors and poetic language when speaking about 
games (gameplay is “choreography”, “We like games that deliver a sense of an 
endless world, living environments, and open-endedness” [10]). Academic re-
searches (especially with IT background) consider games as programs, dynamic 
systems. For dynamic systems we have lot of theory, many types of models and 
modeling technologies can be used to describe their structure and dynamics. It is 
not difficult to develop structural models to describe already existing games, but 
these models provide little help for developers who want to invent new types of 
games. Games are very different from conventional IT systems. For instance, the 
structural model of the Portal game from Valve (at least the first levels) is very 
simple, but this does not tell anything about surprising gameplay. Even simpler is 
the structure of the game Auditorium [11] – just on input flow of energy, several 
manipulators which allow to change the direction of the flow and sound organs, 
the flow of interactions is also quite simple, but what kind of model could describe 
gameplay, the search and “aha!”-s? 

Since attempts to invent a generative device, a “game grammar” [12], [13], [14]] 
have not been successful, several researchers have tried to describe games by 
UML and other types of diagrams. Flowchart-type diagrams were used to describe 
possibilities to advance in simulations or adventure games [15], where gamers 
have to move around, find objects and fill some tasks; similar approach was used 
in [16]. These schemas describe the game’s static environment – plan of rooms and 
what is in these rooms. The diagrams are similar to story-beat diagrams [17] which 
describe the scene location, scene description, the object and cast members in the 
scene, events game engine listens and what actions they trigger, what happens in 
response to these events. The UML diagrams used in [18] also describe the struc-
ture of a game, i.e. game settings, but not what really happens in gameplay. 

Attempts to apply existing system design and specification methods e.g. use 
case diagrams [19] to games have not been very encouraging. Indications that 
player can “View current crew assignments” or decision block “[if more data 
needed] – getMoreData()” say very little about game idea and structure. In [20] 
were used colored Petri nets to describe on a very high level (inputs are “skill”, 
“opponents skill” etc) possible flows during gameplay, but this very abstract 
model does not consider operational rules of the game. 

The current state of understanding of game design is sometimes compared with 
alchemy: “…it was clear to the alchemists that ‘something’ was generally being 
conserved in chemical processes, even in the most dramatic changes of physical 
state and appearance; i.e. that substances contained some ‘principles’ that could be 
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hidden under many outer forms, and revealed by proper manipulation” [21]. Game 
designers also are convinced, that in a good game there is “something” what 
makes it good: “It is my belief that a highly mechanical and predictable heart, 
built on the foundation of basic human psychology, beats at the core of every sin-
gle successful game” [22]. Unfortunately, we still have not understood what this 
“something” is and what are the “principles” which tie the ingredients into a good 
game. 

Gameplay is like execution of a program. It consists of elementary actions (lin-
ear code) and logic, which ties these elementary actions together. In gameplay, the 
elementary actions (what player can do) are fixed by game rules. However, the 
logic, which ties these actions into gameplay, is invented by players. Rules give 
only possible operations, decision blocks are from player. Games are programs 
with variable logic, ballet with fixed pa’s, but free choreography, tales, with 
known character types and plot elements, but the player determines how the story 
unfolds. 

This unpredictable element – player’s decisions – is the main difference in 
modeling and specifying games compared to e.g. Information Systems. Design of 
an Information System usually begins with considering typical use cases; it is as-
sumed, that the system will always be used in a similar way. In games, we can not 
predict player’s decisions. The main purpose of formal specifications for games is 
to help to present possibilities for the gameplay/story and the basic structure of the 
game program, to assure, that we have planned correctly all event-information-
action flows, that players always have necessary information, can perform in-
tended actions and game engine (controller) can all the time control the whole 
process. 

3 Game Specification Language 

In the following is presented an abstract system (language) for describing game 
program’s structure. The formalism generalizes popular game programming sys-
tems: (Gamemaker [23], Pygame [24]) and it is very convenient also for an OO-
programming language/system, e.g. Flash programming language Actionscript 
(the AS3 version), Panda3D [25] etc. 

On the logical level the described here formalism is somewhat similar to Game 
Description Language [26] created in Stanford AI department. The Stanford GDL 
is a logic language for describing the logical structure of games (with full informa-
tion) and to check automated game-playing programs. It is not suitable to present a 
new game, especially to programmers, who do not have previous experience with 
logic languages, since game description is presented using Prolog rules. For in-
stance, the main game loop is presented by the following rule (the system predi-
cate next declares, that the argument clause will be true in the next game 
frame/state) [27]: 
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( (next (cell ?x ?y ?player))
      (does ?player (mark ?x ?y)))
⇐

 

The presented here game specification language does not use logic language, 
but describes game as an event-driven system, using a functional style, somewhat 
is considered also game visual and organizational structure. The main elements of 
specifications are game objects, game events and objects reactions to events. 
Game logic is considered only on the level of possible interactions in gameplay – 
how events are dispatched and what actions they trigger. The formal level is not 
suitable for proving correctness of game-playing programs, but it allows consider-
ing information flows in game program and thus finding inconsistencies in speci-
fication very early. The formalism does not require end states and termination, 
thus it can be used also to describe simulations, e.g. interactions inside a multi-
agent system when agents create a common vocabulary/language (example 3). 

The following is an informal description of the language. 
Game is a finite automaton, which players see as a frame-based animation. 

Game rules define possible actions of players - how they can change game states. 
Gameplay is like execution of a program (this automaton); possibly state changes 
are determined by rules, but execution logic – by players. 

Game objects and attributes encode the states of this automaton. Possibilities 
for state changes appear as game events, actual changes are player’s reactions (ac-
tions) to events. 

3.1 Requirements for Implementation Environment 

The main purpose of described here formalism is to help to describe high-level 
structure of a game (describing actions using pseudocode) and not to deal with 
low-level programming issues. Created specifications are easy to implement with-
out essential changes in program’s structure, if the implementation environment 
satisfies certain requirements. 

It should implement the basic game loop: 
 Get player’s input, i.e. capture IO events (keyboard, mouse) and game-

specific (i.e. defined in this particular game) events 
 Calculate the next state 
 Create NEXT_FRAME event and other (game-specific) events, i.e. send 

information to players and create visual output. 
For video games the visual side is very essential, thus the environment should 

implement sprite graphics (drawing sprites on screen, scaling, rotating, flipping, 
alpha blending and color transform) and also have vector graphics (2D or 3D). 
Graphic objects - sprites and vector objects - should have coordinates and some at-
tributes to describe movement – direction, speed. It should have collision detecting,  
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at least the simplest version, where the bounding box or sphere is  used to detect 
collisions. 

Several povpular game programming environments: Gamemaker, Flash (AS3), 
Openscript (Toolbook), Panda3D, Pygame etc satisfy (most) of these require-
ments, thus are suitable as implementation environments for games, specified us-
ing this language. 

3.2 Game Specification Language 

The main categories of game are game objects (classes), events and reactions of 
objects to events (actions). Objects can be passive (also called non-playing charac-
ters or background objects), which do not receive, recognize events and active, 
which receive events and can perform actions (reactions). Classes (both active and 
passive) have attributes; e.g. object coordinates on screen (game window). Actions 
of objects (active objects) change game state. 

Games also have some additional structure (rooms, levels) and general attrib-
utes (screen/window size, time); in the following, this structure is denoted by S 
(Setup). 

Game specification is a half-formal presentation of the game program, which 
allows considering game before implementation and selecting the most suitable 
implementation environment. Specification is a 5-typle of disjoint sets 

 , , , ,G Description O E A S=< >  

Below is described meaning of these components and their structure. 
Description – a brief description of the game in natural language (with images). 
O – classes of game objects. The set of classes O  is hierarchically ordered, i.e. 

a new class can extend some already existing class or some class defined by im-

plementation environment; notation 1 2O O⊆  means that class 2O  extends class 

1O . Objects of classes (class instances) can get objects or data structures created 

from other objects and/or their attributes as arguments when new objects are cre-
ated, e.g. object ship needs arrays of  missiles, enemies and explosions and on fir-
ing passes them to missiles; missile seeks collisions with enemies and starts explo-
sions. 

The top object is constant controller O∈  - this is the game engine, i.e. the 
program, running the game. 

Objects can receive events E  (created by other objects); in response to an 
event, they perform some actions and/or create new events. In event-driven sys-
tems events are usually considered to be properties of the whole class, i.e. they are 
sent to class, not to some object of the class, but in specifications it is often very 
convenient to consider events which are sent to some distinguished object of the 
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class and not to whole class. For instance, in turn-based game (Tic-Tac-Toe) event 
turn is sent only to one player and e.g. it does not have sense to send event next 
(next frame) to enemies, who are dead. This behavior is easy to implement using 
additional attributes in object specifications and is used in following. 

Classes (both active and passive) have the set ( )Attr O  of properties (attrib-

utes), i.e. class variables. Attributes have type – public, private, static with usual 
semantics. In most environments (Gamemaker, Flash) default type for all attrib-
utes is private (local in Gamemaker), but for beginners it is often more convenient 
to consider all (or most of) attributes public – beginners do not always understand 
issues concerning limited access to attributes. 

All attributes have a fixed domain of allowed values. Objects o O∈ , which 
have visual representation on screen, have attribute ( )sprite o - sprite of the ob-

ject. Sprite can be one image, but also a set of several images and/or animations, 
e.g. a DirectX graphical 3D-object can have built-in animation walk . 

For correct rendering to screen sprites are collected into an ordered display list. 
Adding its sprite to display list is an action, which objects must perform when 
they are added to game, a reaction to event Create. In some implementation envi-
ronments, this is done automatically (Gamemaker), in some environments (AS3, 
Panda3D) this should be done in code. Since this depends on implementation en-
vironment, the feature is not shown in specifications. 

Usually domains of attributes are numeric and are (primitive) types in underly-
ing implementation language/system, i.e. int , real , Array  etc. There could be 

also some operations defined on attribute domains (e.g. the negation operation on 
the domain of marks in example 1). Common properties for visual objects are their 
coordinates in game space (2D or 3D) and their movement characteristics – speed, 
direction. While coordinates are usually expressed in Cartesian coordinate system, 
the movement can have several representations – as a vector (i.e. speed vector co-
ordinates) but can be expressed also as direction angle and linear speed along the 
direction line (polar representation). 

Most classes allow generating several instances of objects from class, but some 
classes can have only unique object (controller). 

The objects receive and dispatches events e E∈  to active objects (passive ob-
jects do not receive events). The set of events contains constant create E∈  - 
this is the event, when an object (instance of a class) is added to game (in object-
oriented systems this is executing the constructor function). Another common 
event is step - frame change, i.e. new frame. Sometimes it is convenient to divide 
the step event into several consecutive events: begin step, step, end step (e.g., this 
is used in Gamemaker). The reaction to step event can be e.g. change in object co-
ordinates – this creates movement. 

Common events are mouse and keyboard events: click, over, out, keypress and 
interaction, collision of objects – reaction to this event can make ball to bounce 
from a pad. The collision event is not symmetrical; it occurs only when an object 
(e.g. object bullet) executes testfunction collision(Other) and result is passed only 
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to the object who initiated test. Collision has different variations depending on 
how precisely it is calculated – whether only bounding boxes are used or it is nec-
essary to find exact contact of object surfaces. 

Sending an event e to object O is denoted by 

 ( , , )O e Attrs⇒  

Here Attrs are additional attributes of the event. 
Game begins from event 

 ( , )controller create⇒  

This is a unique event, create (for the object controller) can not occur later. 
This start event may have attributes – e.g. difficulty of level, addresses of servers 
where the game will be hosted etc. 

To receive an event, object should be made event listener. In the following, the 
listener declarations are omitted. It is assumed that when an event e E∈  is sent 
to some class O or to some specific object o O∈  it has reaction (action) 

( , , )f O e Attrs . 

It is often convenient to allow objects to have states. Very common are states 
based on attribute visible – non-visible objects usually do not perform many ac-
tions, thus they also do not respond to several events, e.g. to animation event next. 
Structure of object states can be more complex, e.g. a fighter can have states 
Creeping, Shooting, Dead, a rocket can have states Flying, Landed, Fuelling etc. 
For objects with states, the event actions become case-structures. 

The following examples intend to illustrate the main ideas behind the proposed 
high-level specification method: example 1 – the data/information flow, example 
2 – explanation of safe implementation method where possibilities for memory 
leak are minimized, example 3 – use of more complex data structures (dictionar-
ies) for class attributes. 

In the following examples variable identifiers begin with capital letter, constant 
(object) identifiers – lowercase latter, “_” stands for arbitrary value, prefix Arr de-
notes an array (actually set, the order and indexing are not used) and actions are 
described in a pseudocode. Many details are not specified but left for common 
sense and previous knowledge about specifications and programming. 

Example 1: Tic-Tac-Toe 

Tic-Tac-Toe= 
{ , , },{ , , },controller Player Square create turn move S< >  

Description: two players take turns to mark a 3 x 3 grid; player who succeeds 
in marking a whole a row, column, or diagonal wins. 
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x o( ) { [], [], [], }blank linesattr controller Arr Arr Arr Arr=  

( ) { , }attr Square r c=  

( ) { , ( , , )}E controller create move Sprite i j=  

( ) { , , }blank markedattr Player Arr Arr Sprite=  

{x,o}Sprite∈  

The operator ¬  acts on the set of sprites as negation, i.e. o = x, x = o¬ ¬  

( , ) {
( 1,2,3) ( 1,2,3)

{ ( ) . ( , ), . ( ( ))};
[[ (11), (22), (33)],

[ (21), (22), (23)],
[ (31), (32), (33)],
[ (11), (21), (31)

blank

lines

f controller create
for i for j
sq ij Square create r i c j Arr push sq ij

Arr sq sq sq
sq sq sq
sq sq sq
sq sq sq

=
= =
= = =
=

],
[ (21), (22), (23)],
[ (31), (32), (33)],
[ (11), (22), (33)],
[ (13), (22), (31)]]

x . ( x, , []);
o . ( o, , []);

blank marks

blank marks

sq sq sq
sq sq sq
sq sq sq
sq sq sq
player Player create sprite Arr Arr
player Player create sprite Arr Arr

= = =

= = =
( x, )}player turn⇒

 

( , ( , , )){
. ( ( , ))

( ) {

  (won, (_, _, )),
  (loose, (_, _, )),
  exit}

{
  { ( , )}
 ( ){
  (

Sprite

lines Sprite

blank blank

blank

f controller mark Sprite i j
Arr push sq i j

if Arr Arr

player Sprite
player Sprite

else
Arr Arr sq i j
if Arr

∩ ≠∅

⇒
⇒ ¬

← −

≠∅
⇒ turn, (_, _, }}player Sprite¬
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( ) { , , (_, , ), won, loose}E Player create turn move i j=  

( ( , , ), ) {
( ( , ) ){ ( , ( , , ),
   ( (_, _, ), (_, , ))
   { ( , )}
   { ( , )}
  _

blank marks

blank

blank blank

marks marks

f Player Arr Arr Sprite turn
sq i j Arr controller move Sprite i j

player Sprite move i j
Arr Arr sq i j
Arr Arr sq i j
draw sprit

=
∈ ⇒

⇒ ¬
← −
← ∪

( , ( , ))}e Sprite sq i j

 

 

( ( , _, _), (_, , )){
  { ( , )}}

blank

blank blank

f player Arr move i j
Arr Arr sq i j← −

 

The last action (for player, who did not make the last move) means, that he also 
has to remove the marked cell from his list of free cells. 

In above actions players do not use the list of already marked cells (attribute 

marksArr ) for deciding the next move; this is included only for possibility to de-

velop some AI algorithm for deciding the next move. 
The setup S consists of game grid (passive background object). 

Example 2: Star Track Battle 

 

Fig. 1. Star Track Battle 

Description: on the background of moving planets a single battleship should 
fight with enemies, who fly constantly over the screen from right to left; battleship 
can move only vertically and shoot. Enemies do not shoot, but if they collide with 
battleship the ship gets damages (its health decreases). If player can shoot down 
all enemies (fixed number at the beginning of the game) he wins, but if ships 
health becomes zero, player looses. 

The following specification (partial) demonstrates safe use of memory. It uses 
the ship and fixed number of all other objects - missiles, enemies, explosions. 
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Enemies fly in from right to left. If they remain alive, they return to right side of 
the screen and repeat; if they are hit, they become invisible and are removed from 
screen (but not from game memory). Missiles become active (visible, moving) 
when they are fired; when they hit an enemy or leave the screen area they become 
invisible and do not receive step event, which makes them move. Explosions are 
small animations (growing and getting darker) and behave the same way – they 
become active, visible and are shown only when a missile hits an enemy; when 
they finish playing they become invisible and do not receive step events. This 
simplifies memory handling in implementation. If on firing new missile objects 
were created and lost missile objects where removed from game then the program 
should constantly interact with operating system and memory leaks become very 
possible. 

The Game = 
{ , , , , },

{ ( ) { , _ , _ , ,
                   ( )},

( ) { , , },
( ) { ( )}

controller ship Star Enemy Missile Explosion
E ship create move up move down shoot

collision Enemy
E Enemy create step damaged
E Missile collision Enemy

< ⊂
=

=
= >

 

( ) { , }E Star create step=  

( ) { , , , , }stars enemies explosions missilesAttr controller ship Arr Arr Arr Arr=  

( ) { , }Attr ship y shooting=  

( ) { , , , }xAttr Star x y size speed=  

( ) ( ) { , }Attr Enemy Attr Star visible active= ∪  

( ) { , , }Attr Explosion x y visible=  

( ) { , , , }xAttr Missile x y speed visible=  

( , ) {
( 1,STARS)( . , . ( ))
( 1,EXPLOSIONS)( . ( ),

. ( ))

( 1,ENEMIES)( . ,

stars

explosions

enemie

f controller create
for i star Stars create Arr push star
for i expl Explosion create visible false
Arr push expl

for i eny Enemy create
Arr

=
= =
= = =

= =
. ( ))

( 1,MISSILES)( . ( ,
6),

. ( ))}

s

x

missiles

push eny
for i m Missile create visible false
speed
Arr push m

= = =
=
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( , ) {
(0, . )
(0, . )

( , )

( , )}
min max

x min max

f Star create
x random screen width
y random screen height
size random size size

speed random speed speed

=
=
=
=

= −

 

( , ) {
( 0)  . }

xf Star step x speed
if x x screen width

= + =
< =

 

 
The class Enemy extends class Star and does not need any additional properties 

concerning movement. 
 

( , ) { , }f Enamy create visible true active true= = =  

( , ) { , }f Enemy damaged visible false active false= = =  

( , ) { ( 0)  }upf Ship key if y y= > − −  

( , ) { ( . )  }downf Ship key if y screen height y= < + +  

( , ) {
( , . ){
  . .
  . .
  . }}

shoot

missiles

f Ship key
m Arr m visible false

m x ship x
m y ship y
m visible true

=

∃ ∈ =

=
=

=

 

( , ) {
( ){

  ( ( , . ){
  ( ( )){
   .
   .
   ( , . ){

     .
     .

enemies

explosions

f Missile step
if visible true

for eny Arr eny active true
if collision eny
eny active false
eny visible false

expl Arr expl visible false

expl x x
expl

=
=
∈ =

=
=

∃ ∋ =

=

     . }}}}
}

y y
expl visible true

=
=
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In functionality specifications (e.g. in the above ( , )f Missile step ) variables 

without prefixes always belong to the object whose functionality is explained, i.e. 
here .x missile x= , where missile  is the concrete instance of class Missile  
whose functionality is explained. Thus the last specification for 

( , )f Missile step  says, that if missile has been fired (is visible) and if it collides 

with active enemy, then enemy becomes non-active, vanishes and the array of ex-
plosions is searched for currently “non-playing” (i.e. not visible) explosion, which 
is shown in the place of collision. Explosions are small animations which them-
selves quickly vanish (become invisible). Total number of explosions (length of 
the array of explosions) is set approximately twice higher than the number of mis-
siles, thus for every missile (if it hits an enemy) there is a non-playing explosion, 
which can be used. 

Example 3: Simulation of emergence of common vocabulary 

This example is not a game – there is no goal, but it shares many features of 
MMOG-s and it is easy to transform this to game (e.g. make agents to compete). 
This example demonstrates use of object states and use of dictionary-type data 
structures for attributes. 

Description. A multiagent society is searching labyrinth for food [28], [29]. 
When agents meet each other, they try to communicate, tell what they have found 
(food) or warn that there is a danger (deep hole) or that the passage is a dead end. 
Thus their messages to each other are about “food”, “danger”, “dead end”. For 
these semantic concepts they invent words (arbitrary sounds) or use words which 
they have got earlier from other agents. Their short-time memory buffer is bound 
to local spatial context - they remember facts only when moving along a corridor 
without branching (the local spatial environment). At the beginning, they do not 
have any vocabulary, but in the process emerges common vocabulary. 

 

Fig. 2. Simulation of emergence of common vocabulary 
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The labyrinth is rectangular grid. Elements of class Room are its cells. Boolean 
attributes open indicate directions where the room is open, e.g. on the above pic-

ture for the cell (2,2) leftopen true= , rightopen false= , upopen false= , 

downopen true= . Agents perceive these attributes and use them to decide, when 

they enter a dead end (a room where only one of these four attributes is true) and 
when they leave the current corridor (this is a room where more than two open-
attributes are true). 

( ) { , , , }attr Ag Mem Dir Mes L=  

[ , , ]Mem F Dan De=  

Attribute Mem is agent’s short-term memory. Boolean variables F, Dan, De 
denote correspondingly presence of food, danger or dead-end in the current local 
spatial context, i.e. in the corridor where agent is. When agent finds a room with 
food or danger or a dead end, he stores these facts in corresponding variables of 
his short-term memory. When agent leaves a corridor (enters a room, which is 
open in more than two directions), the short-term memory is cleared (all variables 
become false). 

Dictionary-type variable L is for storing emergent vocabulary. Here for seman-
tic values f (food), dan (danger), de (dead end) are recorded finite lists of possible 
words (denotations) for these concepts. 

At the beginning of simulation all these lists are empty. When agent meets an-
other agent, he creates a message about entities, which are true in his short-term 
memory. He uses word from his list, which previously has been used most often; 
if the list for a concept is empty, he creates a new word. 

The spatial context (current corridor) restricts possible meaning of received 
messages. For instance, if another agent’s message contained one word and when 
moving further in the corridor agent finds food, then he knows that the received 
word denoted food and stores the word in his list of words for concept food. Thus 
here the spatial context replaces pointing which often has been used in simulations 
of language emergence to ground meaning of received messages [30], [31]  and 
which is considered ambiguous [32]. 

Agent’s attribute Mes is for storing messages from other agents received in cur-
rent context (corridor). When agent leaves the corridor (in first room with more 
than two exits) he stores all words from Mes in lists of all concepts which are 
stored in his short-term memory, i.e. what he has found in this context and empties 
both the short-term memory Mem and message buffer Mes. 

In the attribute Dir is stored the direction of his last movement – this is used to 
avoid random vreturns to previous room. 

Emergence_of_Vocabulary = 
{ , , , , _ }, , , }Agent Room Food Danger Dead end E A F S< ∪ >  

( ) { , , , , , }left right up downAttr Room open open open open food danger=  
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Conclusions 

Because of economic impact of games, game programming has become essential 
part of many IT curricula, but we do not have established methods for game speci-
fication and formal presentation. Games are rather different from “classical” soft-
ware systems (e.g. Information Systems) and classical methods for specification 
do not work here. Most books about game programming are tied to implementa-
tion environment (C, C++, C# etc) and instead of discussing games are actually 
teaching these concrete software environments. Here is presented a high-level 
specification method for of games as event-driven object-oriented software sys-
tems. The method allows describing games without using low-level details of pro-
gramming languages; conversion of specifications to working programs using e.g. 
Gamemaker, Flash AS3 or Panda 3D environments is rather straightforward. 
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gate, nanocrystal, silicon nitride-based, phase-change, ferroelectric and magne-
toresistive memories are breafly summarized. 

Keywords: flash memories, nanocrystal memories, SONOS, phase-change memo-

1 Introduction 

Non-volatile memories are those memories that hold the information even after 
turning off a power supply. Nowadays the most frequent non-volatile memories 
are flash memories (FMs), which are applied in the most embedded systems. They 
are used in mobile phones, MP3 players, pocket computers, digital cameras as 
well as in pen drives, memory cards and hybrid hard disks. They are of high den-
sity, updateable, electrically erasable, relatively fast, and reliable [1]. 

However, scaling down technology node faced difficulties in these memories, 
because the reduction of their dimensions is limited due to reliability problems [2]. 
This inspires research for new constructions and for new operation principles of 
non-volatile memory elements and arrays. Another driving force for research for 
new solutions in this field is the permanent demand for creating faster and faster 
memories. 

Most of the non-volatile memories are Random Acces Memories (RAMs). In 
addition to flash memories, recent Non-Volatile Random Acces Memories 
(NVRAMs) being in production and/or under development are the Phase-Change 
RAMs (PRAMs), the Ferroelectric RAMs (FeRAMs), and the Magnetoresistive 
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RAMs (MRAMs). Although the magnetic tunnel junction, which is the memory 
element in MRAMs, isn’t made of semiconductors, they are integrated in a semi-
conductor memory chip. The compatibility of their preparation with the CMOS 
technology is a general requirement to memory elements. 

Non-volatile memory effect has been demonstrated in devices with carbon 
nanotubes as well [3]. Establishment of nanoelectronics made on carbon nano-
tubes – including non-volatile memories – is a new challenge of nowadays solid-
state electronics. 

In this paper the construction and the physical background of operation of non-
volatile memories are breafly summarized. 

2 Main Characteristics of Non-volatile Memories 

One of the main characteristics of memories is their absolute and areal density, 
which is strongly related to the cell area. Information in non-volatile memory ele-
ments is held by the threshold voltage of Field Effect Transistors (FETs) in FMs 
and FeRAMs, by the conductivity of the phase-change material (crystalline vs. 
amorphous) in PRAMs, by electrical polarization of the ferroelectric material in 
FeRAMs, and by the conductivity of a magnetic tunnel junction connected with its 
magnetic polarization in MRAMs. So, memory cell consist of a single memory 
FET in FMs and novel FeRAMs, of a transistor and capacitor in FeRAMs of ear-
lier development, of a transistor and resistor or of two transistors in PRAMs, and 
of a magnetic tunnel junction and a resistor or a transistor in MRAMs, respec-
tively [4]. 

Another important parameter is the requirements for writing, erasing and read-
ing. This means the pulse amplitude and width of applied voltage in FMs and 
FeRAMs, or applied current in PRAMs and MRAMs, which are necessary for 
Write/Erase (W/E) operations, on one hand, and reading time and voltage, on the 
other hand. W/E and read speed depends on the memory type, architecture, tech-
nology node, actual mechanism, etc. 

Memory behaviour is characterized by the difference of the actual parameter 
holding the information between the two logical states. This is, e.g., the difference 
between the threshold voltage values attributed to logical states “0” and “1” in 
FETs, which is called memory window, or the difference in conductivity in 
PRAMs and MRAMs. 

The basic characteristics of reliability are endurance and retention. Endurance 
means the number of W/E cycles before degradation. Except MRAMs, the degra-
dation is clearly connected to the W/E process in all the non-volatile memories. 
The speed of information loss is characterized by retention. For non-volatile 
memories the required retention time is 10 years. As read process is non-
destructive in the most non-volatile memories, “read disturb” is another parameter 
of reliability. It is attributed to the change of the parameter holding the informa-
tion during read process. 
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3 Conventional Non-volatile Memories 

The conventional non-volatile memories are the Electrically Programmable Read 
Only Memories (EPROMs), the Electrically Erasable Programmable Read Only 
Memories (EEPROMs) and flash memories. The main difference between 
EPROMS and EEPROMs is that the latter ones can be erased electrically, while 
EPROMS are erased by UV illumination. The main difference between 
EEPROMS and flash memories is in the organization of memory arrays. In 
EEPROMs memory cells are erased by bytes, while in FMs by blocks using a 
"flash", i.e., a common erasing voltage pulse [4]. 

 

 

Fig. 1. The MNOS memory transistor 

 

Fig. 2. The SONOS transistor 

The first realized memory element was the metal-nitride-oxide-silicon (MNOS) 
FET [5]. The schematic image of this device is presented in Fig. 1. In these de-
vices the charge is injected to and stored in traps in the nitride layer near the 
SiO2/Si3N4 interface. Later silicon-oxide-nitride-oxide-silicon (SONOS) devices 
with polysilicon gates [6] were developed to increase the retention time of charge 
trapped in the nitride layer. The schematic image of a SONOS transistor is pre-
sented in Fig. 2. 

The most common memory elements of present non-volatile memories are the 
floating gate FETs. These devices contain two gates, as shown in Fig. 3. The float-
ing gate is embedded between two SiO2 layers (called tunnel and control layers, 
respectively), and has no external contacts. The control gate is on the top of the 
upper SiO2 layer. Information storage in these memories is based on changing the 
threshold voltage of FETs by high voltage pulses. The actual mechanism is injec-
tion of charge to and its storage at the floating gate. 
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Fig. 3. The floating gate memory transistor 

In these types of memories two different charge injection methods are used. 
One of them is the charge injection from the substrate by direct or Fowler-
Nordheim (FN) tunneling [7]. If a voltage pulse with necessary amplitude and 
width is applied between the control gate and substrate, the electrical charge is in-
jected from the substrate through the bottom thin SiO2 layer to the floating gate or 
into the traps in the nitride layer, where it is captured and stored. The captured 
charge alters the potential distribution within the double insulator layer under the 
control gate. As a consequence, the threshold voltage of the transistor is changed. 
Applying a voltage pulse of opposite sign to the gate, either the stored charge can 
be emitted, or charge with opposite sign can be injected, which compensates the 
trapped charge. So, the threshold voltage is shifted back to its earlier value. The 
two different threshold voltage values are attributed to the two logical states. 

Reading the information is performed by checking, if the transistor is opened or 
closed, when a reading voltage with an amplitude between the two different values 
of threshold voltage is applied to the gate. 

The other method is the channel hot electron (CHE) injection. In this case 
charging pulse is applied to both the drain and control gate. The charging process 
occurs by ballistic transport of hot electrons throughout the tunnel oxide. Hot elec-
trons are generated by avalanche breakdown of the drain-substrate p-n junction 
[6]. 

CHE injection is much faster than FN or direct tunneling. On the other hand, 
CHE or FN injection requires higher electric fields – and so higher pulse ampli-
tudes – than direct tunneling. As a consequence, tunnel oxide degrades faster in 
memories using CHE and FN injection, than in memories with direct tunneling 
[8]. 

Two different architectures are used in flash memories, the NOR and NAND 
architecture. In NOR architecture all the cells are parallel connected with a 
common ground, and the bit lines are directly connected to the drains of memory 
transistors. In NAND arrays a finite number of transistors (usually 16 or 32) are 
connected in series between ground and the bit-line. Due to the difference in the 
organization, the density of NAND arrays is higher, but their speed is much lower  
than that of NOR arrays. The smallest area of memory cells realized so far in FMs 
is 0.008 μm2 using 45 nm technology node [3]. 

In NOR FMs the information can be read randomly, while in NAND FMs in 
series only. So, the read time is a few ns or a few μs, respectively. Write speed 
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difference is connected to the different writing mechanisms. In NOR architecture 
CHE injection is used, while in NAND FN tunneling, which yield write time 
about 1 μs or 300 μs, respectively [4]. 

4 Problems with Conventional Non-volatile Memories and 
the Possible Ways of Solution 

As mentioned above, the main part of present flash memories is based on floating 
gate FETs. The reduction of dimensions is limited in floating gate devices due to 
defects in the tunnel oxide. The reduction of lateral dimensions requires the reduc-
tion of voltage level used, and so the thickness of insulator layers in memory 
FETs. The main problem in floating gate transistors is that through the defects or 
weak points of tunnel oxide with reduced thickness the whole amount of stored 
charge carrying the information can be lost [9]. 

The other problem of floating gate devices is the drain turn-on effect [9]. It is 
connected with strong capacitive coupling between the drain and floating gate and 
between the source and floating gate. So, if the drain voltage is increased, the po-
tential of floating gate increases as well, and the drain current does not saturate. 

It has been considered that one of the possible solutions to overcome the above 
effects is to replace floating gate with separated semiconductor nanocrystals (NCs) 
[10], which are electrically isolated, as shown schematically in Fig. 4. In this case 
the loss of information via local defects can be avoided, and the drain turn-on ef-
fect is reduced as well [9]. 

 

 

Fig. 4. The nanocrystal memory transistor 

Another possible and more perspective way to avoid the above difficulties is 
the application of Si3N4 based devices. In these devices the charge holding the in-
formation is stored in the traps of nitride layer, which are electrically isolated by 
their nature. So, the effect of local defects is reduced significantly [8, 9]. 

PRAMs, FeRAMs and MRAMs are perspective for solving the above problem 
and for the further improvement of non-volatile memory performance as well. 
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5 Nanocrystal and Nitride-Based Memories 

As mentioned above, reliability problem of floating gate memories can be over-
come, if the floating gate is replaced by a charge trapping layer, i.e., by a properly 
located sheet of semiconductor or metal NCs [8, 10, 11], or by a Si3N4 layer [4, 8]. 
Another advantage of using a Si3N4 layer is that – due to its higher dielectric con-
stant – higher electric field will be developed in the tunnel oxide for the same 
layer thicknesses and voltage pulses, than for a SiO2 control layer [11]. The higher 
electric field enhances the charge injection. However, this is partly compensated 
or even overcompensated by the higher conductivity of Si3N4 [12]. Another disad-
vantage of nitride based memories in comparison with nanocrystal ones is that the 
energy level of traps is shallower (1-2 eV), than energy levels in nanocrystals 
(about 3 eV), which contributes to faster retention behaviour of nitride based 
structures [7, 8]. 

In contrast to floating gate FETs, nanocrystal or SONOS transistors make pos-
sible information storage of two bits by one memory transistor. Using CHE injec-
tion electrons are transferred to and stored in NCs or traps near the drain only. 
NCs or traps near the source are undisturbed. On the basis of the symmetrical 
structure of the FET two bits can be stored by changing the polarity of potential 
between source and drain during charge injection and reading [8, 13]. Multilevel 
information storage is also possible in these devices, which is similar to analog 
storage: different threshold voltage values are attributed to the different logical 
values [14, 15]. However, in the case of nanocrystal memories multilevel storage 
requires very narrow scatter of NC size and their homogeneous lateral distribution 
to avoid statistical variations. 

The NC size (2-4 nm), shape, density and position inside the dielectric layer are 
crucial in any case in nanocrystal devices. It is important to form NCs in a sheet at 
a well-defined depth from the Si/SiO2 interface. The thickness of the tunnel layer 
below the sheet of NCs is about 4-8 nm for devices charged by Fowler-Nordheim 
tunneling or by CHE injection. For the direct tunneling process NCs have to be lo-
cated at a distance of 2-3 nm from the Si/SiO2 interface [3]. The NC density about 
1012 cm-2 is required to minimize statistical variations. The separation of NCs must 
also be 3-4 nm or larger to decrease capacitive coupling and tunneling between 
them [3, 8]. So, if we consider a NC size of 2 nm and a gap of 3 nm among them, 
the channel lenght has to be 30 nm at least (6 NC rows in the channel) for reliable 
one-bit storage, and about 50 nm (10 NC rows) for two-bit storage [3, 4]. But, 
degradation is much slower in devices, where the writing process is performed by 
direct tunneling. However, direct tunneling can be applied for one-bit storage 
only. 

Most common nanocrystals studied for memory transistors are those of Si and 
Ge [7, 8, 16]. An advantage of Ge NCs in comparison with Si ones is that Ge has 
narrower band-gap, than Si. So, Ge NCs create deeper energy levels in the dielec-
tric layer. However, quantum confiment in Ge is more pronounced, than in Si, due 
to the difference in permittivity values [3]. From the technological point of view, 
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Ge can be easily deposited (e.g. by evaporation) [17], but it can evaporate during 
high temperature processes as well, reacting with SiO2 and forming GeO, which is 
volatile [18]. On the other hand, Ge atoms diffuse into the SiO2 layer easily, in 
particular in the presence of oxygen vacancies [18]. The other drawback of Ge is 
that it has not been used in standard CMOS technology [3]. 

Nitride-based memories seems much better from the point of view of scalabil-
ity, because the dimensions of potential wells related to traps, which are attributed 
to dangling bonds, are much smaller, than NCs. Their technological process is 
simpler either, than that of nanocrystal memories. 

Although it seems obvious to merge the advantages of nanocrystals and nitride 
based memory structures, only very few works has been devoted to nitride based 
memory structures with embedded nanocrystals [3, 8, 12, 19-25]. It has been ob-
tained in most cases that the presence of nanocrystals improved the charging 
and/or retention behaviour of the nitride based devices. 

6 Phase-Change Memories 

Phase-change memories are perspective to replace flash memories in the future. In 
these memories the memory effect is connected to the change of the conductivity 
of a chalcogenide layer (mainly GeTe-based ternary or quaternary compounds, as 
Ge2Sb2Te5), when its structure is changed from crystalline to amorphous or back. 
Amorphous and crystalline states show low and high conductivity, respectively. 
Amorphous state can be reach by heating the layer above its melting point, and a 
consecutive fast cooling. For switching to crystalline state the layer has to be 
heated again to a critical temperature, where the crystallization is going on. The 
swithching can be performed by Joule heating and cooling by current pulse 
through the layer. The two states can be reversibly reached. For change to 
amorphous state short current pulses with high amplitude, while to crystalline 
phase wider pulses with lower amplitude are required. Read is performed by low 
current levels [4, 26-28]. 

Phase change memories have several advantages in comparision with field 
effect memory transistors discussed above. In phase change memories 
conductivity values between the two logical states are different by several orders 
of magnitude. No physical limits of scaling are known. W/E time is about 300 ns 
and 50 ns, respectively. Their endurance is much better as well [28]. 

The main disadvantage of phase change memories is the high writing current, 
which yields high power consumption, and leads to degradation. However, writing 
current decreases with scaling of technology. The other perspective way for its 
reduction is to increase the resistance of the chalcogenide layer [28]. 
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7 Ferroelectric Memories 

Another perspective alternatives of FMs are the ferroelectric memories. The 
memory effect in these devices is connected to the electrical polarization of a 
ferroelectric material under external electric field. As ferroelectric, mainly 
PbZrxTi1-xO3 (PZT) is used for memory purposes [4, 29]. 

 

 

Fig. 5. Floating gate ferroelectric memory transistor 

In earlier developments a 1 transistor/1 capacitor cell (similar to a DRAM cell) 
was used. The information was stored in the capacitor using a destructive reading. 
Novel 1 transistor cells can be read out non-destructively. In these memories 
ferroelectric material is replaced between an insulator layer and the metal gate of 
the FET. The transistor is similar to the MNOS transistor presented in Fig. 1, but 
the nitride layer is replaced by the ferroelectric layer. The lower insulator layer is 
necessary to separate the ferrolectric from the substrate during the crystallization 
of the ferroelectric layer [29]. 

For the reduction of the polarization W/E voltages and for the improvement of 
information storage, a floating gate is often inserted between the insulator and the 
ferroelectric layers, as shown in Fig. 5. In this construction the gate area can be 
smaller, than the floating gate (see Fig. 5), and so the ratio of floating gate – 
substrate capacitance to floating gate – control gate capacitance can be increased. 
The two capacitances act as a capacitive devider during writing and erasing, on 
one hand. On the other hand, when the gate is grounded, the remanent polarization 
of the ferroelectric results in the polarization of the bottom insulator layer. This is 
a depolarization field enhancing information loss. If the capacitance ratio is 
decreased, the depolarization field is decreased as well. The drawback of this 
construction is that if there is a leakage current through the bottom insulator layer, 
it charges up the floating gate, and the information cannot be read out [29]. 
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8 Magnetoresistive Memories 

Third future alternatives of FMs are the magnetoresistive memories.The main part 
of these memories is the magnetic tunnel junction. This means a layered structure 
of two magnetic materials separated by an insulator layer, which is thin enough for 
electron tunneling. One of the magnetic layers has a fixed, permanent polarization, 
while the other can be polarized in parallel or opposite direction to the fixed po-
larization of the first magnet. The conductivity of the magnetic tunnel junction de-
pends on the direction of polarization of the free magnet [4, 30-32]. 

The information can be written by different methods. One of them is direct 
write by currents flowing in word and bit lines at the same time. This method re-
quires high current levels and can lead to false writes. Another method is the tog-
gle mode, which can be applied in more complicated cells only, which contains 
synthetic antiferromagnets, where two or more magnetic layers are antiparallel 
coupled [31]. The writing process is acomplished by ceating a rotating magnetic 
field. The third method is the spin-torque-transfer, which means the polarization 
by spin-aligned electrons [30]. Another method to decrease writing current is the 
thermomagnetic writing, when the magnetic material is heated to reduce the 
energy necessery for polarization [32]. 

Magnetoresistive memories are much faster, than FMs, and do not degrade. 
Their retention time is over 10 years [30]. 

Conclusions 

Although phase-change, ferroelectric and magnetoresistive memories face many 
challenges yet, their excellent properties (speed, scalability, retention and/or re-
dundance) make them real perspective alternatives of flash memories. 
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digitally recording movements for sport, entertainment, security, military and medi-
cal applications. Biometrics (Greek: bios ="life", metron ="measure") is the field of 
study that involves methods of unique recognition of humans based on one or many 
intrinsic physical or/and behavioral characteristics. In ICT, biometric authentication re-
fers to technologies that analyze and measure human physical and behavioral fea-
tures for the purpose of authentication. Identification of a person involves extracting 
of biometric info from a person and then comparing this info with samples stored 
in database. Identification is more far more complex than verification as the bio-
metric information has to be compared with all other entries in the database in or-
der to provide a definite answer. 

Keywords: motion analysis, motion capture, motion representations and analysis, 

1 Introduction 

The biometrics is the science that studies occurrence of the individual features of 
live organisms by using mathematical methods. Most commonly it is used in an-
thropology, medicine, palaeontology, physiology, genetics and farming. The meth-
ods based on the biometric identification belong to the most rapidly developing 
computer technologies. The biometric methods deliver many fast, effective and 
often non-invasive ways of user authentication. The development of statistical meth-
ods and computer system technologies contribute to ever increasing and wide-
spread use of biometrics in the access control systems. According to reports of the 
International Biometric Group, on the global scale, the total value generated by the 
biometric systems industry reached almost 1.3 billion Euros. The largest part in 
this market segment belongs to USA which in 2008 alone reached 1.4 billion dol-
lars [33]. The field of biometrics can be is made of two sections: 

• The static biometrics -analysing the man physical and biological features 
in the aim of his identification, 

• The dynamic biometrics (behavioural) -analysing way and the features of be-
haviour oneself the given individual. 
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Abstract. Motion tracking, motion capture (or Mocap) is a computer technique of 

gait recognition. 
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According to the Department of Biometrics at Cornell University, “Biometry is 
the application of statistics, probability, mathematics, systems analysis, operations re-
search, engineering, computer science, and other areas to studies of the life sci-
ences” [34]. Examples of physical (or physiological or biometric) characteristics in-
clude fingerprints, eye retinas and irises, facial patterns and hand measurements, 
while examples of mostly behavioral characteristics include signature, gait and typ-
ing patterns. Practical applications of biometrics include: 

• Access control and privileges checking 
• Intruder/suspect identification 
• Security systems (personal tracking) 
• Medical data analysis (diagnosis/treatment 

All behavioral biometric characteristics have a physiological component, and, 
to a lesser degree, physical biometric characteristics have a behavioral element. In 
some papers, authors have coined the term behaviometrics for behavioral biometrics 
such as typing rhythm or mouse gestures where the analysis can be done continuously 
without interrupting or interfering with user activities. For a reliable verification 
process, the dynamic methods require the continuous registration of the chosen 
feature of behaviour. The following features are the subject of the analysis in the 
most common biometric methods: 

• The profile of the voice. Every person possesses the unique voice which 
depends on sex, the building of body, the shape of the mouth itp. Verifi-
cation is holds through the comparison the expressed, settled earlier 
phrase with pattern kept in the base of the data. The system of the identi-
fication of the voice takes into account about 20 the parameters of the 
voice, such as: depth, dynamics, the shape of the wave, etc. 

• The written signature - this is one from the oldest methods of the person verifi-
cation. Modern systems analyse the not only visual profile of the signature, 
but also the way how he became folded. It complies with the special feath-
ers and graphic tablets which allow reading with the aim of the delivery 
fee of given to the analysis or even the change of the pressure exerted on 
tablet. 

• The profile of writing on the keyboard. National Science Foundation and 
National Institute of Standards and Technology proved that the way people 
type using the keyboard was unique for every man. Methods of analysing 
the key strokes and profiles of writing using the keyboard allow monitoring 
entries on the keyboard reaching 1000 strokes a minute. 

Other common biophysical features, which can be used as a source for pattern 
recognition, are: 

• face recognition 
• body (face) thermogram 
• fingerprints 
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2 Motion Capture Technique 

Motion Capture (MoCap, MC) [2, 10, 12] is the process of recording alive figures 
movement, and then transforming him to the digital figure in the aim of analysis 
or reconstruction. Intercepted given the information can contain about the changes 
of the position in the space of specific points on the actor whole body or only in-
formation about the movements of face or chosen muscles. The techniques of the 
interception of the movement deliver the very precise data which processed suita-
bly find the use in many fields, as: 

• Computer Graphics – allow shortening the time for creation of realistic an-
imations simultaneously thus considerably reducing the development costs. 

• The medical application systems help doctors work they are able to detect 
the disorders of the equilibrium which can lead to the Parkinson’s disease 
or other similar diseases. MoCap systems can also help in the process of reha-
bilitation, generating exact information about a patient’s progress to the 
doctor. 

• The sport system MoCap allows generating the detailed analysis of an ath-
lete movements, thanks to what significant improvements can be made in 
sportsman’s performance. 

• The biometrics can be used for remote identification of various people. 
• Actor’s motion can be captured using various types of sensors and can be re-

corded in 3D virtual space. 
• Data can be saved using predefined representation taking into considera-

tion the skeleton’s hierarchy 
• Using MC technique many subtle details can be recorded, which nor- 

mally can be very difficult to simulate using analytical motion model. 

There are two most often used types of this technique. In the first case reflective 
markers are fixed on joints of a live actor and the motion of markers is tracked. 
In the latter case magnetic sensors are fixed on actor joints. These sensors are track-
ing disturbances of magnetic field during motion. In order to achieve realistic anima-
tion there is recorded motion of each human joint. This causes that it isnecessary to 
describe motion with a large set of data. Such data are hard to process in some fields 
of applications. This problem is especially visible in use of multimedia databases. 
Managing the tremendous amounts of data is often supported by clustering and classi-
fication methods. It is not easy to find such methods for motion sequences. In the 
proposed approach we try to solve this problem. In consecutive sections we describe 
problems and propose solutions that make up the method of motions clustering and 
classification. 

• eye-based features 
• palm features 
• motion analysis 
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2.1 The Possibility of Human Identification-Based Motion Capture 
3D Technique 

Using 3D systems Motion Capture for human identification is not a simple task. 
The process of the registration of the data about the movement has several very 
specific requirements: 

The recording should be held the tudio in special, like by the means of the spe-
cial costume. 

The person identified should have well-fitting clothes on her in the measure. 
In the reality it is rather hard to meet these requirements. What represents serious 

limitations for wider utilization of the Motion Capture technology for the identifica-
tion of human figures is the fact that these systems to would have to be installed in 
the separate areas, where people could cross-walk in the definite spaces of the 
time. The registration of the human movement is using a single 2D camera. This of-
fers possibility of using such a system in an open surface area. In many studies [24, 
25, 26, 27] it was demonstrated that motion capture systems were able to identify 
people from the considerable distance using the painting registered by the single cam-
era of the video effectively. Most of these systems were using the edge detection 
algorithms that first recognise the figure shape in the registered recording and then 
find characteristic points of the pattern related to the skeleton of the human body. The 
changes of their position are recorded and compared from given placed in the data-
base. 

2.2 The Principles of 3D Motion Capture Systems 

In systems MoCap to the characteristic points of the actor’s body special sensors 
called the markers are attached. To be also executed this be by the means of the 
special costume which already has built-in markers. The quantity of attached sensors 
depends on the level of the realism of the animation what we want to reach and 
from the computational power of the computer, used to the processing intercepted 
given. Using the digital cameras, what the definite individual of the time (called 
frame), it registers the changes of their position. These data are sent to the computer 
which processes them then one receives the figure three-dimensional model in the 
result. There are several types of Motion Capture systems. Among the most 
popular are: 
• Optical Systems. In optical systems to the actor’s body the small markers are 

attached which reflect visible or invisible for the man light generated through 
special devices. 

• Inertial systems. Inertial systems make possible the registrations of the 
movements of the whole body in simple and profitable way. 

• Electromagnetic Systems. Positions their change are recorded on the basis of 
the changes of the electromagnetic field which allows to the exact qualification 
of distance and the orientation of given sensor. 
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2.3 The Data Standards of in Motion Capture Systems 

The development of the Motion Capture technology manifests itself in the formation 
of ever more advanced systems of the interception of the movement. This is due to 
applying various models of hierarchic skeletons and their dimensionality. The for-
mat created through the company Biovision is one of the most widespread formats - 
.bvh. The equally popular way of data recording was promoted by Acclaim. Inter-
cepted data are written down in two files are given - .asf and .acm. First describes 
the applied model of the skeleton however information about the positions of ponds 
is placed in the second. The format of the Acclaim company has a more technical 
character [32]. The exchanged standards of the record of the data are the most 
widespread and the majority of the packets of graphic applications operate them. The 
BVH file format was originally developed by Biovision, a motion capture services 
company, as a way to provide motion capture data to their customers. The name BVH 
stands for Biovision hierarchical data. A BVH file has two parts, a header section 
which describes the hierarchy and initial pose of the skeleton; and a data section 
which contains the motion data. After this hierarchy is described it is permissible to 
define another hierarchy, this too would be denoted by the keyword "ROOT". In 
principle, a BVH file may contain any number of skeleton hierarchies. 

3 Data Representations 

• Motion capture is an attractive method for creating movements for computer 
animations. 

• Application of quaternion based model leads to taking into consideration im-
portant motion features 

• Proposed method of extended motion model gives a very interesting results 

• Application of filtering for motion sequences (equivalent of Gaussian blur for a 
quaternion) results in significant improvement of clustering quality. 

Actor’s motion is captured using different kinds of sensors and recorded in 3D 
virtual space. In this technique many subtle details can be recorded, which are diffi-
cult to simulate using analytical motion model. Data are saved using proper repre-
sentation taking into consideration skeleton hierarchy 

3.1 Related Works Concerning Biometric Motion Analysis 

In every biometric problem it is crucial to distinguish basic properties of the ex-
amined object. In the considered problem, motion is the object which is taken into ac-
count. The basic approach is to treat motion as a multi dimensional time-series of 
rotations (or positions) of each bone in the skeleton. It is also possible to compute 

Biometric Motion Identification Based on Motion Capture 339



accelerations or velocities of different parts of the body. The question is whether all 
parts have to be taken into account. Murray [27] suggested that the motion of hips 
and legs differs significantly among different people. In the paper [2] rotations of 
shanks, hips and the neck are considered. The approach has similar problems as the 
previous – those parts of the body are usually hidden under the clothes. On the con-
trary another part which could be analyzed are legs. The approach is presented in 
[3, 4, 5, 6, 7]. The main advantage is the possibility to determine the position of 
these parts of the body also on the image. Legs usually move in more regular way 
comparing to other parts of the body (like hands). The motion is more periodical, 
which is not interfered with other behaviors like carrying or gesticulations. Taking 
into consideration those conditions, we decided to examine the motion of legs, espe-
cially two bones: hips and shanks. We use motion capture data obtained from the com-
mercial system to check the performance of the presented methods. In all experiments 
presented in this paper we use LifeForms (LifeForms software is produced by Credo 
Interactive Inc. [21]) motion library, which contains different action sequences 
played by real actors and processed using motion capture technique1. 

3.2 Data Representation 

The following data representation techniques are mostly used in Motion Capture 
applications: 

• Absolute translations 
• Relative translations 
• Euler’s angles (transformation matrices) 
• Unit quaternions 
• Multidimensional time-series 
• Space-time constraints 

The natural way to represent data of human motion is to describe rotations of 
each bone. Rotations can be expressed as the vector of three variables: 

(3. 1)

where k denotes a bone in the skeleton (Fig. 1) and t denotes time moment (e.g. 
frame number) in the sequence. Complete rotation is described as a rotation 
around three axes independently. 

This type of representation is called Euler’s rotations. The main disadvantage 
of Euler’s rotations is the necessity to preserve the same order of the axes. The sim-
plification of the approach is to analyze motion which is performed into the perpendicu-
lar direction to the camera. This is the situation which takes place during video re-
cording analysis (using the Hough transformation [35] it is fairly easy to distinguish 
moving legs of the person). The simplification was proposed in [6] and we base our 
experiments on that approach. 
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Fig. 1. Complex skeleton representation [31] 

The novelty presented in our paper is using similar approach both for frequency 
as well as for time-series analysis of motion capture data. Moreover we propose to 
use also different data representation. We base our experiments on three dimen-
sional motion capture data. 

In Absolute Translations (AT) representation, each joint position is stored in 
each frame as translations which are absolute in regard of global coordinates. This 
approach has several limitations. All further transformations are very difficult and 
there is a risk of changing bones lengths. Moreover analysis of time-series data de-
pends on the hierarchy. Some solutions to the limitations of both absolute trans-
lations and Euler’s angles are obtained computing Timmer splines [36] out of raw 
data. Nevertheless, computed parameters are only an approximation of original 
data. To overcome those constraints, data can be saved in a relative way. It leads to 
Relative Translations (RT) representation. On the contrary to the AT, translations 
for each dimension concern a bone with reference to its local coordinates. Trajec-
tory obtained in such a way is invariant with regard to transformations of other 
bones in skeleton. 

3.3 Quaternions 

One of the most convenient alternative representations for the rotation is a unit qua-
ternion. Quaternions are generalization of complex numbers proposed by Hamilton 
[8]. The most important feature is that the unit quaternion (quaternion of the length 
1) can represent rotations. More detailed application of quaternions for three-
dimensional transformations can be found in [22]. 
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  (3.2) 

where:  and i, j, k are complex numbers. Using quaternions we 
can take into consideration the actual angle of the rotation instead of rotation along 
one axis. It can be useful for motion capture data analysis. We can also define a 
specific measure of similarity between rotations described by quaternions. The 
measure takes into consideration scalar part of the quaternion and has some inter-
esting features as it was presented in [8]. We use model of motion of legs based on 
[10, 19, 20] which was adapted for representations used in our experiments. In some 
experiments we take into considerations rotations along different axes. For the 
comparison we also consider quaternion based model which uses adjusted informa-
tion from all axes converted into scalar part of the quaternion. Rotations are measured 
against the initial position of bones for a skeleton of standing person. 

4 Methods of Motion Data Analysis 

One propose to use Dynamic Time Warping (DTW) [5, 6, 18] method to compare 
motion sequences. The method is based on dynamic programming and is widely 
used for different time-series comparison applications (like voice recognition 
[28]). The application for motion processing was presented in different papers [9, 
11]. 

One propose to use Dynamic Time Warping (DTW) [5, 6, 18] method to compare 
motion sequences. The method is based on dynamic programming and is widely 
used for different time-series comparison applications (like voice recognition 
[28]). The application for motion processing was presented in different papers [9, 
11]. The proposal of database structure based on DTW was proposed in [23]. Two ex-
periments were prepared. In each we selected one motion capture sequence 
called armout.bvh as a template sequence (it is one of the most standard motions repre-
senting walking along a straight line). Each motion from the group of sequences was 
compared to the template. The warping cost represents a measure of similarity between 
sequences. The properties of comparison algorithm allow to process signals with dif-
ferent lengths. In the first experiment warping costs for rotations of a hip along three 
axes were computed. The results are presented in Fig. 2. 

Warping costs for different rotations are placed on different axes. This method 
of data visualization is based on paper [7]. The novelty is to use it for DTW analysis 
of motion capture data. The closer points are placed on the graph, the more similar 
are analyzed sequences. Similar experiment was carried out using different parameters. 
This time we analyzed only X rotations, but taking into consideration different parts of 
the body: left hip, right hip and left shank. Because of the asymmetrical nature of such 
comparison, it is possible to detect any disorders in motion disturbing symmetrical 
character of normal gait. 
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Fig. 2. Typical warping path; C – template signal, Q – test signal [12, 14] 

4.1 Spectrum Analysis 

There are some suggestions that spectrum analysis of the motion signal can lead to in-
teresting results concerning person identification [3 – 7]. Spectrum of the signal can 
be computed using Fourier transform defined: 

  (4.1) 

where 

 

 

and 

   (4.2) 

Discrete Fourier Transformation (DFT) is give by formula below: 

  (4.3) 

Computed in this way spectrum can be afterwards analyzed and be the source 
of interesting biometric information. Kuan [17] showed that the spectrum parame-
ters differ significantly for different persons. In [6, 7] the approach was extended 
with the application of phase-weighted magnitude. We use similar data visualization 
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Fig. 3. A spectrum analysis for sequences SprintTo Walk and RunTo Walk [31] 

The application of technique Motion Capture in the systems of the movement identi-
fication is the difficult task, that is why should also analyse the possibility of use 
the 2D video cameras systems. The data was given over from four files BVH: 

• walk.bvh, 
• walk and stop.bvh, 
• gangster walk.bvh, 
• hooker walk.bvh 

All of them describe the walking actor [21].The values of the deviations of the 
from settled planes figure chosen joint were marked then. It limited oneself only to 
bottom limbs, because they execute the periodical movement on which executed 
by studied actions have the small influence. 

 

 
Fig. 4. Comparing right hip shifts from the surface 0 for a gangster’s walk.bvh, walk.bvh[31]. 

in order to compare the results with other results The example of frequency analysis 
for two different sequences is presented in Figure 3. Both spectrums were computed for 
rotational signals along X axis of the right hip. As one can observe, the result of 
spectrum analysis differs significantly for two sequences, which differs only with 
some details (Sprint and Walk represent motions of the same type). 
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Fig. 5. Comparing left ankle shifts from the surface 0 for a gangster’s walk.bvh, walk.bvh[31] 

 
Fig. 6. Comparing right ankle shifts from the surface 0 for a gangster’s walk.bvh, walk.bvh[31]. 

The axis X represents the consecutive frames of the captured sequence and on 
the axis Y denotes the height of the given joint (Figs. 4-6) [31] 

4.2 Experiment: Multidimensional Spectrum Analysis 

One of the most difficult tasks is to distinguish noised group of motions. Some ele-
ments of other groups do not form a clearly defined cluster. It is possible to in-
directly check the performance of the comparison method. The idea is to run clus-
tering algorithm and then to check the quality of group clustering. It is feasible to 
apply this idea, because the origin of each element is known before clustering. Gen-
erated groups of amplitude coefficients can give much better results. The next step is 
to find a method which could deal with very similar motions like Run-To Walk 
and JogTo Walk. Those motions are so similar that even taking into account many 
amplitude coefficients would not give satisfactory recognition (Fig. 7). The idea is 
to use combined time-spectrum analysis. It could join the result obtained from Dy-
namic Time Warping comparison and spectrum analysis [4, 29, 30]. 
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Fig. 7. Motion Capture application [13] 

Human motion is a complex process and its various characteristics can be used in bio-
metric analysis. Information carried by motion of legs and hips may serve as valu-
able basis for identifying unique motion patterns of a human. Using this information 
allows discovery and identification of captured human motion. Developing methods 
of such analysis will enable the future solutions for efficient identification of a per-
son from a distance. This work presents possibilities created by applying various 
methods of motion analysis and suggests directions of advancing biometric identifica-
tion. Motion capture systems have been under development for entertainment industry 
and medical applications. Desire to limit the cost of movie production stimulates the re-
search that aim at improving methods of computer animation. Recordings gathered by 
motion capture systems make it easier to create animated creatures. Since human mo-
tion is a very complex process, it is necessary to distinguish most important fea-
tures which would be useful for biometric analysis. The entire process of the iden-
tification is based on those features, so the choice of these features is crucial for 
the reliability of the whole system. One of the most common approaches is to con-
sider human motion as a group of signals which are functions variable of time. Its 
proper representation is also very important and can affect on properties of other 
algorithms [1]. Murray [26] found that thigh and legs motions are very different 
for each person. In [3] rotations of thigh, shanks and hips vibrations are taken into 
account relatively to the position of the neck. The approach has similar limitation to 
the previous one: both thighs as well as neck are often very difficult to distinguish 
during motion recording. It is difficult  to  find their exact  position  because of the

5 Remarks 
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ering of clothes (in methods different than motion capture). An interesting modifica-
tion of the inner measure of similarity was proposed in [12, 13]. In this chapter the 
most important approaches concerning motion analysis were presented. The aim 
was to check the possibility to use selected motion parameters to human identifica-
tion. Motion capture is an attractive technique for creating movements for computer 
animations. Application of quaternion based model leads to taking into consideration 
important motion features. The proposed method of extended motion model as well 
as the application of filtering for motion sequences (equivalent of Gaussian blur for 
a quaternion) [11, 15] provides very interesting results and a significant improve-
ment of clustering quality. Human motion can be an interesting source of infor-
mation for a study of biometric posture recognition. The motion analysis of legs 
seems to be the most important for studying of biometric gate recognition. Both 
frequency based analysis (FFT) as well as time-series analysis (DTW) are powerful 
tools for biometric identification. Application of quaternion based model leads to 
taking into consideration important motion features. Application of filtering for mo-
tion sequences (equivalent of Gaussian blur for quaternions) provides a significant im-
provement of clustering quality while a combination of information from time-
series and frequency analysis remains a challenging area of biometric motion iden-
tification research. 

cov
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Through Wall Tracking of Moving Targets by 
M-Sequence UWB Radar 

Dept. of Electronics and Multimedia Communications, Technical University of Košice 
Letná 9, Košice, Slovakia  

tracking by M-sequence UWB radar is described as a complex procedure consists 
of such phases as raw radar data pre-processing, background subtraction, detection, 
time of arrival estimation, wall effect compensation, localization and tracking itself. 
The significance of the particular phases will be firstly given and then, a review of 
signal processing methods, which can be applied for the phase task solution, will be 
presented. The trace estimation method performance is demonstrated based on 
UWB radar signal processing obtained for scenario represented by through concrete 
wall tracking of single moving target. The obtained results confirm the excellent 
performance of the method. In the contribution, the extension of the trace estima-
tion method for multiple target tracking is also outlined. 

1 Introduction 

Electromagnetic waves occupying a spectral band below a few GHz show rea-
sonable penetration through most typical building material, such as bricks, wood, 
dry walls, concrete and reinforced concrete. This electromagnetic wave penetration 
property can be exploited with advantage by UWB radars operating in a lower 
GHz-range base-band (up to 5 GHz) for through wall detection and tracking of 
moving and breathing persons [2]. There are a number of practical applications 
where such radars can be very helpful, e.g. through wall tracking of moving people 
during security operations, through wall imaging during fire, through rubble lo-
calization of trapped people following an emergency (e.g. earthquake or explosion) 
or through snow detection of trapped people after an avalanche, etc. 

There are two basic approaches of through wall tracking of moving target. The 
former approach is based on radar imaging techniques, when the target locations are 
not calculated analytically but targets are seen as radar blobs in gradually generated 
radar images [1]. For the radar image generation, different modifications of back-
projection algorithm can be used [10], [4], [19]. With regard to fundamental idea of 
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the method - the radar image generation based on raw radar data, the method is 
sometimes referred as imaging method. In order to detect, localize and track the 
moving target, the methods of image processing have to be applied in the case of 
imaging method. 

The later approach of through wall tracking of moving target by using 
M-sequence UWB radar equipped with one transmitting and two receiving antennas 
has been originally introduced in [14]. Here, target coordinates as the function of 
time are evaluated by using time of arrival (TOA) corresponding to target to be 
tracked and electromagnetic wave propagation velocity along the line transmitting 
antenna-target-receiving antenna. According [14], moving target tracking, i.e. de-
termining target coordinates as the continuous function of time, is the complex 
process that includes following phases-tasks of radar signal processing: raw radar 
data pre-processing, background subtraction, detection, TOA estimation, localiza-
tion and tracking itself. Because TOA values taken on the corresponding observa-
tion time instances form so-called target trace [14], this method is referred as the 
trace estimation method. 

The rough comparison of the imaging and trace estimation method performance 
has shown that the both methods can provide almost the same precision of through 
wall tracking of moving target. For target tracking, the imagining method uses 2D 
signal processing methods (image processing) mostly, whereas the trace estimation 
method is based on 1D signal processing. Therefore, the similar precision of both 
methods is reached at cost of the higher complexity of imagining method in com-
parison with that of trace estimation method. 

With regard to these facts, we consider the estimation method of through wall 
target tracking to be new and very perspective. In [14], the basic principle of this 
method has been outlined only. Therefore, the key intention of this contribution is to 
provide a clear and fundamental description of trace estimation method as the 
promising approach for through wall tracking of moving target. Besides, method 
fundamental outlined in [14] will be extended by a wall effect compensation 
method and target tracking by using linear Kalman filters. 

In order to fulfill this intention, our contribution will have the following struc-
ture. In the next section, a real through wall scenario of single target tracking will be 
described. As the radar device considered for the scenario, M-sequences UWB 
radar equipped with one transmitting and two receiving antennas will be used [2], 
[17]. In the Sections 3-9, the particular phases of trace estimation methods (i.e. raw 
radar data pre-processing, background subtraction, detection, TOA estimation, wall 
effect compensation, localization and tracking itself) will be described. In these 
sections, the significance of the particular phases will be given firstly and then, a 
review of signal processing methods, which can be applied for the phase task so-
lution, will be presented. Finally, the outputs of the particular phases will be sub-
sequently illustrated by processing of real raw radar data obtained according to the 
scenario outlined in the Section 2. Because of the limited range of the contribution, 
the detail descriptions of the signal processing algorithms used within Sections 3-9 
will not be presented. Instead of them, a number of source references devoted to 
particular algorithms will be given. We believe, that this approach can help readers 
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to see trace estimation inside very clearly and then by using the references, a reader 
can understand the proposed radar signal processing methods in details. Conclu-
sions and final remarks concerning the next research in the field of through wall 
tracking of moving target by UWB radar will be drawn in Section 10. 

2 Basic Scenario of through Wall Tracking of Moving Target 

The basic scenario analyzed in this contribution is outlined in Fig. 1. The target has 
been represented by a person walking along perimeter of rectangular room with size 
3.9 m x 2.6 m, from Pos. 1 through Pos. 2, Pos. 3 and Pos. 4 to Pos. 1. The walls of 
the room (Fig. 2b) were concrete with thickness of 0.5 m and 0.27 m, relative 

permittivity 5rε =  and relative permiability 1rμ = . 

 

 

Fig. 1. Measurement scenario. A person was walking along perimeter of the room from Pos.1 
through Pos. 2, Pos. 3 and Pos. 4 back to Pos. 1 

The raw radar data analyzed in this contribution were acquired by means of 
M-sequence UWB radar with one transmitting and two receiving channels [2], [17], 
[18]. The system clock frequency for the radar device is about 4.5 GHz, which re-
sults in the operational bandwidth of about DC-2.25 GHz. The M-sequence order 
emitted by radar is 9, i.e. the impulse response covers 511 samples regularly spread 
over 114 ns. This corresponds to an observation window of 114 ns leading to an 
unambiguous range of about 16 m. 256 hardware averages of environment impulse 
responses are always computed within the radar head FPGA to provide a reasonable 
data throughput and to improve the SNR by 24 dB. The additional software aver-
aging can be provided by basic software of radar device. In our measurement, the 
radar system was set in such a way as to provide approximately 10 impulse re-
sponses per second. The total power transmitted by radar was about 1 mW. 

The radar has been equipped by three double-ridged horn antennas placed along 
line (Fig. 2a). Here, one transmitting antenna has been located in the middle be-
tween two receiving antennas. During measurement, all antennas were placed 1.25 

Through Wall Tracking of Moving Targets by M-Sequence UWB Radar 351



m elevation above the floor and there was no separation between the antennas and 
the wall. The distance between adjacent antennas was set to 0.38 m (Fig. 1). 

Raw radar data obtained by measurement according to above described scenario 
can be interpreted as a set of impulse responses of surrounding, through which the 
electromagnetic waves emitted by the radar were propagated. They are aligned to 
each other creating a 2D picture called radargram, where the vertical axis is related 
to the time propagation ( )t  of the impulse response and the horizontal axis is re-

lated to the observation time ( )τ . 
 

  
(a) (b) 

Fig. 2. (a) Experimental M-sequence UWB radar system, (b) Measurement room interior 

3 Raw Radar Data Pre-processing 

The intention of the raw radar data pre-processing phase is to remove or at least to 
decrease the influence of the radar systems by itself to raw radar data. In our con-
tribution, we will focus on time-zero setting. 

In the case of M-sequence UWB radar, its transmitting antenna transmits 
M-sequences periodically around. The exact time instant at which the transmitting 
antenna starts emitting the first elementary impulse of M-sequence (so-called chip) 
is referred to as time-zero. It depends e.g. on the cable lengths between transmit-
ting/receiving antennas and transmitting/receiving amplifiers of radar, total group 
delays of radar device electronic systems, etc., but especially on the chip position at 
which the M-sequence generator started to generate the first M-sequence. This po-
sition is randomly changed after every power supply reconnecting. To find 
time-zero means rotate all received impulse responses in such a way as their first 
chips correspond to the spatial position of the transmitting antenna. There are sev-
eral techniques for finding the number of chips needed for such rotating of impulse 
responses. Most often used method is that of utilizing signal cross-talk [27]. The 
significance of the time-zero setting follows from the fact that targets could not be 
localized correctly without the correct time-zero setting. 
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The examples of radargrams obtained by the measurement according to scenario 
given in the Section 2.1 with correct time-zero setting utilizing signal cross-talk 

method are given for the first receiving channel 1( )Rx  and the second receiving 

channel 2( )Rx  in Figs. 3a and 3b, respectively. 

 

  
(a) (b) 

Fig. 3. Pre-proccessed radargram. (a) Receiving channel Rx1, (b) Receiving channel Rx2 

4 Background Subtraction 

It can be observed from Figs. 3a and 3b, that it is impossible to identify any target in 
the radargrams. The reason is the fact, that the components of the impulse responses 
due to target are much smaller than that of the reflections from the front wall and 
cross-talk between transmitting and receiving antennas or from other large or metal 
static object. In order to be able to detect, localize and track a target, the ratio of 
signal scattered by the target to noise has to be increased. For that purpose, back-
ground subtraction methods can be used. They help to reject especially the sta-
tionary and correlated clutter such as antenna coupling, impedance mismatch re-
sponse and ambient static clutter, and allow the response of a moving object to be 
detected. 

Let us denote the signal scattered by the target as ( , )s t τ  and all other waves 

and noises are denoted jointly as background ( , )b t τ . Let us assume also that there 

is no jamming at the radar performance and the radar system can be described as 
linear one. Then, the raw radar data can be simply modeled by following expres-
sion: 

 ( , ) ( , ) ( , ) ,h t s t b tτ τ τ= +  (1) 
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As it is indicated by the name, the background subtraction methods are based on 
the idea of subtracting of background (clutter) estimation from pre-processed raw 
radar data. Then, the result of the background subtraction phase can be expressed as 

 ˆ ˆ( , ) ( , ) ( , ) ( , ) [ ( , ) ( , )] ,bh t h t b t s t b t b tτ τ τ τ τ τ= − = + −  (2) 

where ( , )bh t τ  represents a set of radargram with subtracted suppressed back-

ground and 

 2

1

ˆ( , ) [ ( , )]b t h t τ

ττ τ=  (3) 

is the background estimation obtained by ( , )h t τ  processing over the interval 

1 2,τ τ τ∈< > . 

In the case of the above outlined scenario, it can be seen very easily, that ( , )s t τ  

for .t const=  represents a non-stationary component of ( , )h t τ . On the other 

hand, ( , )b t τ  for .t const=  represents a stationary and correlated component of 

( , )h t τ . . Therefore, the methods based on estimation of stationary and correlated 

components of ( , )h t τ  can be applied for the background estimation. 

Following this idea, the methods such as basic averaging (mean, median) [11], 
exponential averaging [28], adaptive exponential averaging [28], adaptive estima-
tion of Gaussian background [26], Gaussian mixture method [20], moving target 
detection by FIR filtering [9], moving target detection by IIR filtering [10], pre-
diction [25], principal component analysis [24], etc. can be used for background 
subtraction. These methods differ in relation to assumptions concerning clutter 
properties as well as to their computational complexity and suitability for online 
signal processing. 

Because of simplicity of the scenario discussed in this contribution, a noticeable 
result can be achieved by using e.g. the simple exponential averaging method where 
the background estimation is given by 

 ˆ ˆ( , ) ( , 1) (1 ) ( , )b t b t h tτ α τ α τ= − + −  (4) 

where (0,1)α ∈  is a constant exponential weighing factor controlling the ef-

fective length of window over which the mean value and background of ( , )h t τ  is 

estimated. 
The results of background subtraction by using exponential averaging method 

applied for raw radar data processing given in Figs. 3a and 3b are presented in Figs. 
4a and 4b. In these figures, high-level signal components representing signal scat-
tered by moving target can be observed. In spite of that fact, there are still a number 
of impulse responses where it is difficult or impossible to identify signal compo-
nents due to electromagnetic wave reflection by a moving target. 

354 D. Kocur, J. Rovňáková, and M. Švecová



  
(a) (b) 

Fig. 4. Radargram with subtracted background. (a) Receiving channel Rx1, (b) Receiving channel 
Rx2 

5 Detection 

Detection is the next step in the radar signal processing which comes after back-
ground subtraction. It represents a class of methods that determine whether a target 
is absent or present in examined radar signals. 

The solution of target detection task is based on statistical decision theory [8], 
[12], [23]. Detection methods analyze the radargram with subtracted background 

( , )bh t τ  along a certain interval of propagation time 1 1 2, 1, ,t t t t∈= + …  and 

reach the decision whether a signal scattered from target ( , )s t τ  is absent (hy-

pothesis 0H ) or it is present (hypothesis 1H ) in ( , )bh t τ . The hypotheses can be 

mathematically described as follows: 

 0 : ( , ) ( , )b BSH h t n tτ τ=  (5) 

 1 : ( , ) ( , ) ( , )b BSH h t s t n tτ τ τ= +  (6) 

where BSn  represents residual noise obtained by ( , )h t τ  processing by a proper 

background subtraction method. Following expressions (1) and (2), ( , )BSn t τ  can 

be expressed as follows 

 ˆ( , ) ( , ) ( , )BSn t b t b tτ τ τ= −  (7) 
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A detector discriminates between hypotheses 0H  and 1H  based on comparison 

testing (decision) statistics ( , )X t τ  and threshold ( , )tγ τ . Then, the output of 

detector ( , )dh t τ  is given by 

 
0, ( , ) ( , ),

( , )
1, ( , ) ( , )d

if X t t
h t

if X t t
τ γ τ

τ
τ γ τ
≤⎧

= ⎨ >⎩
 (8) 

The detailed structure of a detector depends on selected strategy and optimiza-
tion criteria of detection [8], [12], [23]. The selection of detection strategies and 
optimization criteria results in a testing statistic specification and threshold esti-
mation methods. 

The most important groups of detectors applied for radar signal processing are 
represented by sets of optimum or sub-optimum detectors. Optimum detectors can 
be obtained as a result of solution of an optimization task formulated usually by 
means of probabilities or likelihood functions describing detection process. Here, 
Bayes criterion, maximum likelihood criterion or Neymann-Pearson criterion are 
often used as the bases for detector design. However a structure of optimum de-
tector could be extremely complex. Therefore, sub-optimum detectors are also ap-
plied very often [23]. 

For the purpose of target detection by using UWB radars, detectors with fixed 
threshold, (N,k) detectors, IPCP detectors [23] and constant false alarm rate de-
tectors (CFAR) [3] have been proposed. Between detectors capable to provide good 
and robust performance for through wall detection of moving target by UWB radar, 
CFAR detectors can be especially assigned. They are based on Neymann-Person 
optimum criterion providing the maximum probability of detection for a given false 
alarm rate. 

  
(a) (b) 

Fig. 5. CFAR detector output. (a) Receiving channel Rx1, (b) Receiving channel Rx2 
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6 TOA Estimation 

If a target is represented by only one non-zero sample of the detector output for 

observation time instant kτ τ= , then the target is referred as a simple target. 

However in the case of the scenario analyzed in this contribution, the radar range 
resolution is considerably higher than the physical dimensions of the target to be 

detected. It results in that the detector output for kτ τ=  is not expressed by only 

one non-zero impulse at ( )kTOAτ τ=  expressing the target position by TOA for 

observation time kτ , but the detector output is given by a complex binary sequence 

( , )d kh t τ  (Figs. 5a-5b). The set of non-zero samples of ( , )d kh t τ  represent mul-

tiple-reflections of electromagnetic waves from the target or false alarms. The 
multiple-reflections due to the target are concentrated around the true target posi-
tion at the detector outputs. In this case, the target is entitled as the distributed 

target. In the part of ( , )d kh t τ  where the target should be detected not only 

non-zero but also zero samples of ( , )d kh t τ  can be observed. This effect can be 

explained by a complex target radar cross-section due to the fact that the radar 
resolution is much higher than that of target size and taking into account different 
shape and properties of the target surface. The set of false alarms is due to especially 
weak signal processing under very strong clutter presence. 

Because of the detector output for a distributed target is very complex, the task of 
distributed target localization is more complicated than for a simple target. For that 
purpose, an effective algorithm has been proposed in [14]. Here, the basic idea of 
distributed target localization consists in substitution of the distributed target with a 
proper simple target. Then a distributed target position can be determined by using 
the same approach as for a simple target. 

There are a number of varieties of CFAR detectors. For example, the CFAR 
detector developed especially for UWB radar signal processing has been proposed 
in [3]. In spite of its simple structure and the assumption of Gaussian model of 
clutter, it has proved very good and robust performance for a lot of scenarios of 
through wall detection of single moving target. The illustration of its performance is 
given in Figs. 5a and 5b. Here, we can see the CFAR detector outputs obtained by 
signal processing represented by radargrams with subtracted background given in 
Figs. 4a and 4b. 

 

Let us assume the scenario with one moving target. If the distributed target is 

substituted by one simple target, the target trace is defined as a sequence ( )Th τ  

where ( )T kh τ  expresses TOA of a simple target substituting a distributed target in 
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such a way as the simple target is located at the propagation time instant 

( )kt TOA τ=  for the observation time instant kτ τ= . It follows from this idea, 

that TOA corresponding to a simple target should be estimated based on detector 
outputs. 

The TOA estimation algorithm applied in this radar signal processing phase has 
been originally introduced in [14]. Its punctual description can be found in [18]. 
Finally, a new version of TOA estimation algorithm capable to overcome the al-
gorithm has been proposed in [16]. Its performance is illustrated in Figs. 6a and 6b, 

where the target traces for Rx1  and Rx 2  are presented. It can be observed from 

theses figures, that target traces are represented by simple curves expressing TOA 
for particular observation time instants. However, it can be seen from these figures 
also there are some "missing" parts of the target traces. This imperfection of the 
trace estimation is due to high level of noise presented in raw radar data along 
corresponding intervals of observation time. This problem will be solved within 
target tracking phase by using prediction method. 

 

  
(a) (b) 

Fig. 6. Target traces. Dotted curve – estimated TOA without correction, Solid curve – TOA after 
wall effect compensation. (a) Rx1, (b) Rx2 

7 Wall Effect Compensation 

In the case of target localization by trace estimation method, target coordinates are 
evaluated by using TOA corresponding to target to be tracked as well as electro-
magnetic wave propagation velocity along the line transmitting an-
tenna-target-receiving antenna. In many applications of target tracking, it can be 
assumed that the environment, through which the electromagnetic waves emitted by 
the radar are radiated, is homogenous (usually air). This is not true for through wall 
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moving target localization because the wall is medium with different permittivity 
and permeability than that of the air and therefore, the electromagnetic wave 
propagation velocity in the air and wall are different. Besides mentioned quantities, 

wall thickness ( )wd  has also strong influence on target location precision. This 

effect, which is sometime referred to as wall effect, displaces targets outside of their 
true positions, if the target localization is based on frequently used simplified as-
sumption for through wall scenario that the electromagnetic wave propagation ve-
locity is constant and equal to velocity of light. With regard to these facts, the pre-
cision of through wall target location can be improved if additional information 
such as permittivity, permeability and thickness of the wall (so-called wall pa-
rameters) are used for target position computation. 

For that purpose, so-called wall effect compensation methods can be applied. 
These methods are based on estimation of time difference, referred to as delay time 

( ( ))delayt τ , which is applied for target trace correction by using expression [22], 

[15]: 

 ( ) ( ) ( )T delayh h tτ τ τ= −  (9) 

For trace estimation method, two methods of that kind referred to as target trace 
correction of the 1st and 2nd kind have been proposed in [15]. The target trace cor-
rection of the 1st kind is based on a simplified assumption that the electromagnetic 
waves emitted and received by radar propagate always in the perpendicular way 
with regard to wall plane. Then, the delay time can be determined by 

 ( ) ( 1)w
delay r r

dt
c

τ ε μ= −  (10) 

for all possible position of the target and observation time instant. The target 
trace correction of the 2nd kind does not use this simplified assumption, i.e. for 
different position of the target different delay time can be evaluated. Here, delay 
time is obtained as a time difference between TOA obtained by UWB radar signal 
processing and TOA corresponding to the same target position under assumption 
that no wall is located between radar and target [15]. 

In order to illustrate the wall effect compensation significance, we have deter-
mined the correction of target traces given in Figs. 6a and 6b by solid lines. For that 
purpose, we have used the target trace correction of the 2nd kind including (9). The 
resulting traces of the target are given in Figs. 6a and 6b by dash lines. It is difficult 
to observe any impact of the wall compensation effect from these figures. However, 
its significance will be demonstrated very clearly by target trajectory estimation. 
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8 Localization 

The aim of the localization task is to determine target coordinates in defined coor-
dinate systems. Target positions estimated in consecutive time instants create target 
trajectory. 

Let us assume, that kTOA  is the sample of the corrected trace of the target taken 

at the observation time instant τ  for Rx k  and c  is light propagation velocity. 

Then, the distance among Tx, target (T) and Rx k  is given by 

 k kd cTOA=  (11) 

For arbitrarily placed transmitting antenna Tx=[xr, yr] and receiving antennas 
Rxk=[xk, yk], the most straightforward way of estimation of target position, i.e. 
determining of its coordinates T=[x,y], is to solve a set of equations created by 
using 11 taking into account the known coordinates of the transmitting and re-
ceiving antennas. Then, the following set of nonlinear equations can be built up 
based on measurements for the scenario with one transmitting and two receiving 
antennas [21], [5]. 

2 2 2 2. ( ) ( ) ( ) ( ) 1, 2k k t t k kd c TOA x x y y x x y y for k= = − + − + − + − =   

  (12) 

Each range kd  and the pairs [ , ]t tTx x y=  and [ , ]k k kRx x y=  1,2k =  

form two ellipses 1,2k =  with the foci [ , ]t tTx x y=  and [ , ]k k kRx x y=  

1,2k =  and with the length of the main half-axis 2
kd

ka =  (Fig. 7). 

 

Fig. 7. Simple target localization for the scenario with one transmitting and two receiving antennas 
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It can be seen from this figure, that the target [ , ]Tx x y=  ( [ , ])Tx x y′ ′ ′=  lies 

on the intersection of these ellipses. Because of the ellipses are expressed by the 
polynomials of the second order, there are two solutions for their intersections. 
However, there is the only solution determining the desirable true coordinates of the 
target. Therefore, one of the obtained solutions has to be excluded for the scenario 
with one moving target. Usually, it can be done based on knowledge of a half-plane 
where the target is located. One of the solutions can be eliminated also if the solu-
tion (target coordinates) is beyond the monitored area or it has no physical inter-
pretation (e.g. complex roots of (12)). For the solution of (12), so-called direct 
calculation method can be used. The detail description of direct calculation method 
is extensive and therefore beyond this contribution. Its punctual description can be 
found e.g. in [21] or [5]. In Fig. 8, the true target trajectory and target trajectory 
estimation by the described localization method for the scenario outlined in the 
Section 2 is presented. For the target trajectory estimation, the target traces given in 
Figs. 6a and 6b has been used. It can be observed from Fig. 8 that the target tra-
jectory estimation by localization method is similar to true target trajectory, but 
large errors of target position estimation can be also found for many target posi-
tions. With regard to that fact, the target trajectory estimation should be signifi-
cantly improved. For that purpose, target tracking and wall effect compensation 
methods can be used. 

 

 

Fig. 8. Target trajectories. Dashdot curve – true target trajectory, thin dotted curve – estimated 
target trajectory after localization, thick dotted curve – estimated target trajectory after Kalman 
filtering, solid curve – estimated target trajectory after Kalman filtering with wall effect com-
pensation 
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9 Tracking 

Target tracking provides a new estimation of target location based on its foregoing 
positions. Usually, the target tracking will result in the target trajectory error de-
creasing including trajectory smoothing. The most of tracking systems utilize a 
number of basic and advanced modifications of Kalman filters as e.g. linear, 
nonlinear and extended Kalman filters and particle filters [13], [6]. Besides Kalman 
filter theory, further methods of tracking are available. They are usually based on 
smoothing of the target trajectory obtained by the target localization methods. Here, 
the linear least-square method is also widely used (e.g. [7]). 

The significance of target tracking and wall effect compensation is illustrated in 
Fig. 8. For the moving target tracking, linear Kalman filter has been used. The 
missing samples of the target traces (Figs. 6a and 6b) have been completed through 
using of their predictions [6]. The final estimations of target trajectories by using 
Kalman filters are given in Fig. 8. The thick dotted curve presents the target tra-
jectory estimation based on non-corrected target traces whereas the solid curve 
expresses the target trajectory estimation with application of target trace correction 
of the 2nd kind. The obtained results have shown that the application of Kalman 
filtering as tracking algorithm and the wall effect compensation can improve the 
target trajectory estimation in a significant way. The average localization error of 
the moving target obtained by that approach (Kalman filtering and the wall effect 
compensation method) for the scenario considered in this contribution is 0.16 m. 

Conclusions 

In this contribution, the trace estimation method for through wall tracking of 
moving target has been described. Firstly, we have outlined the theoretical base of 
the particular phases of trace estimation method and then we have presented an 
overview of signal processing methods, which can be applied within corresponding 
phase. The trace estimation method including its particular phases has been illus-
trated by real UWB radar signal processing. The obtained results expressed by the 
comparison of the true trajectory of the target and target trajectory estimations have 
shown, that the proposed method can provide excellent results for through wall 
tracking of single moving target. 

With regard to this fact, it would be useful, if the proposed trace estimation 
method could be extended also for through wall tracking of multiple targets. For 
this scenario, one can reveal the following new effects connected with multiple 
target tracking. In the case of multiple targets tracking, the level of signal compo-
nents scattered by the different targets will be usually different. For example, the 
target located close to radar antenna system is able to produce very strong reflec-
tion, but the second target located far from antenna system will reflect only very 
weak signals. In order to solve  the  effect  of  coincidental  presence of targets 
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flected strong and weak signals, the advanced methods of background subtraction 
and target detection have to be developed and applied. Besides, the effect of mutual 
shadowing due to multiple targets can be presented. It can result in target disap-
pearing from radargrams. Similar effects can be observed if the target is moved with 
stopping. For the purpose of temporary disappearing of target, more efficient 
methods of target trace estimation and multiple target trackers have to be used. In 
the case of direct calculation method for multiple target localization at the scenario 
with one transmitting and two receiving antennas, the so-called ghost effect can be 
reveal, too. It means e.g. that in the case of two targets tracking, four "potential 
targets" can be identified at the localization phase. They will be expressed by four 
intersections of two pairs of ellipses located in the same half-plane of scanned area. 
Two "potential targets" will correspond to true targets however the remainder 
"potential targets" will represent so-called ghosts. In order to separate true targets 
and ghosts, a suitable true target identification algorithm should be included into 
target tracking procedure. Preliminary analyse of the ghost identification problem 
has indicated that an analyses of the target trace properties could be very strong tool 
for true target identification. The above outlined effects and problems due to mul-
tiple target presence and possible bases for their solution has shown that the trace 
estimation method described in this contribution for single target tracking could be 
extended for multiple target tracking, too. The extension of the method will consist 
in application of advance signal processing methods for particular phases of target 
tracking procedure and in insertion of true target identification phase into discussed 
process of UWB radar signal processing. The solution of these tasks will be the 
subject of the next research of ours. 
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tions concepts. It describes basic structures of industrial distributed control sys-
tems and physical and application layers of the most commonly used standards. 
The main differences between industrial real-time communications and informa-
tion data network communications are classified and convergence trends of both 
of them are emphasized. The Ethernet standard is mentioned and the requirements 
for industrial Ethernet implementation declared. The progressive leading solution 
ETHERNET Powerlink is introduced. The contribution outlines the structure of an 
advanced distributed control node and declares the new conception of the virtual 
application communication bus with an example CANopen - ETHERNET Power-
link. 
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1 Introduction 

The rapid progress of the silicon and semiconductor technologies and the micro-
electronic systems has brought about huge deployment of the microcomputers and 
microcontrollers widely spread all over the world and implemented in many appli-
cation areas. Formerly used local and complex stand-alone central control systems 
have been replaced by sophisticated structures of distributed control systems con-
sisting of smart control application nodes communicating each other in order to 
exchange their local application data. Nowadays it is impossible to imagine an in-
dustrial control system without a communication capability and, therefore, the in-
dustrial communications play the key role in the design and implementation of any 
industrial control system. 
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2 Current Communication Structures 

Currently we recognize the two following industrial communication structures. 
The fist centralized master-slave topology (Fig. 1) represents command-based sys-
tems with application algorithm running on the master node. 

 

 

Fig. 1. Master-slave topology 

The second one more advanced decentralized multi-master topology (Fig. 2) 
represents information-based systems with locally spread distributed application 
algorithm in every single node. The paper presents the advanced extension of this 
arrangement into the multiprotocol virtual application communication bus de-
scribed further. 

 

 

Fig. 2. Multi – master topology 

3 Industrial Communication Standards 

To guarantee mutual interoperability between communication devices of different 
manufacturers, the nodes of a control network communicate with each other ac-
cording to the predefined set of rules – communication protocol. It defines a com-
munication medium, an access method to the shared bus, the format of the mes-
sages being transmitted between devices, and the actions expected when one 
device sends a message to another. Typical fieldbus industrial communication 
standard operating in a real-time system often implements only reduced set of 
communication layers according to the seven-layer data communication reference 
model – only layers 1, 2 and 7 are usually implemented (Fig. 3). 

Speaking of industrial communication protocols, it is desirable to mention the 
worldwide used proof standards RS-485 and CAN. They have in common their 
physical layer specification based on differential signal distribution method, con-
venient from the viewpoint of electromagnetic immunity in a harsh industrial en-
vironment. 
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Fig. 3. ISO/OSI data communication reference model 

3.1 RS-485 

The standard defines electrical transceiver characteristics related to the physical 
layer. It enables differential balanced bidirectional data transmission (Fig. 4) in 
two-wire half-duplex mode or in four-wire full-duplex master-slave mode. 
 

 

Fig. 4. RS-485 balanced differential transmission 

In dependence on the transceiver type, bit rates up to 12 Mbit/s and distances 
up to 1200 meters can be achieved (of course not at the same time) and up to 32 
unit load can be connected to the bus. The characteristic impedance of the twisted-
pair cable is 120 Ω. 

3.2 CAN 

Controller Area Network specification was originally developed by Bosch Com-
pany for automotive purposes and due its features it quickly expanded into all in-
dustrial application areas. The physical layer of the high-speed version CAN ISO 
11898 enables differential data transfer at bit rates up to 1 Mbit/s on a distance up 
to 40 meters with the characteristic impedance of the twisted-pair cable 120 Ω. In 
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addition to the physical layer, CAN standard specifies the link layer, implement-
ing non-destructive CSMA/CR - Carrier Sense Multiple Access/Collision Resolu-
tion access method, based on multiple bit arbitration (Fig. 5). 

 

 

Fig. 5. CAN CSMA/CR access method 

The CAN frame transmission starts by 11-bit identifier (CAN 2.0A Standard) or 
29-bit identifier (CAN 2.0B Extended). The value of CAN identifier determines 
frame priority (the less identifier binary value the higher priority) and its value in-
dicates the network object number (211 or 229). The following parts of the CAN 
frame are RTR control field, data length field (up to 8 bytes can be transmitted), 
acknowledge field and CRC checksum. 

Due its simplicity and unique features, the CAN communication is (and likely 
will be in the future) widespread all over the world and CAN controllers are in-
cluded almost in every medium and higher-class microcontroller. 

In order to meet interoperability requirements, the application communication 
layers have to be implemented. A lot of application layers have been standardized 
and a lot of interested specialized groups have been established. Let’s mention for 
example general industrial application standard MODBUS which can be used to-
gether with RS-485 stated above. Nevertheless, to conform to the purposes of this 
contribution, CAN application layer protocols are preferred in the following de-
scription. These are Device Net, SDS, CAN Kingdom, SAE 1939, and especially 
CANopen - the most commonly used standard in the Europe region. The impor-
tance of the CANopen underlines the fact that this specification was adopted by 
ETHERNET Powerlink standard described further. 

3.3 CANopen 

The CANopen specification defines the comfort application protocol layer for dis-
tributed industrial automation systems based on CAN. The heart of the CANopen 
protocol is Object Directory - OD definition. It contains general configuration, 
communication, and application data accessible via predefined service set Service 
Data Objects - SDO. Real-time sensitive technological data can be mapped into 
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the Process Data Objects - PDO to manage fast real-time communication re-
sponses. The protocol defines by default 4 transmit TPDO and 4 receive RPDO 
objects of the 8 bytes length, identified by their unique ID. The protocol Network 
Management - NMT provides the services for node configuration, monitoring, and 
overhead. The CANopen communication profiles (CiA/DS 301 and CiA/DS 302) 
and device profiles (CiA 4xx) are defined by CiA group. 

4 Data Network and Industrial Bus Comparison 

Consistently with the goals of the paper, it is suitable to discuss the differences, 
identities, and relations between industrial communication bus and information 
data networks. A control network resembles in many ways a computer data net-
work LAN - Local Area Network. The basics of the industrial communications and 
systems have been adopted from data networks concepts, where ISO/OSI data 
communication reference model completely describes structure and behavior of a 
communication device (Fig. 3). There are, however, some significant differences 
between data networks and industrial buses. 

A data network is optimized for moving large amounts of data and the design 
of data network protocols assumes that occasional delays in data delivery and re-
sponse are acceptable. The media access method used in data networks is mainly 
indeterminate. The complete protocol set of the ISO/OSI data communication ref-
erence model is implemented. Data networks operate usually in an office envi-
ronment. In the most cases they are based on the Ethernet specification IEEE 
802.3 - physical and link layer specification. 

An industrial bus (often called fieldbus) on the other hand uses shorter data 
blocks to be transferred during short time periods in order to manage real-time re-
sponses of the system – the design of industrial control network protocols respects 
fast response requirements of control. The fieldbus media access method is mostly 
determinate. An industrial bus operates in a harsh environment, and increased 
electromagnetic immunity of the communication is required together with me-
chanical robustness. A fieldbus typically implements only physical, link, and ap-
plication layers of the ISO/OSI data communication reference model (Fig. 3). 

5 Data and Industrial Communications Convergence 

In spite of the fact that the data network is not suitable well for the real-time proc-
essing and completely differs from the industrial communication bus, a lot of ef-
fort has been attended to utilize data networks for industrial communications and 
technological data transfer. The reasons are long distance internet network con-
nectivity based on the standardized set of generally supported IP protocol specifi-
cations (TCP and UDP). Various gateways between an industrial bus and Ethernet 
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network, industrial Web servers and terminal Ethernet devices are supplied by 
many vendors and companies. While a gateway between an industrial bus and 
Ethernet network enables connection between two different communication sys-
tems, industrial Web servers and terminal Ethernet devices view the Ethernet net-
work as the fieldbus. This fact results in the increased requirements for implemen-
tation. In compliance with these requirements the conception of the industrial 
Ethernet has been defined. The necessary operating features are the increased 
electromagnetic immunity of the communication media together with mechanical 
robustness with regard to the harsh industrial environment. In dependency on the 
application, the real-time capability of the communication is required. This can be 
achieved by using of the Fast Ethernet operating at 100 Mbit/s bit rate (i.e. ten 
times faster than the standard Ethernet), by the network segmentation avoiding 
collisions, eventually by TDMA methods and global network time sharing. In the 
real-time control systems with the critical timing, the non deterministic media ac-
cess method is not permissible and this case is solved using special Ethernet pro-
tocol specifications based on the deterministic media access method. A several in-
dustrial Ethernet protocol specifications have been developed – for example 
ETHERNET Powerlink (Bernecker & Rainer), Profinet IRT (PNO), EtherNet/IP 
(Rockwell), SERCOS-III (Sercos Interface e.V.), Ethercat (Ethercat Technology 
Group), Modbus TCP (IEC PAS 62030), SynqNet (Danaher Motion), Vnet/IP 
(Yokogawa). The most advanced progressive leading solution ETHERNET Pow-
erlink is described further. 

With regard to the importance of the Ethernet communication in industry, its 
key features are stated first. 

6 Ethernet 

The most commonly used standard of the data information network was developed 
in the beginning of the seventies by Xerox Company and later extended in coop-
eration with Digital and Intel companies. The standard was accepted by IEEE in 
1995 under project specification IEEE 802.3 defining physical and link layers 
OSI-ISO. There are various versions of the standard available nowadays – base 10 
Mbit/s bit rate version, most frequently used Fast Ethernet featuring 100 Mbit/s 
bit rate, Gigabit Ethernet version 1 Gbit/s, and optionally 10 Gbit/s bit rate ver-
sion. The shared media access is executed due to CSMA/CD (Carrier Sense Multi-
ple Access/ Collision Detection) access method managed by MAC link sub-layer. 
The MAC layer defines the Ethernet frame illustrated on the top of Fig. 6. Com-
monly used frame type at present is the Ethernet II. 

The Ethernet specification defines various physical layers. Nowadays there are 
two best suitable and widespread physical layers for industrial applications. These 
use two twisted pairs of wires: 
• IEEE 802.3i, referred to as 10Base-T at the bit rate 10 Mbit/s, Manchester cod-

ing,  two independent  UTP or STP twisted pairs,  category from 3 to 5, star 
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work topology  using active Ethernet hubs on maximal segment length of 100 
m. The characteristic impedance of the twisted-pair cable is 100 Ω. 

• IEEE 802.3u, Fast Ethernet referred to as 100Base-TX at the bit rate 10 Mbit/s, 
4B/5B, NRZI, and MLT-3 coding, two independent UTP or STP twisted pairs, 
category 5, star network topology using active Ethernet hubs on maximal seg-
ment length of 100 m. The characteristic impedance of the twisted-pair cable is 
100 Ω. 

 

 

Fig. 6. Fast Ethernet MAC frame 

7 ETHERNET Powerlink 

The ETHERNET Powerlink, often called the fieldbus of the second generation 
provides the protocol based on the Fast Ethernet standard but, at the same time, it 
meets the real-time requirements and allows deterministic data transfer with im-
plemented cycle times as low as 200 μs and ultra-precise timing better than 1 μs. It 
is the only protocol with this performance not violating any Ethernet standards. It 
can be implemented with any standard Ethernet chips and processor architecture 
and there are no dependencies on customized chips and vendors. ETHERNET 
Powerlink works according to TDMA - Time Division Multiple Access and poll-
ing principles (Fig. 7). 

 

 

Fig. 7. ETHERNET Powerlink cycle 

net
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The basic ETHERNET Powerlink cycle TC (EPL cycle time) consists of the 
following four periods – start period TS, cyclic period TIZ, asynchronous period 
TA,  and idle period TI. Start period TS includes Start of cyclic frame SOC broad-
cast message, transmitted by the managing node in order to synchronize all con-
trolled nodes in the EPL segment (see Fig. 9). Cyclic isochronous data exchange 
interval TIZ consists of the row of double frames – unicast Poll-request frame 
REQ, sent by managing node to the unique controlled node, followed by its mul-
ticast Poll-response frame RESi which can be received by any node in the EPL 
segment which needs this data. Asynchronous period TA is reserved for non-time-
critical data transfer ACYCLIC and is introduced by unicast Invite frame INV 
message, transmitted by managing node to grant transmit rights to the controlled 
node. Common IP-based communication can take place in this period. Idle period 
TI is unused and reserved. 

 

 

Fig. 8. ETHERNET Powerlink V2 protocol structure 

ETHERNET Powerlink is the standard Ethernet and also supports standard IP 
based protocols and any network topology (Fig. 8). Thus the full range of Ethernet 
based software, protocols and tools still can be used with ETHERNET Powerlink. 
The ETHERNET Powerlink segment must be separated from the standard 
Ethernet segment by the ETHERNET Powerlink router in this case (Fig. 9). 
ETHERNET Powerlink is not a common fieldbus because it integrates fieldbus 
advantages with the benefits of mature IP networks and protocols. The second 
version of the protocol ETHERNET Powerlink V2 is based on the CANopen 
communication protocol (see above), which seems to be very important feature of 
this powerful specification and the following generalized idea of the virtual appli-
cation communication bus is based on this fact. The structure of the ETHERNET 
Powerlink protocol is shown on Fig. 8 which outlines the basic layout of the 
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tocol. In addition to the standard IP based protocols (UDP,  TCP,  FTP,  HTTP and  
so on) the communication profile CANopen is implemented in the application 
layer with its main components Object Dictionary, Process Data Objects - PDO 
and Service Data Objects - SDO. As is illustrated, the SDO protocol is imple-
mented via UDP/IP layer also and therefore using standard IP messages. This en-
ables direct access to the object dictionaries of EPL devices by the devices and 
applications outside the EPL system via EPL routers. 

 

Real-time
domain

Managing 
Node 

Controlled
nodes C1 C2 Ci Cn

Router/Bridge

ETHERNET Powerlink
System

Internet / Intranet

Non real-time
domain

M

 

Fig. 9. ETHERNET Powerlink communication system structure 

8 Virtual Application Communication Bus 

Having all necessary important facts classified, it is possible to define the re-
quirements for the features of an advanced application distribution control 
node as the fundament of the communication arrangement based on virtual ap-
plication communication bus. 

The heart of the advanced application distribution control node should be a 
powerful microcontroller featuring sufficient computing performance (preferably 
32-bit), memory system resources (FLASH, RAM, EEPROM) and rich peripheral 
set to satisfy the application requirements which means appropriate GPIOs, 
PWMs, Capture modules, RTC, A/D and D/A converters, DMA channels, SPI, 
I2C, advanced interrupting system etc. But the most important feature from the 
point of communications is a multiple communication interface, including several 
USART controllers, CAN controller, and especially MAC Ethernet controller. An 
additional USB interface can be useful but not necessary, because it is not an in-
dustrial communication interface. Corresponding interface circuits to meet inter-
face specifications requirements are supposed, as well as all other input and output 
signals to be connected with the controlled technological system. 

pro
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Let’s have such a distributed control node structure defined above and 
equipped by multiple communication interface CAN, RS-485 and Ethernet, for 
example. Then we can define the new conception of the virtual application com-
munication bus. Fig. 10 shows the principle of its arrangement. 

 

 

Fig. 10. Virtual application communication bus 

Every physical communication interface (generally labeled as BUS in Fig. 10) 
has got the corresponding protocol driver associated (Pi label in Fig. 10). This sin-
gle protocol driver Pi implements either full or partial ISO/OSI protocol layer set 
according to the particular communication standard specification and accesses to 
the Application data. The application data structures are unique in the range of 
the node and all the protocol drivers share them - it means that there is the only in-
stance of the application data. From the point of application data consistency it is 
obvious that concurrent accesses of multiple protocol drivers must be resolved. 
Therefore arbitration Application Data Access Control sub-layer must be in-
serted between application data and protocol drivers to conform data consistency 
and application algorithms integrity. It is clear that the same common unified ac-
cess interface to the application data structure must be targeted by every single 
protocol driver Pi. 

It is not relevant which of the protocol drivers Pi serves to the communication 
from the viewpoint of the application.  It depends on the connectivity accessible at 
the moment. It is possible to exploit just one or two communication interfaces 
only or all implemented communication interfaces. This way we get generally 
purposed versatile communication solution made up of all implemented protocol 
drivers accessing common application data. This application – communication 
structure is possible to view as the only flexible virtual application communica-
tion bus with the effect of continuous data flow between different communication 
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buses. This can resemble gateway configuration but it is necessary to emphasize 
that the communication structure stated above due to its attachments to the appli-
cation algorithm does not act as a simple gateway, but features the possibilities 
beyond the gateway behavior, where only the data transfer between two or more 
interfaces is provided. Nevertheless, in the case of absence of any application al-
gorithm, the structure converts to the gateway role. 

There are some examples of typical protocol drivers implemented in the Fig. 10 
– CAN with CANopen, RS-485 with MODBUS and Ethernet with HTTP or FTP 
protocol implementation. Communication protocol specifications used in the 
structure differs in the various different features – for example bit rate, data frame 
length, data frame periods generation, data disturbance check and correction, error 
confinement, data acknowledgement, type of services, etc. Taking into account 
this fact it is obvious that the careful accurate analysis of the protocol and ap-
plication algorithm timing and behavior is necessary and desirable prior to 
the implementation in order to achieve fluent data flow and acquisition. Gener-
ally, the slowest item of the structure determines execution, computing speed of 
the distributed control node, and data throughput of the whole system. 

The interesting example of the virtual application communication bus generally 
described above is the CANopen – ETHERNET Powerlink implementation. The 
features the both of the protocol specifications were mentioned in the previous 
paragraphs. Fig. 11 shows its configuration. There are the following communica-
tion interfaces – CAN ISO 11898 2.0A with CANopen application layer, and Fast 
Ethernet IEEE 802.3u as the low layers of the ETHERNET Powerlink protocol 
standard. 

 

 

Fig. 11. Virtual application communication bus CANopen – ETHERNET Powerlink 

The good advantage of this arrangement is the fact that the ETHERNET Pow-
erlink application layer is built directly on the CANopen application layer and 
contains its all important elements and properties (see Fig. 8). 

The idea of the virtual application communication bus defined above and espe-
cially the example structure of CANopen - ETHERNET Powerlink meets the 
principles and requirements  for information data network  and industrial 
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cation bus convergence stated in paragraph 5. This trend seems to be the 
future of the industrial communications together with industrial Ethernet utilization. 

Conclusion 

The expanding branch of industrial communications plays the key role in the fu-
ture automation world. The proof typical industrial contemporary communication 
standards face the new progressive trends. There are communication solutions 
completely migrating to the new standards on one hand and, on the other hand, 
there are hybrid systems coexisting together. The main problems of such systems 
are interoperability, openness and standardization. 

The new advanced trend of the industrial communication systems – industrial 
Ethernet exploitation in automation – is more and more up-to-date. 

This contribution reflects these facts and outlines the new approaches in the 
communication structure design. It summarizes the current state of the perspective 
proof industrial communication standards, examines the Ethernet standards fea-
tures and defines completely new conception of the virtual application communi-
cation bus. In conjunction with that the new industrial Ethernet standard is intro-
duced – ETHERNET Powerlink. 

Due to its features the Ethernet specification is the future of industrial commu-
nications. It provides the long distance connectivity, the proof TCP/IP based pro-
tocol set, security, distant diagnostics and system reconfiguration. The remote 
long-distance application algorithm debugging of distributed control systems is 
possible too, not speaking about smart adaptive distributed control systems. The 
chances of the Ethernet industrial exploitation are large and initiate extensive field 
of applications. 

communi
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Logical Consequences in Partial Knowledge 
Bases  

Faculty of Organization and Informatics, University of Zagreb, Croatia 

Abstract.   In this paper, we consider logical consequences for reasoning about 
functional, multivalued, and join dependencies in partial knowledge bases. The 
standard consequence, strong consequence, and the weak consequence are charac-
terized. We prove that reasoning based on the standard logical consequence is 
equivalent to reasoning based on the strong logical consequence. In addition, we 
prove that reasoning based on the standard logical consequence and reasoning 
based on the weak logical consequence are not equivalent. We also define a for-
mal system FSED for reasoning about existence dependencies. We prove that the 
formal system FSED is sound and complete. We state the connection between ex-
istence and functional dependencies: reasoning about existence dependencies 
based on the corresponding logical consequence and reasoning about functional 
dependencies based on the standard logical consequence are equivalent. 

Keywords: partial knowledge bases, dependencies, logical consequences, formal 
systems, inference rules, soundness, completeness. 

1 Introduction 

Information is often missing in the real world. Therefore, we need some way of 
dealing with such missing information in our knowledge bases. The theory of 
missing information can be found in [1] and [2]. A critic of the 3VL (three-valued 
logic) and 4VL (four-valued logic) approach can be found in [3], [4], and [5]. A 
very interesting metadata approach to missing information is described in [9]. A 
careful consideration of the partial knowledge bases shows that the integrity-
constraint component of partial knowledge bases, especially reasoning about de-
pendencies in partial knowledge bases, needs much more attention of database re-
searchers. We could say that what is missing about the missing information is an 
exploration of the types of logical consequences and their relationships. This paper 
is an extention and improvement of our paper [8], where some properties of rea-
soning about functional and existence dependencies are characterized. Here we 
consider a natural framework, namely logical consequences and their respective 
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formal systems, for reasonig about dependencies in partial knowledge bases (func-
tional, multivalued, join, and existence dependencies are included). We show that 
there are strong connections between the introduced logical consequence types. 
We also state some contraintuitive rules of reasoning about dependencies. This 
can be taken, in some way, as a support of the critic of 3VL approach mentioned 
above. 

The paper comprises five sections and an Appendix containing the proofs of 
some of the propositions. 

In Section 2, we describe the basic notions of partial knowledge bases. The 
definitions of functional dependencies, multivalued dependencies, join dependen-
cies, and existence dependencies are given too. In Section 3 we consider standard, 
strong and weak logical consequences for functional, multivalued and join de-
pendencies. The main result states that reasoning based on the standard logical 
consequence and reasoning based on the strong logical consequence are equiva-
lent, whereas reasoning based on the standard logical consequence and reasoning 
based on the weak logical consequence are not equivalent. In Section 4 we define 
a formal system with only two inference rules, FSED, for reasoning about exis-
tence dependencies. We prove there that the formal system FSED is sound and 
complete. We define a logical consequence for existence dependencies and prove 
that reasoning about existence dependencies based on the corresponding logical 
consequence and reasoning about functional dependencies based on the standard 
logical consequence are equivalent. Conclusions are given in Section 5. Two open 
problems are also given there. 

2 Basic Notions 

In this Section we describe partial knowledge bases, PKB, and a set of dependen-
cies in PKB. The set of dependencies includes: functional dependencies, multival-
ued dependencies, join dependencies, and existence dependencies. 

2.1 Partial Knowledge Bases 

A partial knowledge base is a triple PKB = (EDB, IDB, IC), where EDB is a par-
tial extent ional (relational) database, IDB is an intentional database, and IC is a 
set of integrity constraints. A partial extentional database, EDB, is a data base: 
r1(R1), ,.., rm(R1) over a database scheme DBS: R1, .., Rm, where r1(R1), ,.., rm(Rm) 
are partial relations. An intentional database, IDB, is the set of rules for generating 
new relations from relations in EDB and previously defined relations. The set of 
integrity constraints, IC, can include, in addition to some other constraints (pri-
mary key, entity integrity, referential integrity), the set of dependencies in rela-
tional databases (functional, multivalued, join, and existence dependencies). Our 
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main goal in this paper is to consider some properties of logical consequences 
which are a foundation for reasoning about dependencies mentioned above. A par-
tial relation r over a set of attributes R = {A1, .., Am}, denoted r(R), is a finite set 
of partial tuples over the set R. We say that R is a relational scheme.  Ler R = {A1, 
.., Am} be a relational scheme; Dom(Ai) = Di ,  i = 1,.., m; 

D = D1 ∪ .. ∪ Dm;  D? = D ∪ {?}. 
A partial tuple t over R is a function t: R → D? such that 

(1)   (∀Aj ∈ R)[t(Aj) ∈ Dj  or   t(Aj) = ?] and 
(2)   (∃Ak ∈ R)[t(Ak) ∈ Dk]. 

Notation t(Aj) = ? means that the value of the tuple t for the attribute Aj, t(Aj), 
is not known. 

A partial tuple t over R is total iff  (∀Ai ∈ R)[ t(Ai) ∈ Di]. 
This definition says that a total tuple does not have the presence of the symbol ?. 

Let r be a partial relation over R. If we change all the presences of symbol ? 
with appropriate domain elements, then we obtain a completion of the relation r, 
denoted co(r). It is easy to see that co(r) consists of only total tuples, that is, co(r) 
is a total relation. Let Co(r) be the set of all completions of relation r. 

2.2 Dependencies in PKB 

Functional Dependency 
Let R be a relational scheme, X, Y ⊆ R. In addition, let Trel(R) be the set of all to-
tal relations over R. 

The expression X → Y is a functional dependency over R. The set of all func-
tional dependencies over R is denoted by FD(R). 

Let X → Y ∈ FD(R), r ∈ Trel(R). We say that X → Y holds in r, denoted 

r ⊩X → Y, iff  (∀t1,t2 ∈ r)(t1[X] = t2[X] ⇒ t1[Y] = t2[Y]). 

Join Dependency 
Let d(R) = { R1,..,. Rk } be a decomposition of a relational scheme R. The expres-
sion 

⋈(R1,..,. Rk) is a join dependency over R. The set of all join dependencies over R 

is denoted by JD(R). Let  ⋈(R1,..,. Rk) ∈ JD(R), r ∈ Trel(R). We say that 

⋈(R1,..,. Rk) holds in r, denoted r ⊩⋈(R1,..,. Rk) iff r = ⊓[R1](r) ⋈.. ⋈⊓[Rk ](r). 

Here, ⊓is the projection operator. 

Let R be a relational scheme, X, Y ⊆ R. The expression X ↠Y is a multivalued 

dependency over R. It is a special case of a join dependency. Namely, X ↠Y is de-

fined by X ↠Y = ⋈(X ⋃Y, X ⋃(R ∖(X ⋃Y))). 
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Existence Dependency 
Let R be a relational scheme, X, Y ⊆ R. In addition, let Prel(R) be the set of all 

partial relations over R. The expression X ⇛Y, read X requires Y, is an existence 

dependency over R. We denote the set of all existence dependencies over R by 
ED(R). In order to describe existence dependency semantics, we introduce a unary 

predicate T, where T(t) means that a tuple t is total. Let X ⇛Y ∈ ED(R), r ∈ 

Prel(R). We say that X ⇛Y holds in r, denoted r ⊩X ⇛Y, iff (∀t ∈ r)[T(t[X]) ⇒ 

T(t[Y])]. 

This definition says that X ⇛Y holds in a partial relation r in and only if for all 

tuples in r the totality of t[X] implies the totality of t[Y]. 

Example 1 
Let PKB = (EDB, IDB, IC) be a partial knowledge base, where 
 
EDB:  r1(A  B C)    r2(B  C  D)    r3(A  D) 
           =======    ========    ====== 
               0   2  2          0   0   1          2   2    
               1   2  3          2   ?   1          3   ?  
                                    1   ?   ?                           
 
IDB:  p1:  s1(x, y) ← r1(x, x1, y) 
          p2:  s2(x, y, z) ← r1(x, x1, y ), r2(x1, y1, z) 
 
IC:  ic1:  1 ≤ A ≤  5 for r3(A, D) 
       ic2:  A → B  for r1(A, B, C) 

       ic3:  C ↠B  for r1(A, B, C) 

       ic4:  ⋈(AC, BC)  for r1(A, B, C) 

       ic5:  C ⇛D  for r2(B, C, D) 

 
We have that r1 in EDB is total, whereas r2 and r3 are not total. The following 

relation, r4 , 

 

r4(A  D) 
====== 
     2   2 
     3   2 

is a completion of the relation r3, that is, r4∈ Co(r3). IDB consists of two rules 
p1 and p2 that generate relations s1 and s2. IC comprises five integrity constraints: 
ic1 (says that the values of the attribute A must be between 1 and 5 for all 
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instances of r1); ic4 (constrains that the join dependency ⋈(AC, BC) must hold in 

each instance of r1); and ic5 (says that the existence dependency C ⇛D must hold 

in each instance of r2). 

3 Logical Consequences for Functional and Join 
Dependencies 

3.1 Standard Logical Consequence 

Let FJD(R) be the set of all functional and join dependencies over R, that is, 

FJD(R) = FD(R) ⋃JD(R). Now let f1, .., fm, f ∈ FJD(R). We say that f is a standard 

logical consequence (implication) of f1, .., fm , denoted f1, .., fm ⊨  f, iff (∀r ∈ 

Trel(R))((r ⊩f1 ∧ .. ∧ r ⊩fm) ⇒ r ⊩f). 

3.2 Strong Logical Consequence 

Let f ∈ FJD(R) and r ∈ Prel(R). We say that f strongly holds in r, denote r ⊩[s] f, 

iff (∀p ∈ Co(r))(p ⊩f). This definition states that a dependency f strongly holds in 

a partial relation r iff the dependency f holds in each completion p of the relation r. 
A strong logical consequence is characterized as follows. Let f1, .., fm, f ∈ FJD(R). 

f is a strong logical consequence of  f1, .., fm , denoted f1, .., fm  ⊨[s] f, iff (∀r ∈ 

Prel(R))(( r ⊩[s]f1 ∧ .. ∧ r ⊩[s]fm) ⇒ r ⊩[s]f). 

3.3 Weak Logical Consequence 

Let f ∈ FJD(R) and r ∈ Prel(R). 

We say that f weakly holds in r, denote r ⊩[w] f, iff (∃p, q ∈ Co(r))(p ⊩f ∧ q ⊮f). 

Accordingly, a dependency f weakly holds in a partial relation r iff we have 
some completions p, q of r such that f holds in p and does not hold in q. Let f1, .., 
fm, f ∈ FJD(R). f is a weak logical consequence of f1, .., fm, denoted 

stances of r3); ic2 (states that the functional dependency A → B must hold in each 

instance of r1); ic3 (says that the multivalued dependency C ↠B must hold for all 

in
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f1, .., fm ⊨[w] f, iff (∀r ∈ Prel(R))( (r ⊩[w] f1 ∧ .. ∧ r ⊩[w] fm) ⇒ r ⊩[w] f)). In 

the next proposition, we characterize the connection between the standard and 
strong logical consequences. 

3.4 Proposition (standard, strong) 

(for all f1, .., fm, f ∈ FJD(R))[(f1, .., fm ⊨f) ⇔ (f1, .., fm ⊨[s] f)] 

Proof (Appendix) Proposition (standard, strong) states that reasoning based on the 
standard logical consequence is equivalent to reasoning based on the strong logi-
cal consequence. Therefore, we say that ‘the standard world’ and ‘the strong 
world’ are equivalent with regard to reasoning about logical consequences. Con-
sequently, if we have an implication problem in ‘the strong world’, it can be 
solved by solving the respective implication problem in ‘the standard world’, 
where there are well known algorithms for solving implication problems, [1], [6]. 
Regarding the connection between the standard and the weak consequences, we 
have the following proposition. 

3.5 Proposition (standard, weak) 

(for some f1, .., fm, f ∈ FJD(R))[(f1, .., fm ⊨f) ⋀(f1, .., fm ⊭[w] f)] 

Proof (counterexample) We know that A → B, B →C ⊨ A → C. On the other 

hand, 

A → B, B → C  ⊨[w] A → C  does not hold as the following example shows. 

 
r(A  B  C) 
 =======       
   1   2   2 
   1   ?   3 
 

Here we have r ⊩[w] A → B, r ⊩[w] B → C, and  r ⊮[w] A → C 

Therefore, ‘the standard world’ and ‘the weak world’ are not equivalent with 

regard to reasoning about logical consequences. Briefly, f1, .., fm ⊨f) ⇎ f1, .., fm 

⊨[w] f. This result is in some way counterintuitive. Namely, our intuition once de-

veloped in ‘the standard world’ does not function in ‘the weak world’ and the in-
teraction between the naïve users (including some professionals too) and partial 
knowledge bases can be confused and unexpected. We would say that working 
with something we don’t know could make us put against the wall. 
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As a direct consequence of these propositions, we have that ‘the strong world’ 
and ‘the weak world’ are not equivalent, either. 

It is well known that Armstrong’s formal system, denoted AFS, is sound and 
complete for functional dependencies. AFS consists of the following rules: 

as1:  ⊦X → Y  if  Y ⊆ X             (triviality) 

as2:  X → Y ⊦XZ → YZ            (augmentation) 

as3:  X → Y, Y → Z ⊦X → Z    (transitivity) 
 

The soundness of AFS means that its rules are correct, that is, the respective 
(standard) logical consequences 

slc1: ⊨X → Y  if  Y ⊆ X                (triviality) 

slc2: X → Y ⊨XZ → YZ               (augmentation) 

slc3:  X → Y, Y → Z ⊨X → Z      (transitivity) 
hold, too. 

It is interesting that none of AFS rules holds in ‘the weak world’. We could say 
that ‘the strong world’ intuition is expired in ‘the weak world’. 

3.6 Proposition (AFS, weak) 

None of FAS-rules holds in ‘the weak world’, that is, 

wlc1: ⊭[w]  X → Y  if  Y ⊆ X 

wlc2: X → Y ⊭[w] XZ → YZ 

wlc3:  X → Y, Y → Z ⊭[w] X → Z 
Proof (Appendix) Accordingly, the ‘weak world’ is really something very differ-
ent from ‘the standard world’ and ‘the strong world’ 

4 Formal Systems for Existence Dependencies 

Let X ⇛Y ∈ ED(R), r ∈ Prel(R). We defined in Section 2 that X ⇛Y holds in r, 

denoted r ⊩X ⇛Y, iff (∀t ∈ r)[T(t[X]) ⇒ T(t[Y])]. 
Consequently, for all tuples in r we have that the totality of t[X] implies the to-

tality of t[Y]. 

Example 2 
r(A  B  C) 
 ======= 
   1   2   1    
   2   ?   3 
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We can conclude that r ⊩ A ⇛ C holds and 

r ⊩A ⇛ B does not hold, that is, r ⊮A ⇛B  holds. 
Now we introduce a formal system for existence dependencies. The formal sys-

tem, called FSED-system, consists of two inference rules as follows. Let X, Y, Z, 
W ⊆ R be arbitrary subsets of a relation scheme R. 

ed1:  ⊦X ⇛Y  if  Y ⊆ X       (triviality) 

ed2:  X ⇛Y, YZ ⇛W ⊦XZ ⇛ W (generalized transitivity) 

4.1 Proposition (FSED soundness, completeness) 

FSED-system is sound and complete. 
 
Proof 
soundness 
Firstly, we need to define a logical consequence for existence dependencies. Let 
f1, .., fm, g ∈ ED(R) be existence dependencies. We say that g is an existence logi-

cal consequence of f1, .., fm , denoted f1, .., fm ⊨[e] f, iff (∀r ∈ Prel(R))( (r ⊩f1 ∧ .. 

∧ r ⊩fm) ⇒ r ⊩f). 
The soundness of ED-system means that its rules ed1 and ed2 are correct, that 

is, the respective existence logical consequences hold. 

ed1: ⊨[e]X ⇛Y  if  Y ⊆ X  (triviality) 

ed2: X ⇛Y, YZ ⇛W  ⊨[e] XZ ⇛ W          (generalized transitivity) 
 
Proof (ed1): Let r ∈ Prel(R) be an arbitrary partial relation. We have to show that r 

⊩X ⇛Y if Y ⊆X. Let t be an arbitrary tuple in r. Since T(t[X]) ⇒ T(t[Y]) holds if 

Y ⊆ X, we have that r ⊩X ⇛Y holds. 
 

Proof (ed2): Let r ∈ Prel(R) be an arbitrary partial relation. Assume r ⊩X ⇛Y and 

r ⊩YZ ⇛W. We would like to prove r ⊩XZ ⇛W. Let t ∈ r be an arbitrary tuple 

such that T(t[XZ]). It follows T(t[X]) and T(t[Z]). Because of r ⊩ X ⇛Y, we ob-
tain T(t[Y]). From T(t[Y]) and T(t[Z]) it follows T(t[YZ]). Finally, from T(t[YZ]) 

and r ⊩YZ ⇛ W, we have T(t[W]), as desired. 
 
completeness 
We have to prove that the following implication 

i1:   (f1, .., fm ⊨[e] f) ⇒ (f1,.., fm  ⊦[FSED] f)  holds, where f1,.., fm ⊦[FSED]f indi-
cates that dependency f is derivable from dependencies f1, .., fm by using FSED-
system. 
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The implication i1 is equivalent to the implication 

i2:  (f1,.., fm  ⊬[FSED] f) ⇒ (f1, .., fm ⊭[e] f). 

Now we prove i2. Let f = X ⇛Y, F = { f1,.., fm } ⊆ ED(R). 

Assume that A1: (f1,.., fm  ⊬[FSED] X ⇛Y) holds. We need to show that A2: 

(f1,.., fm ⊭[e] X ⇛Y) holds. We define the set Ecl(X, F) = {A∈ R: F ⊦[FSED] X 

⇛A}. Ecl(X, F) is the existence closure of the set of attribute X with respect to the 
set of existence dependencies F. It is easy to show that the equivalence 

eq:  (F  ⊦[FSED] X ⇛Y) ⇔ (Y ⊆ Ecl(X, F)) holds. 
Let  r ∈ Prel(R) be a partial relation that consists of only one tuple t such that 
(∀A ∈ Ecl(X, F))(T(t[A])) and (∀B ∈ (R − Ecl(X, F)))(t[B] = ?). From A1 and 

eq we obtain that Ecl(X, F) ≠R. Now, it is not difficult to prove that r ⊩F and r 

⊮X ⇛Y, as needed. 
 
Example 3 

We show that  X ⇛Y ⊦[FSED]  XZ ⇛YZ . 

1  X ⇛Y                  hypothesis 

2  YZ ⇛YZ             ed1 

3  XZ ⇛YZ             1., 2., and ed2 
 

As a final result in this Section 4, we characterize the connection between ‘the 
standard world’ and ‘the existence world’. The connection is given in the follow-
ing proposition. 

4.2 Proposition (standard, existence) 

(for all X1,Y1,.., Xm, Ym, X, Y ⊆ R)[ (X1→Y1,.., Xm → Ym ⊨ X → Y) iff (X1 

⇛Y1,.., Xm ⇛Ym ⊨[e] X ⇛Y)] 
 
Proof: A sound and complete formal system for reasoning about functional de-
pendencies, FS2, given in [7], consists of only two rules: reflexivity and general-
ized transitivity. Accordingly, the formal systems FS2 for functional dependencies 
and the formal system FSED for existence dependencies have the same rules (re-
flexivity and generalized transitivity). Therefore, 

(X1→Y1,.., Xm → Ym ⊨ X → Y) iff (X1→Y1,.., Xm → Ym ⊦[FS2] X → Y) iff 

(X1 ⇛Y1,.., Xm ⇛Ym ⊦[FSED] X ⇛Y) iff (X1 ⇛Y1,.., Xm ⇛Ym ⊨[e] X ⇛Y), as 
wanted. 

This proposition says that reasoning based on the standard logical consequence 
for functional dependencies is equivalent  to  reasoning  based on the  existence logical 
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consequence  for  existence dependencies. Therefore, we can say that ‘the stan-
dard world’ restricted to functional dependencies and ‘the existence world’ are 
equivalent with regard to the respective logical consequences. It also means that 
each implication problem in ‘the existence world’ can be solved by solving the re-
spective implication problem in ‘the standard world’, where, as we have already 
mentioned, there are very efficient algorithms for solving implication problems. 

Conclusions 

We have considered standard, strong and weak logical consequences for func-
tional, multivalued and join dependencies in partial knowledge bases. We have 
showed that reasoning based on the standard logical consequence is equivalent to 
reasoning based on the strong logical consequence, whereas reasoning based on 
the standard logical consequence and reasoning based on the strong logical conse-
quence are not equivalent to reasoning based on the weak logical consequence. 
We have introduced a formal system FSED (with only two inference rules) for 
reasoning about existence dependencies. We have proved that the formal system 
FSED is sound and complete. We have defined a logical consequence for exis-
tence dependencies, called existence logical consequence, and proved that reason-
ing about existence dependencies based on the existence logical consequence and 
reasoning about functional dependencies based on the standard logical conse-
quence are equivalent. We also have proved that none of the inference rules of 
Armstrong’s formal system, AFS, holds for the weak logical consequence. In ad-
dition to formally stated propositions (about) logical consequences, we have de-
scribed the semantics of the propositions more metaphorically by using ‘the stan-
dard world’, ‘the strong world’, ‘the weak world’, and ‘the existence world’ 
syntagms. Namely, we have intentionally done it having in mind a possibility of 
applying the properties of reasoning from these worlds in characterizing reasoning 
about knowledge in multi-agent systems. We are going to explore this possibility 
in some of forthcoming papers. 

We also state here the following open problems. 
P1:  Define a sound and complete formal system for reasoning about functional 

dependencies based on the weak logical consequence. 
P2:  Is there a sound and complete formal system for existence dependencies 

with only one inference rule? 
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Appendix 

Proof (Proposition (standard, strong)) 
We want to prove 

(f1, .., fm ⊨f) ⇔ (f1, .., fm ⊨[s] f). 
(⇒) 

Assume (S1) f1, .., fm ⊨f. We need to show (S2) f1, .., fm ⊨[s] f . Let r ∈ Prel(R) 

be an arbitrary partial relation r. Suppose (S3) r ⊩[s]f1, .., r ⊩[s]fm. We would like 

to prove (S4) r ⊩[s]f. Let p ∈ Co(r) be an arbitrary completion of r. We need to 

show (S5)  p ⊩ f. Because of (S3), we obtain 

p ⊩f1, .., p ⊩fm. It follows by assumption (S1) that (S5), that is, (S4) holds, as 
wanted. 

(⇐) 
The proof of this part is similar to the proof of (⇒). 

 
Proof (Proposition (AFS, weak)) 

We need to prove 

wlc1: ⊭[w]  X → Y  if  Y ⊆ X  

wlc2: X → Y ⊭[w] XZ → YZ    

wlc3:  X → Y, Y → Z ⊭[w] X → Z  
 

We have already proved wlc3 (Proposition (standard, weak)). Now we firstly 
prove wlc1 (triviality does not hold). 

Let r be a partial relation over R = AB. 
 
r(A  B) 
=====           
   1   ? 
 

We have that (∀p∈ Co(r))(p ⊩AB → B). Therefore, r ⊮[w] AB → B, as 
wanted. 

In order to prove, wlc2, (augmentation does not hold), we construct a partial re-
lation r over R = ABC as follows. 
 
r(A  B  C)              
=======        
   1   2   3 
   1   ?   4  
 

We have r ⊩[w] A → B  and r ⊮[w] AC → BC, as needed. 
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measurement and control problems. Recently for representing nonlinear systems 
fuzzy and neural network (NN) models became very popular. For evaluating 
measurement data and for controller design also the inverse models are of consid-
erable interest. In this paper, different observer based techniques to perform fuzzy 
and neural network model inversion are presented. The methods are based on 
solving a nonlinear equation derived from the multiple-input single-output 
(MISO) forward fuzzy model simple by interchanging the role of the output and 
one of the inputs. The utilization of the inverse model can be either a direct com-
pensation of some measurement nonlinearities or a controller mechanism for 
nonlinear plants. For discrete-time inputs the technique provides good perform-
ance if the iterative inversion is fast enough compared to system variations, i.e., 
the iteration is convergent within the sampling period applied. The proposed 
method can be considered also as a simple nonlinear state observer which recon-
structs the selected input of the forward (fuzzy or NN) model from its output using 
an appropriate strategy and a copy of the fuzzy or neural network model itself. 
Improved performance can be obtained by introducing genetic algorithms in the 
prediction-correction mechanism. Although, the overall performance of the sug-
gested technique is highly influenced by the nature of the non-linearity and the ac-
tual prediction-correction mechanism applied, it can also be shown that using this 
observer concept completely inverted models can be derived. The inversion can be 
extended towards anytime modes of operation, as well, providing short response 
time and flexibility during temporal loss of computational power and/or time. 

Keywords: inverse modeling, inverse control, iterative methods, fuzzy modeling, 
neural network models, anytime techniques, genetic algorithms, observers, singu-

Annamária R. Várkonyi-Kóczy 

koczy@mit.bme.hu 

Abstract.   Nowadays model based techniques play very important role in solving 

lar value decomposition. 

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 681–702. 
springerlink.com                                                                 © Springer-Verlag Berlin Heidelberg 2009 



1 Introduction 

Model-based schemes play an important role among the measurement and control 
strategies applied to dynamic plants. The basically linear approaches to fault diag-
nosis [1], optimal state estimation [2] and controller design [3] are well under-
stood and successfully combined with adaptive techniques (see. e.g. [4]) to pro-
vide optimum performance. Nonlinear techniques, however, are far from this 
maturity or still are not well understood. Although, there is a wide variety of pos-
sible models to be applied based on both classical methods [5] and recent ad-
vances in handling [6] information, up till recently practically no systematic 
method was available which could be offered to solve a larger family of nonlinear 
control problems. The efforts on the field of fuzzy and neural network (NN) based 
modeling and control however, seem to result in a real breakthrough also in this 
respect. With the advent of adaptive fuzzy controllers very many control problems 
could be efficiently solved and the model based approach to fuzzy controller de-
sign became a reality [7]. Using model based techniques in measurement and con-
trol also the inverse models play a definite role [4]. 

Recently different techniques have been published (see e.g. [7]-[11]) for invert-
ing certain fuzzy models, however, exact inverse models can be derived only with 
direct limitations on the fuzzy models applied. In this paper, an alternative ap-
proach is investigated which is based on the quite general concept of state obser-
vation widely used in measurement and filtering applications. The key element of 
this concept is to force a model of a physical system to “copy” the behavior of the 
system to be observed (see Fig. 1). This scheme is the so called observer structure 
which is a common structural representation for the majority of iterative data 
and/or signal processing algorithms. From Fig. 1, it is obvious that here the inver-
sion of dynamic system models is considered. 

Traditionally, the observer is a device to measure the states of dynamic systems 
having state variable representation. According to our proposition, however, these 
states can be regarded as unknown inputs, and therefore their “copy” within the 
observer as the result of model inversion. In this scheme, the fuzzy models appear 
as static nonlinear Multiple Input Single Output (MISO) mappings from the state 
variables to the system output, i.e., represent the output equation. A copy of this 
output equation is also present within the observer, and in this case observer dy-
namics is simply due to the iterative nature of the algorithm. 

At this point it is important to note that the inversion is not unique if more than 
one input is considered, i.e., from one observer input value more than one output 
is to be calculated. In this paper only unique inversions are investigated, therefore 
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Fig. 1. The observer concept 

the calculation of one controllable input is regarded based on the desired output 
and uncontrollable input values. Although, we also point out the generalization of 
the inversion for more then one input. 

The paper is organized as follows. The possible role of inverse fuzzy models 
and the main features of the explicit inversion methods are described in Section 2. 
Section 3 presents the observer based iterative inversion technique. Section 4 is 
devoted to the genetic algorithm and its application within the inversion proce-
dure. In Section 5 the inversion scheme is extended to be able to operate in any-
time modes. Section 6 details the extension to neural network models and finally, 
in Section 7 illustrative examples are presented. 

2 Inverse Fuzzy Models in Measurement and Control 

Nowadays solving measurement and control problems involves model-integrated 
computing. This integration means that the available knowledge finds a proper 
form of representation and becomes an active component of the computer program 
to be executed during the operation of the measuring and control devices. Since 
fuzzy models represent a very challenging alternative to transform typically lin-
guistic a priori knowledge into computing facilities therefore it worth reconsider-
ing all the already available model based techniques whether a fuzzy model can 
contribute to better performance or not. 

The role of the inverse models in measurements is obvious: observations are 
mappings from the measured quantity. This mapping is performed by a measuring 
channel the inverse model of which is inherent in the data/signal processing phase 
of the measurement. In control applications inverse plant models are to be applied 
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as controllers in feedforward (open-loop) systems, as well as in various alternative 
control schemes. Additionally there are very successful control structures incorpo-
rating both forward and inverse plant models (see e.g. [4]). 

In measurement and control applications the forward and inverse models based 
on fuzzy techniques are typically MISO systems (see Fig. 2) representing static 
nonlinear mappings. Typical Single Input Single Output (SISO) dynamic system 
models are composed of two delay lines and a MISO fuzzy model as in Fig. 3. The 
first delay line is a memory for a limited number of last input samples (u(n), u(n-
1), …) while the second one contains the last segment of the outputs 
( ),...)1(ˆ),(ˆ −nyny . In the scheme of Fig. 3, )1(ˆ +ny  is an estimated system 

output for time instant n+1 calculated from input and estimated output samples 
available at time instant n. It is important to note that there is an inherent delay in 
such and similar systems since the model evaluations take time. The (partial) in-
verse of such a dynamic system is also a SISO scheme (see Fig. 4) which is in cor-
respondence with Fig. 3 except the role of the input and output is transposed. The 
input r(n) is a sample of the reference signal and a predicted value of the input will 
be the model output. It is obvious from these figures that if the forward fuzzy 
model is available only the inverse (nonlinear static) mapping must be derived. 

There are different alternatives to perform such a derivation. One alternative is 
to invert the fuzzy model using the classical regression technique based on input-
output data. To solve this regression problem, iterative algorithms can also be con-
sidered. The result of such a procedure is an approximation of the inverse, and the 
accuracy of this approximation depends on the efficiency of the model fitting ap-
plied. In this case, however, the inverse is not necessarily a fuzzy model in its 
original sense. 
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Fig. 2. Forward and inverse model 
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Fig. 3. Dynamic system model 

Recently very interesting methods have been reported for exactly inverting cer-
tain type of fuzzy models [7]. For the case of the standard Mamdani fuzzy model 
[12] with singletons in the rule consequents exact inverse can be derived. Obvi-
ously the general conditions of invertibility must be met: the forward fuzzy model 
should be strictly monotone with respect to the input which is considered to be re-
placed by the output. If the forward model implements a noninvertible function it 
must be decomposed into invertible parts and should be inverted separately. There 
are, however, several other prerequisites of the exact inversion concerning both 
antecedent and consequent sets, rule base, implication and T-norm, as well as the 
defuzzification method. The construction of the inverse proved to be relatively 
simple at the price of strong limitations. 

There are other promising approaches ([8], [10]) where the inversion is solved 
on linguistic level, i.e. rule base inversion is performed. These techniques can ac-
commodate various fuzzy concepts but must be combined with fuzzy rule base re-
duction algorithms if the number of the input sets is relatively high. 
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Fig. 4. Inverse model 
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3 Observer-B ased  Iterative  Inversion  

Theorem 1 Based on the observer concept, globally convergent MISO fuzzy 
model inversion can be achieved under the assumption of model observability. 

Proof 
See Methods 1 and 2. 
Method 1 
Step 1 Initial direct model building. The general concept of the observer is rep-

resented by Fig. 1. The physical system produces output y and we suppose that its 
behavior can be described by a dynamic system model e.g. like the structure given 
in Fig. 3. 

The fuzzy model can be created based on observed input-output pairs of the 
system, probably with support of human expert knowledge. This system descrip-
tion becomes the inherent part of the measurement procedure and is forced to be-
have similarly to the physical system. A more detailed description of this idea for 
static nonlinear fuzzy model is given by Fig. 5. As an example, here a three-input 
one-output fuzzy model can be seen. 

Step 2 Iteration. Repeat steps 3-5 till convergence or stopping criteria is 
reached. 

Step 3 Estimation of the output-error based cost function. Input x1 is considered 
unknown and therefore to be observed via comparing the output of the physical 
system and that of the model. 

Step 4 Evaluation of the adaptation (forcing) mechanism. 
Step 5 Correction of the unknown model input estimation with the help of step 

3. If the correction (forcing) mechanism is appropriate the observer will converge 
to the required state and produce the estimate of the unknown input. The strength 
of this approach is that this iterative evaluation is easy to implement, e.g., using 
standard digital signal processors. The complete system of Fig. 5 can be embedded 
into a real-time environment, since the necessary number of iterations to get the 
inverse can be performed within one sampling time slot of the measurement or 
control application. 

For the correction several techniques can be proposed based on the vast litera-
ture of numerical methods (see e.g. [13]) since the proposed iterative solution is 
nothing else than the numerical solution of a single variable nonlinear equation. 
The iteration is based on the following general formula 

 ˆ ˆ ˆ ˆ( 1) ( ) [ , ( ), (), ]x n x n correction y y x n f μ+ = + −  (1) 

where y is the output of the unknown system to be inverted, ŷ  denotes the es-

timation of the output produced by the (direct fuzzy) model, f( ) stands for the 
nonlinear function to be inverted and μ for the step size. The convergence proper-
ties of the inversion depend on the convergence properties of the applied correc-
tion technique, i.e. if locally convergent method is used, then only local convergence
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 of  the  iteration  can  be  ensured. Although, after  the convergence of a step, in 
most of the cases, the output remains within a predictable distance of the previous 
output if the input change is under a limit and vice versa. 

One of the simplest solutions is if Newton iteration is applied. In this case, (1) 
has the form of 

 
))(ˆ(
)ˆ()(ˆ)1(ˆ

nxf
yynxnx

′
−

+=+ μ  (2) 

where f'( ) denotes the derivative of the f( ). This latter must be evaluated lo-
cally using simple numerical technique: 

 Δ
Δ−−Δ+

≅′
2

))(ˆ())(ˆ())(ˆ( nxfnxfnxf  (3) 

The computational complexity of this iterative procedure depends mainly on 
the complexity of the forward fuzzy model itself. It is anticipated, however, that 
after the first convergence, if the input of this observer changes relatively smooth-
ly, then in the majority of the cases only a few iterations will be required to 
achieve an acceptable inverted value (see also [S49]). 

In principle the proposed method can be generalized even for two or more 
(forward model) inputs (see Fig. 5). For this generalization, however, it must make 
clear that to calculate two or more inputs at least the same number of (“meas-
ured”) outputs is required. With static nonlinear MISO models this is not possible. 
If the fuzzy model in Fig. 5 is replaced by a dynamic, state variable model, where 
the “inputs” will correspond to the state variables, following the state transitions 
new outputs can be “measured” and as many values can be collected as required to 
the iterative solution of the multi input problem. This idea obviously requires the 
“observability” [2] of the states and the application of state variable models in-
stead of the schemes of Figs. 4 and 5 [14]. The complexity of the iterative tech-
nique to be applied in such cases is under investigation. 
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Fig. 5. Block diagram of the iterative inversion scheme for a three input one output case 
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4 Genetic Algorithms for Fuzzy Model Inversion 

Unfortunately, the simple Newton iteration may fail if the nonlinear function rep-
resented by the fuzzy model has multiple minima. This is because gradient-based 
techniques work using only locally available information. If multiple minima may 
occur global search techniques are to be considered, however usually with a bur-
den of high complexity. 

4.1 The Multiple Root Problem 

Another problem is the case of multiple roots. Fig. 6 illustrates these situations. 
Here a function y=f(x1,x2,…) is shown with fixed x2, … input values. The calcula-
tion of the inverse means to find the corresponding roots x10i (i=1,…) for a given 
y=y0. Unfortunately, in general it is a hard problem to decide which root equals (or 
approximates) the actual fuzzy model input. At our present knowledge the only 
thing we can state is that, having the correspondence, small variations of the input 
should result in small deviation of the estimate. Intuitive techniques based on Tay-
lor series expansion may provide proper orientation, but the general solution is 
still an open issue. 

Since the situation indicated in Fig. 6 is not necessarily typical, there are inter-
vals with one-to-one correspondence between input and output. Based on these 
values the root decision problem can be solved. 

It is important to note at this point that if multiple roots may occur in a region, 
and there is no proper hint available to find the appropriate one, then it is unavoid-
able to search for all the roots and make the decision afterwards. 

y=y0

x1 01 x1 02 x1 03 x1 04

x1

y

MULTIPLE ROOTS LOCAL MINIMUM

 

Fig. 6. Illustration for the multiple roots-local minimum problem 
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4.2 Genetic Algorithm-B ased Inversion 

Genetic algorithms (GAs) [15], [16] are optimization methods which search in the 
entire space to find the global optimum, and they are quite resistant against the 
problem of local minima. The classical versions of GAs are applied to solve dis-
crete optimization problems, however, by applying new forms for representation 
and for genetic operators more and more continuous optimization problems are 
solved based on GAs. 

In the continuous optimizations the chromosomes should store, instead of the 
traditional binary strings (as representation of numbers, e.g. [17]), one or more 
real numbers. Here the so-called direct real coding is used, (see e.g. [18]) which is 
a more efficient representation and it is immune against several unfortunate effects 
[16], [18]. 

The presented methods apply real-coded representation. The chromosome con-
tains basically one real number x that is the candidate for x1. The fitness-function 
ff(x) is derived from the difference d(x) = | f(x) - y|  as ff(x) = M- d(x) where, M = 
max d(x) + min d(x), max and min are evaluated over the entire population. 

The initialization of the population and the mutation are performed in a similar 
way. The population is derived from an interval In which is updated in every gen-
eration. The operators work on random values having uniform distribution over 
this interval. 

If the tracing mode is applied, then the initial population comes from interval 
I0. This interval is around the value x0  with radius r which is derived from the pre-
vious x1 and Δx1  values: x0 = x1 + Δx1, r = Δx1 . As the generations go on, In is 
grown as follows: In,min = I0,min - nv1, In,max = I0,max + nv1, where v1 = 0.5Δx1. 

The crossover operator is the same in both the global search and the tracing 
mode methods. It uses linear interpolation of the function, deriving from parent 

values xA, xB  and from f(xA), f(xB): x x f x x f x
f x f xC

A B B A

B A
0 =

−
−

( ) ( )
( ) ( ) . The final 

children are taken from an interval around xC0, with radius 

r x x x xA C B C= − −0 1 0 0. min( , ) . 

The GAs use roulette wheel selection. The probability of the crossover is 0.8, 
the mutation works with 0.05. The population size is 10. The terminating condi-
tion depends on the error of the best value: d(xb) /|f’(xb)| < E where f’(xb) is esti-
mated by the nearest x to xb, E is the estimation error limit. 

In our experience the performance of the GAs for iterative fuzzy model inver-
sion is quite acceptable, but its computational complexity is relatively high. 

In the followings, as a low complexity global search technique, a new hybrid 
method is presented which is based on the combination of some low complexity 
local search technique (like Newton iteration) and globally convergent genetic al-
gorithms. 
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4.3 The New Globally Convergent Hybrid Inversion Method 

To decrease the complexity of the inversion, a combined technique has been 
elaborated which is basically a Newton method, but if it fails, it is switched to the 
GAs for one iteration. 

Method 2 
Our assumption concerning operation is that of associated with the observer 

mechanism, i.e., a tracking mode, where the iteration is based on a “good”, previ-
ous estimate, since the inputs and the output do not change drastically. The intro-
duction of genetic search can be justified (1) at the beginning, as we start the itera-
tive procedure, and try to find the first estimate of the input, (2) during continuous 
operation, when gradient based search techniques fail due to local minima. In 
other cases the simple Newton iteration might be acceptable. 

The major steps of the combined method are as follows: 
Genetic algorithm: 

Evaluate genetic algorithm 
Switch to Newton iteration 

Newton iteration: 
Set the input variables, evaluate the fuzzy model y = f( ), y(n) 
Evaluate equation (3) 

IF y y n f x n E− 〈( ) / ' ( ( )) , where E > 0 is the estimation error limit, 

THEN stop 

ELSE IF f x n' ( ( )) 〈δ , where δ > 0 is a small number, OR IF the number of 

iterations is larger than a predefined value N, THEN switch to the ge-
netic algorithm 

ELSE Evaluate equation (2) 
n = n + 1 
Switch to Newton iteration 

The advantageous, low complexity figures of the proposed hybrid method has 
been proved by simulations (see also [19]). 

5 Fuzzy Inversion in Anytime Systems 

5.1 Anytime Systems 

In computer-based monitoring, diagnostic, control, etc. systems the operations 
should be performed under prescribed response time conditions. It is an obvious 
requirement to provide enough computational power but the achievable processing 
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speed is highly influenced by the precedence, timing and data access conditions of 
the processing itself. It seems to be unavoidable even in the case of extremely 
careful design to get into situations where the shortage of necessary data and/or 
processing time becomes serious. Such situations may result in a critical break-
down of the monitoring, diagnostic, and/or control systems. The concept of “any-
time” processing tries to handle the case of too many abrupt changes and their 
consequences in larger scale embedded systems. The idea is that if there is a tem-
poral shortage of computational power and/or there is a loss of some data the ac-
tual operation should be continued to maintain the overall performance “at lower 
price”, i.e., information processing based on algorithms and/or models of simpler 
complexity should provide outputs of acceptable quality to continue the operation 
of the complete system. The accuracy of the processing will be temporarily lower 
but possibly still enough to produce data for qualitative evaluations and supporting 
decisions. Consequently “anytime” algorithms [20] provide short response time 
and are very flexible with respect to the available input information and computa-
tional power. The expectations against such algorithms are: Low complexity, 
changeable, guaranteed response time/computational need and accuracy, known 
error. 

Iterative algorithms are popular tools in anytime systems, because their com-
plexity and computational time-need can be flexibly changed according to the 
temporal conditions. Unfortunately, the usability of iterative algorithms is limited 
because adequate evaluation methods can not always be found. 

Besides the iterative algorithms, a wide-range of other types of computing 
methods/algorithms can be used in anytime systems by using modular architec-
tures (see Fig. 7). The applicability of this technique is more general, however, it 
needs some extra planning and considerations. 

Using this latter solution, each module of the system offers several implemen-
tations (having different attribute-values) for a certain task. The units within a 
given module have uniform interface (same inputs, outputs and solve the same 
problem) but differ concerning their computational need and accuracy. In the 
knowledge of the current conditions (tasks to complete, achievable time/resources, 
needed accuracy, etc.), an expert system can choose the adequate configuration, 
i.e., the units which will be used. This means the optimization of the whole sys-
tem, instead of individual modules, i.e., it can be more advantageous to reduce the 
computational complexity and accuracy of some parts of the systems and rear-
range the resources to others offering at the moment more important services. 

5.2 SVD-B ased Complexity Reduction of Fuzzy Inference Systems 

Although fuzzy tools are very popular in engineering systems, their usability is 
limited by their exponential increasing computational complexity. There is no 
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Fig. 7. Anytime system with a modular architecture 

universal method to estimate the necessary number of antecedent fuzzy sets to 
achieve a desired accuracy. In practice, the number of antecedent fuzzy sets is 
usually overestimated resulting in large and redundant rule-bases which require a 
lot of unnecessary computing. A complexity-reduction method can help in the 
elimination of this redundancy, however, in a lot of cases the achieved complexity 
reduction is still not enough for the realization. 

From the lot of known complexity reduction techniques the SVD-based reduc-
tion technique [21] seems very advantageous in anytime systems. It can be used in 
a wide range of fuzzy systems and it makes possible not only the automatic elimi-
nation of the redundancy of the rule-base, but also further, non-exact reductions 
with easily computable complexity and inaccuracy. It is worth mentioning, that 
the SVD-based reduction finds the optimum, i.e., minimum number of parameters 
which is needed to describe the system. 

Definition 1 (SVDR): The SVD based complexity reduction algorithm is based 

on the decomposition of any real valued F  matrix: 

 
T

nnnnnnnn
ABAF

)(,2)()(,1)( 22211121 ××××
=   (4) 

where 
k

A , k=1,2 are orthogonal matrices ( EAA T
kk
= ), and B  is a diagonal 

matrix containing the λi  singular values of F  in decreasing order. The maximum

 number of the nonzero  singular values  is n n nSVD = min( , )1 2 . The singular 
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values indicate the significance of the corresponding columns of
k

A . Let the ma-

trices be partitioned in the following way: 

d
nnnk

r
nnkk rkkrk

AAA
))((,)(, −××

=  
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nnnn
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where r denotes “reduced” and n nr SVD≤ . 

If 
dB  contains only zero singular values then 

dB  and 
d

k
A  can be 

dropped:
rTrr ABAF
21

= . If 
dB  contains nonzero singular values, as well, then 

the 
rTrr ABAF
21

'=  matrix is only an approximation of F  and the maximum 

difference between the values of F  and 'F  equals 

 
1 2( )

1
' ( )1

SVD

r

n

RSVD i n n
i n

E F F λ
×

= +

= − ≤ ∑
.
 (5) 

5.3 Anytime Fuzzy Models 

With the help of the (HO)SVD-based complexity reduction fuzzy systems can be 
operated in an anytime mode [22]. This operational form can be advantageous in 
model inversion, as well. For anytime fuzzy model inversion the forward model 
within the inversion scheme has to be replaced by the appropriate truncated model 
corresponding to the actual circumstances, i.e., the temporarily available amount 
of computational resources and time. The computational need of the inversion 
based on the reduced forward model is directly proportional to the computational 
complexity of the used model, thus the necessary model reduction can be com-
puted. 

Since convergence can be ensured in the observer scheme, the accuracy of the 
inverted model will be determined by the accuracy and the transfer characteristics 
of the forward model. This latter can be approximated locally using e.g. the simple 
numerical technique in equation (3). 

The steps of preparing a fuzzy model to be able to work in anytime inversion 
are, as follows: 

Method 3 
Step 1 First a practically “accurate” fuzzy system is to be constructed. For the 

determination of the rule-base, expert knowledge can be used. Further improve-
ment can be obtained by utilizing training data and some learning algorithm. In 
this step there is no need to deal with the complexity of the obtained model. 
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Step 2 In the second step, by applying (HO)SVD-based complexity reduction 
algorithm, a reduced but “accurate” model can be generated. (In this step only the 
redundancy is removed.) 

Step 3 The SVD-based model can be used in anytime systems either by apply-
ing the iterative transformation algorithm developed for PSGS fuzzy systems [23] 
or in the more general frame of the modular architecture. 

In the first case, the transformation can be performed off-line, before the any-
time operation starts (i.e. it does not cause any additional computational load on 
the system) and the model evaluation can be executed without knowing about the 
available amount of time. The newest output will always correspond to the in the 
given circumstances obtainable best results. 

In the second case, based on the SVD transformed model of the system, further 
non-exact variations of the rule-bases of the model must be constructed. These 
models will differ in their accuracy and complexity. For anytime use, an alterna-
tive rule-base is characterized by its complexity and its error that can be estimated 
by the sum of the discarded singular values. 

The different rule-bases form the different units realizing a given module (Fig. 
7). 

Step 4. During the operation, an intelligent expert system, monitoring the actual 
state of the supervised system, can adaptively determine and change for the units 
(rule base models) to be applied according to the available computing time and re-
sources at the moment. These considerations need additional computational 
time/resources (further reducing the resources). On the other hand, because the in-
ference algorithm within the models of a certain module is the same, only the rule-
bases – a kind of parameter set – must be changed resulting in advantageous dy-
namic behavior. One can find more details about the intelligent anytime monitor 
and the algorithmic optimization of the evaluations of the model-chain in [24]. 

6 Inversion of Neural Network Models 

The presented inversion technique can be generalized to invert neural network 
models, as well [25]. When we refer to “inversion” of a neural network for the ac-
quisition of certain input parameters, we are actually referring to a constrained in-
version. That is to say, given the functional relationship of the NN input to the 
output, we have the forward and want to have the inverse relationships (see Fig. 
8), where x1, x2,…,xn is the input set of  the forward neural network model and y is 
the output vector of the model. Fig. 8b illustrates the inverse NN model, where 
output vector xs is composed of a subset of the input variables of the forward 
model. Given the forward relationship described in a neural network form 

 ),( uxfy s=  (6) 
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where xs stands for the unknown environmental parameters we wish to obtain, 
and u denotes a vector of the known environmental and system parameters 

( uxx s ∪= ), we wish to find an inverse mapping 

 ),( uygx = . (7) 

For the inversion, Method 2 can be used, however with taking into considera-
tion that we need as many input as many output is to be inverted, i.e. e.g. in case 
of a multiple-input-single-output (MISO) system we have to use as many output 
values as input of the inversion scheme as many input parameters are to be in-
verted [22]. 

 

Fig. 8. Forward and inverse neural network models 

 { },,...,1 nxxx = { } { }jin
s xxxxxx ,...,\,...,1≡⊆  

7 Illustrative Examples 

In this Section, to illustrate the proposed iterative inversion method, three simple 
examples are presented. The first one is a three input one output forward fuzzy 
model. The purpose of this model is to describe the frequency, sound intensity and 
age dependency of the human hearing system [26]. The output of the model is the 
sound intensity felt by the person, i.e., the subjective intensity. The inversion of 
this fuzzy model might be interesting if the input sound intensity is to be estimated 
from known subjective intensity, frequency, and age information. 

The inputs are represented by Gaussian shape membership functions: five-five 
sets for the frequency and the input intensity, respectively, and another three to 
represent the age. The characterization of the output is solved by five triangular 
shape sets (see Fig. 9). The rule base of the model consists of 49 rules which is a 
linguistic equivalent of the widely known, measurement-based plots describing the 
human hearing system (see Table 1). Fig. 10 shows the obtained surface as a function
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 of frequency  and sound  intensity  at age of 60 years. The inverse was calcu-
lated by two methods. The proposed iterative gradient method was operated with 

µ=1 and termination condition at E = −10 4  or 50 iterations. The error surface 
given in Fig. 11 is defined as the absolute difference of the original and the calcu-
lated values of the input variable objective intensity ( x x n− ( ) ). The number of 

iterations can be kept at a relatively low level as it is illustrated by Fig. 12. The in-
version was carried out also by using GA based inverse search. The obtained re-
sults (an average of ten independent runs) for the error surface and for the number 
of evaluations are shown in Figs. 13-14. 
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Fig. 9. Input and output fuzzy sets for the frequency, intensity, age, and hearing 
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Fig. 10. The obtained surface as a function of frequency and sound intensity at age of 60 years 

In the second example (Ex2) the inversion is carried out over a relatively dif-
ferent surface containing several local minima. The five-five Gaussian shape sets 
for the input variables and the five triangular shape output sets of the two input 
one output forward fuzzy model are shown on Fig. 15. The rule base of the model 
consists of 25 rules as is given by Table 2. 
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Fig. 11. The error surface (grad. method) Fig. 12. The number of iterations (grad 
method) 
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Fig. 13. The error surface (GA method) Fig. 14. The number of evaluations (GA 
method) 

The obtained surface can be followed on Fig. 16. As it is illustrated by Fig. 17 
the gradient based iteration suffers from the local minima (see also Fig. 18 for the 
number of iterations). The GA based iteration avoids this problem (see Figs. 19-
20). 

To keep the computational complexity on a lower level the proposed combined 
method can be applied. Fig. 21 shows the obtained error surface, while Fig. 22 the 
number of evaluations. 
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Fig. 15. Ex2: input fuzzy sets for x1 and x2(left); output fuzzy sets (right) 
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Fig. 16. Ex2: The obtained surface 
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Fig. 17. Ex2: The error surface (gradient  
method) 

Fig. 18. Ex2: The number of iterations (gradi-
ent method) 
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Fig. 19. Ex2: The error surface (GA method) Fig. 20. Ex2: The number of evaluations (GA 
method) 
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Fig. 21. Ex2: The error surface (combined 
method) 

Fig. 22. Ex2: The number of evaluations 
(combined method) 
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Table 1  Rules of hearing fuzzy-model 

Objective intensity 
Hearing (Age = Young) 

Very low Low Middle Loud Very loud 
Low H1 H1 H2 H3 H5 
Low middle H1 H2 H3 H4 H5 
Middle H2 H3 H4 H5 H5 
Low high H1 H2 H3 H4 H5 

Frequency 

High H1 H1 H2 H3 H5 
 

Objective intensity 
Hearing (Age = Middle) 

Very low Low Middle Loud Very loud 
Low H1 H1 H1 H2 H5 
Low middle H1 H1 H2 H3 H5 
Middle H1 H2 H3 H4 H5 
Low high H1 H1 H2 H3 H5 

Frequency 

High H1 H1 H1 H2 H5 
 

Objective intensity 
Hearing (Age = Old) 

Very low Low Middle Loud Very loud 
Low H1 H1 H1 H2 H5 
Low middle H1 H1 H2 H3 H5 
Middle H1 H1 H3 H4 H5 
Low high H1 H1 H2 H3 H5 

Frequency 

High H1 H1 H1 H2 H5 

H1 = non-audible, H2 = slight noise, H3 = normal, H4 = loud, H5 = painful 

Table 2  Rules of example 2 

Input 2 
Output 

mf1 mf2 mf3 mf4 mf5 
mf1 mf5 mf1 mf3 mf2 mf5 
mf2 mf1 mf3 mf2 mf4 mf5 
mf3 mf3 mf1 mf5 mf2 mf4 
mf4 mf1 mf3 mf4 mf5 mf2 

Input 1 

mf5 mf2 mf3 mf5 mf4 mf1 

Example 3 shows the inversion of the dynamic neural network model of the 
Anti-lock Brake System (ABS). The block scheme of the ABS system is illus-
trated in Fig. 23. The input are the slip (the ratio of the velocities of the vehicle 
and the wheel, i.e. (vehicle speed - wheel speed) / vehicle speed): the desired slip 
(0.2), and the actual slip and the output are the speed of the vehicle and the wheel 

.

.
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The speed of the vehicle and the speed of the wheel together with the adhesion (μ) 
can also be determined from the slip. (From the actual brake pressure we can ob-
tain the actual brake torque and from this latter the wheel speed.) 

The aim of the inverse system is to reconstruct the operation of the ABS in 
time, i.e. having the values of the speed of the car and that of the wheel we are 
able to determine the time diagram of the braking pressure of the ABS. 

In Fig. 24 the speed of the vehicle can be followed, while Fig. 25 shows the 
time dependence of the wheel speed. In Fig. 26 the time dependence of the slip 
(effected by the braking process) is illustrated. The accuracy of the inversion is 
quite acceptable: The relative mean square error of the estimated braking pressure 
or torque (evaluated by the inverse system) compared to the actual value remains 
always less then 1%. 

 

Fig. 23. Block diagram of the Anti-lock Brake System 

  

Fig. 24. Time dependence of the speed of the 
vehicle 

Fig. 25. Time dependence of the speed of the 
wheel 

or the actual slip (see Fig. 23). The system works in the following way: The actual 
slip is compared to the desired slip and based on the result the brake pressure is 
controlled according to the estimated maximum of the allowable brake pressure. 
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Fig. 26. Time dependence of the slip 

Conclusions 

In this paper an “on-line” iterative technique has been proposed to solve the inver-
sion of fuzzy and neural network models for measurement and control applica-
tions. The derivation of this iterative technique is related to the state observer con-
cept which proved to be very successful in the interpretation of the different 
techniques applied on this field. Additionally a step toward completely inverted 
models can also initiated by introducing state variable dynamic models combined 
with fuzzy logic based components. The proposed inversion scheme can be oper-
ated in anytime systems, as well, if as forward model SVD-based fuzzy or NN 
model is used. 
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Distributed Detection System of Security
Intrusions Based on Partially Ordered Events
and Patterns

Abstract. 12 uses a two-
layer hybrid model for detecting intrusions. The system operates on the basis of
partial network flows in real communication operation and provides processing of
these data in real time. First layer consists of detection sensors which provide basic
processing of input data on behalf of statistical methods with a direct connection
to countermeasure modules. Performance and accuracy of the modeling system is
ensured by using central distributed processing, in which the detection of generali-
zed description of partial ordered events is used, preventing the intrusion itself. By
doing so the attack variability issues of the same type are provided.

1   Introduction

Communication security is the basic aspect in every computer system. Technologies
covering network connections, resource sharing and global security profiles create
inclination on system attacks. To ensure prevention of these situations there is a
possibility to implement intrusion detection systems in communication networks.
These systems provide ability to detect intrusions and prevention against attacks on
security systems. Currently it makes a great deal of difficulty to create secure sys-
tem and maintain the security level during system functioning. In some cases it is
impossible to apply global security politics covering the variety of attacks in time
periods. Detection of intrusion from variety of sources represents a complex task.
Searching for intrusion attributes has a non-deterministic character, where the same
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intrusion can be realized by different permutations of the same events. The aim of
this article is to introduce a new architecture of hybrid-distributed system of detect-
ing intrusion based on statistical methods partially ordered events realized by means
of Petri nets. This research is realized in cooperation with the Department of Com-
puters and Informatics and the Institute of Computer Technology of the Technical
University in Košice, supported by VEGA 1/4071/07 and APVV-0073-07.

An intrusion detection system (IDS) inspects all inbound and outbound network
activity and identifies suspicious patterns that may indicate a network or system at-
tack from someone attempting to break into or compromise a system. This system
are called network based IDS. In case, that the sensors perform some basic clas-
sification and data processing, systems can be called distributed IDS. On the base
of collected information’s, IDS can react on intersection attempts and reconfigure
system parts to avoid potential security breach[1].

Standard structure of IDS[5]:

• events generator,
• analytical module,
• storage mechanism,
• countermeasure module.

Distributed architecture is enhancement of classic IDS, which adding follow ele-
ments into IDS structure[9]:

• distributed sensor,
• fusion manager,
• detection module,
• intrusion prevention module,
• centralized database,
• user front-end.

2 Designed Architecture of Intrusion Detection System

The proposed model presumes multilayer processing and distributing of the detec-
tion into remote topology (Fig. 1).

Elements of designed system include[6]:

• modified sensor system,
• system of distributed processing,
• basis of descriptive rules,
• modular system of countermeasures.

System working by this principle supposes the existence of cooperating sensor
systems, to achieve secure high speed data flow. Supposing the use of sensors as
minimal systems of vast amount there is a supposition of lower computing power
hardware platforms, and so in some cases lower rate of detection. This fact in the
research minimized by the use of correct and suitable method in the independent
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Fig. 1.
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Output
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Fig. 2.  Core of evaluation module of proposed DIDS

systems and appended by the exact distribution detection in the core of the entire
system (Fig. 2) by means of intrusion accounts - realized as partially ordered events
in the form of Petri nets. [8].

3 Design of Distributed Intrusion Sensor

Sensor as the main element of the first layer in the intrusion detection system, is
created by the principle of individual detector with the use of statistical methods of
detection[12]. The core of the system is created by a statistical characteristic of the
spotted behavioral system stored in database element, which supports methods of
system behavioral discretion[7]:

 Architecture of proposed hybrid DIDS
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• Explicit defining character of communication by quantitative variables.
• Implicit module of learning and obtaining characteristics by the correct system

state.

In case of detection the design of sensor system itself does not suppose its maxi-
mal exactness, and so exact detection and classifying the continuing occurrence.

The designed multilayer system supposes the use of superior system to ensure
sensitivity and exactness of the detection. For this case the designed sensor com-
municates and sends collected data[1]. To minimize infrastructure load of the high-
speed data networks [15] systems contains filter for merging and minimizing the
event samples requiring the additional handling or processing.(Fig. 3).

Filter

Analyser

Sensor

Analyser

Sensor

IDS sensor based 

on data fusion

Standard IDS 

sensor

In case of the sensor part of the system, there is a need to effectively define areas
of intrusion detection and their responsive actions. Based on practical experiments a
lower sensitivity was confirmed on minor changes for such a system, which resulted
that the system did not detect the attack and failed to prevent this attack. For this
purpose in the project, there was a need to define the dispersal boundary between
the proper and improper state in the protected system. (Fig. 4). This area of research
is defined as inexplicit or uncertain area and its scope was derived from the experi-
mental environment on the basis of Poisson methods of distribution with the use of
mathematical statistics.

Normal State Abnormal StateUndefined State1 2 3

Fig. 4. States of designed system

Based on these distributions areas behavioral profiles and steps for an automatic
response were assigned to the individual areas. Defined areas satisfying those ac-
tions:

• Normal State: no action, update of time-dependent profile,
• Undefined State: alarm and generating data samples for further analysis,

Fig. 3. Structure of sensor subsystem
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• Abnormal State: alarm, the creation, application of countermeasures in the last
step to generate data sample.

On this bases of distribution it is possible to specify the difference between un-
certain and anomalous state just by applying the proactive policy, where in the first
case there is no data flow constrained, there is only a waiting for the classification of
the central system. In the second case the probability of the existence of this event
is high, therefore data flow is blocked and the central system in this case has only
the function of the possible correction module.

4 Distributed Intrusion Detection System

The main part of a distributed system presents a summary of computing nodes for
analysis and identification of events by the means of described rules. This method
provides high accuracy of detection, which is directly dependent on the signature
of time-dependent event in the system. In terms of processing, this method requires
a comparison of large quantities of rules which may cause time delay in system
detection[4]. In order to eliminate the quantity description of intrusions, the system
uses partially ordered events, which significantly reduce the number of evaluation
by reducing the variants of the same attack[8].

Despite the cluster of intrusion descriptions by the partially ordered events, du-
ring the experimental verification the system contained a large number of descriptive
rules to describe the representation of major events. The real set on was conditioned
by the large number of conditions in the shortest possible time - reaching the real
time processing. The isolated systems did not keep processing the system load in the
mentioned limit, and so distributed processing was implemented into the system.

The research is considered on the distribution of data base in terms of:

• source of vectors - data obtained from the network audit,
• descriptive vectors - rules describing adverse events in the system.

Mathematical expressions of load balancing is represented as follows:

Zq,i =
tz(i)

n
x=1 ∑ tz(x)

;DZi = Zq,i× sizeo f (dataVector) =
tz(i)

n
x=1 ∑ tz(x)× (dataVector)

(1)
In terms of testing both variants and implementation, testing distributed data of

both models has been chosen.
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5 The Core Detection of Intrusions in Partially Ordered States

One of the main problems concerning the detection of intrusions in systems lies
in the variability of possible attacks. The same attack can be implemented in se-
veral ways. The proposed DIDS (Fig. 1) architecture makes use of the analyses
of partially-ordered states (Fig. 2) in the core, unlike the classical analysis of the
transitions between states of the monitored system. The attacks are represented as
a sequence of transient states[9] in the classical analysis scheme. The states in the
system correspond with the states in the scheme of the attack, these are Boolean ar-
guments associated with these conditions. These expressions must be net in order to
transition to the next state. Individual conditions are linked by oriented edges, which
represent events or conditions in the change of the state. Such a diagram represents
the current state of the monitoring system. The change of the state is considered
as the intrusion or penetration by the means of events carried out by an attacker,
which begin in the initial state and end in the compromised state. The initial state
represents the state of the systems before the starting the actual penetration. A final
state represents a compromised state a compromised state of the system resulting in
the termination of the penetration. Between the initial and the final state there are
crossing states, which the violator must accomplish to achieve the final result of the
system penetration. The figure 5 is an example[13] of an attack consisting of four
states of an attack.

S1 S2 S3 S4

create(object)           setuid(object)           setuid(object)

exists(object) = false                                 owner(object) = user

user != root                                  setuid(object) = true

owner(object) = user                                owner(object) != user

setup(object) = false                                 setuid(object) = true

Fig. 5. States transition diagram

The conventional method strictly analyzes the features of the transitions states as
an ordered sequence of states[10], without the possibility of overlapping the event
sequence. The proposed DIDS architecture increases the flexibility of the state se-
quence by using partially arranged or ordered events. Partially ordered events spe-
cify the ability when the events are ordered one to another, whilst others are with-
out this feature. Analysis of the partially ordered states allows multiple sequence
of events in the states diagram. Using the partially ordered states in comparison to
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complete ordered states gives us only one description of the permutation of the same
attack.

In the proposed architecture the transitions of partially ordered states are genera-
ted by means of partially ordered planning. Representation using partially ordered
plan is essentially a more complete expression with a respect to fully organized
representation. It allows the planner to postpone or completely ignore the unneces-
sary arrangement withdrawals. In the analysis of the transition states, the number
of complete orders grows exponentially with the growing number of states. This
attribute of complexity in the complete order is eliminated in the case of partially
ordered planning. Using partially ordered notation and its degradation properties it
is possible to deal with complex domain penetrations without the need to use expo-
nential complexity.

Flexibility gained through the representation of partially ordered plans allows
planer to process wide range of domain problems as well as detection of system in-
trusion. Partially order scheme provides a better representation of intrusion charac-
ters as a fully ordered representation - since only necessary dependencies between
events are considered. Figure 6 shows only one dependence between operation touch
and chmod.

S4

S5S3S2S1

exists(x) = false

touch

cp chmod mail

exists(file) = false        owner(file) = user       owner(file) = user      owner(file) != user

user != root          setup(file) = false       setuid(file) = true        setuid(file) = true

Fig. 6. Partially ordered states of penetration

It is not clear what relations are necessary between individual states - as shown
on the figure 5. Figure 6 shows clearly which events precede which. Compromised
state on the figure 6 is possible to represent using formulation of first order logic:

∃ /var/spool/mail/root x

/var/spool/mail/root ∈ x∧
owner(/var/spool/mail/root) = root ∧
setuid(/var/spool/mail/root) = enable

⇒ compromised(x) = true
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The proposed intrusion analyzes approaches the need to identify at least minimal
set of intrusion a necessary dependencies between these characters. Minimal set of
characters assumes the elimination of irrelevant characters of the intrusion itself.

6 Planning Sequence of the IntrusionVV

Intrusion can be defined as a set o events with the target to compromise the integrity,
confidentiality, availability of resources. The proposed IDS architecture includes
a part for planning construction sequence event plans in the core, which consists
of the intrusion. Planning consists of objectives, states and events. Depending on
what needs to be done in the final plans, planning combines current state of the
environment with information based on the final outcome of the events.

The analysis of transitions states is characterized by penetration of the performed
sequences of events, which result form the initial system state to the compromised
state.

Planning is defined as follows[11]:

1. Set the individual steps of the plan. Each step constitutes the action plan.
2. Set dependencies are arranged. Each is in the form of dependence Si ≺ S j, which

means that step Si is performed before step S j.
3. Ties set of variables. Each link in the form of v = x, where v the variable is in a

certain step and x is a constant or another variable.
4. Set of causal links. Causal link is in the form Si

c→ S j. Out of state Si is using c
state S j , where c pre-condition is essential for S j.

Any sign of intrusion has a pre-condition associated, which indicated what must
be met before it is possible to apply event sing related feature. Post-condition ex-
presses the consequence of the event associated with a intrusion. The task of plan-
ning is to find a sequence of events, which has resulted into the actual penetration
to the system. The objective of planning in the proposed IDS system is to find a
sequence of events, their dependencies and to create a final character order of the
intrusion.

Algorithm of partially ordered planning starts with a minimum part plan (sub-
plan) and in each step this plan is expanded by the means of achievable pre-condition
step.

6.1 Planning

The aim of this section is representation of algorithm planning in the proposed IDS
architecture. The plan is to represent penetration by a triplet 〈A,O,L〉, where A is
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a set of events, O is a set of ordered dependencies over set A, and L is a set of
causal connections. The planner starts its operation with an empty plan, and gra-
dually refines this plan and has to meet the conditions of consistency defined in the
set O. Key step in this activity is to store states of past decisions and also conditions
for these decisions. To ensure consistency between the various events storing rela-
tions between events by means of causal connections is done. Causal connection is
structure consisting of two connections to the events of the plan (producer Ap and
consumer Ac) and expression Q, which is a result of Ap and pre-condition Ac. Entry

is represented as Ap
Q→ Ac and the connections are stored in the set L. Causal con-

nections are used to detect the interference between new and past decisions. Classed

as a threat. In other words, if 〈A,O,L〉 represents a plan and Ap
Q→ Ac is the L. Let

At is another event in the A, At threatening Ap
Q→ Ac if:

• O∪{Ap < At < Ap} and
• At has ¬Q as result

If the plan includes the threat of this plan may not satisfy the specified conditions
defined on 〈A,O,L〉. The planner must take into account threats when creating the
final plan. The algorithm can add additional ordered dependencies by insuring the
implementation of At before Ap. This method of removing threats represents so
called - dismantling plan.

Planning (〈A,O,L〉 ,agenda,Λ )

1. Completion:If the agenda is empty, return 〈A,O,L〉.
2. Target selection: 〈Q,Aneed〉 is a pair in the agenda (according Aport ∈ A

and Q is conjunction of preconditions Aneed).
3. Event selection: Aneed = event selection that adds to Q one of the new

events from Λ , or the event already in A, possible to be ordered according to
Aneed . If there does not exist any of the mentioned events, return error. Let

L
′
= L∪{Aadd

Q→ Aneed}, and O
′
= O∪{Aadd} and O

′ ∪O
′ {A0 < Aadd <

A∞} otherwise A
′
= A).

4. Update set of events: Let agenda
′
= agenda− {〈Q,Aneed〉}. If Aneed is

a new instance, than for each conjunction Qi of its precondition add
〈Qi,Aadd〉 to agenda

′
.

5. Protection of casual connections: For each operation At , that can threaten
the casual connections Ap

R→ Ac ∈ L
′

select consistent ordered dependen-
cies:
• Factorization : Add At < Ap to O

′

6. Recursive calling:
Planning (

〈
A
′
,O

′
,L

′
〉

,agenda
′
,Λ )
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The core of planning is represented by planning algorithm above, which searches
the state space plans. The algorithm starts with an empty plan, step by step exe-
cutes the non-deterministic event sequence choice until all pre-conditions are met
by means of causal connections. Partially arranged dependencies of the final plan
represents only a partial ordered plan, which solves the chosen problem of plan-
ning. The arguments of the algorithm are planning structure and plan agenda. Each
agenda item is a pair of 〈Q,A〉, where Q is conjunction of pre-conditions Ai.

7 Implementation and xperimental V alidation of Proposed
odel

Implementation of designed model was realized based on object oriented coding, in
term of direct access to systems source and to devices of distributed processing, was
chosen language C++, which in term of:

1. Sensors system promoted:

• cases
• reindexed field
• data structure
• communication and sampling bookcases
• high performance and speed of processing

2. central distributed systems :

• distributed environment - MPI
• supply of data structure

Experimental architecture attest was realized in two environments, within the
first testing of portability and architecture function was used laboratory conditions.
After that, for efficiency revision of parameters was system tested in real conditions
for securing asked data flow and amount of watched datagram.

Verification of sensor subsystem

Isolated system of sensors was attached to a protected computer network, where its
function was verified in the actual operation (Fig. 7).

Graphs reflecting the abilities and limits to the applicability of proposed sensor
system where created on the basis of performance measurements. The first param-
eter was the difficulty of the system resources - in terms of CPU. Analysis of flow
in real time required more architectures because of their spatial and pricing comple-
xity(Fig. 8).

From the measured values, it is clear that the tops of the sensor system were
stored in the profile during the transitional intervals. During time interval of one

E
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hour the tops did not exceed the value of 42% of system load configuration. Me-
mory intensity was another observed parameter, where it is necessary to verify the
occupancy of memory elements during the operation of sensor system.(Fig. 9).

The use of RAM (operating memory) in real time during the detection did not
exceed the value of 100 megabytes not even by using 55 000 pps which provides the
possibility to use the sensor in high-speed networks or in networks with great load
during their operation.

Verification of distributed system

Experimental verification of this system was done in a more complex topology,
where it was necessary to process data from several sensor subsystems. The process
has been implemented in the MPI GRID system, realized in a mutual workplace of
FEI and SAV(Fig. 10).

Fig. 7 Experimental topology of sensor subsystem
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Fig. 10. Experimental topology of proposed DIDS

Testing showed that the use of production nodes in the GRID system is efficient
in the terms of load distribution and increase of the processing speed by means
of descriptive rules. Based on the existence assumption of large quantities of de-
scriptive rules distributed processing has been chosen. Testing comparison of this
analysis was observed on thirteen nodes of the tested system. The results suggested
the possibility of processing large number of rules(Fig. 11).

The sum characteristic of these rules showed that processing the number of 700
000 rules (Fig. 12) in the distributed system is possible in six seconds by using the
current hardware configuration.

Based on the experimental verification it was possible to derive parameters of
evaluation efficiency, acceleration and overbalance:
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=
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(1)
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=

57134567[µs]
5088769[µs]

= 11.22934 (2)

En(p) =
Zn(p)

p
=

Z 7400
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(13)

13
=

11.22934
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= 0.8637 (3)

Vn(p)=
Tn(1)max−Tn(1)min

Tn(1)min
=

T 7400
20000

(1)max−T 7400
20000

(1)min

T 7400
20000

(1)min
=

4688769−4016918µs
4016918µs

= 0.16725 (4)

8 Goals of Designed IDS Architecture

Starting from initiated study, it was possible to derive next contributions and ad-
vances in listed domain:
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Method expansion in hybrid detection within fusion of aggregate attack:

• detection of intrusion by modified statistic method with assistance of reconfigu-
ration and sensor subsystem hierarchy;

• extract handling model of undefined state;
• detection based on signatures and dynamic balancing within processing DS;

Design of architecture DIDS for high-speed hybrid networks:

• architecture expansion of sensor system by event analyzer and by configuration
data;

• arrange and association model for insurance of multi-sensor fusion;
• model of revision of basis knowledge’s, amount minimization and verification of

rules;

Implementation of designed methods to application environment and creating of
prototype DIDS:

• functional program needed for validation of design by use of bookcases and in-
novation algorithm;

• object-oriented coding (threads, indexed cases and bookcases) and its perspective
efficiency in similar;

Experimental attest of designed system and theory in real environment of extreme
character:

• demonstration of minimization requirement and so use of solution and its met-
hods;

• detection exactness of controlled system, results in detection of DOS and DDOS
attacks;

• important results in processes of balancing and dividing of load applicable in
several DS;

Benefits of this work are an important contribute to VEGA 1/4071/07 projects
(Security architecture of heterogeneous distributed and parallel computing system
and dynamical computing system resistant against attacks) and APVV 0073-07
(Identification methods and analysis of safety threats in architecture of distributed
computer systems and dynamical networks). Extension of this work is feasible in
the application of creation and automated generation of description rules within
system detection on behalf of sign intrusion. Efficient decoding of datagrams to a
higher layer of network communication to ensure the detection to the application
level (deep packet inspection).

9 Conclusion

Data security is one of the priorities in the communication technology. This paper
deals with the methods of intrusion detection in high-speed networks. The paper
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points out analysis methods of data input flow, proposing its expansion and the spe-
cification on the basis of trends in current systems. Description of the methods on
a partially ordered events provide not only a time-dependent description of events
in the system, but also an effective way of reporting events preceding the existence
of distortion and minimizing the required number of attack descriptions of the same
type. Hybrid detection associated with detection has a principle of monitoring the
signature, decreases the reaction time of the system and brings up methods for real
time monitoring. Distributed methods of detection can be accelerated by using dis-
tributed description rules. Experimental verification results in practical implemen-
tation results, performance measurement and efficiency of proposed methods. Work
focuses on the structure and classification, distributed approach and its implementa-
tion in IDS. Emphasis is placed on communication security and a proposed model
of distributed intrusion detection.
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Košice (2002) ISBN 80-7099-824-5
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Wireless Sensors Networks – Theory and 
Practice 

Department of Informatics, University of Szeged, Árpád tér 2, H-6720 Szeged, Hungary 

Abstract.   Additional advantages of WSNs are the possibility of control and 
monitoring these applications from remote places and having a system that can 
provide large amounts of data about those applications for longer periods of time. 
This large amount of data availability usually allows for new discoveries and fur-
ther improvements. [3] 

Keywords  Wireless sensor networking, Greenhouse, Embedded systems, Sun 
SPOT. 

1 Sensors 

A sensor is a device that measures a physical quantity of signals and converts it 
into a voltage or current, analog or digital signal which can be read by an ob-
server, instrument or by an computer (microcontroller) based instrument. Sensors 
are used in everyday objects. For accuracy, all sensors need to be calibrated 
against known standards. [16] 

The following list of sensors is sorted by sensor types [16]: 

• Acoustic, sound, vibration 
• Automotive, transportation 
• Chemical 
• Electric current, electric potential, magnetic, radio 
• Environment, weather 
• Flow 
• Ionising radiation, subatomic particles 
• Navigation instruments 
• Position, angle, displacement, distance, speed, acceleration 
• Optical, light, imaging 
• Pressure, force, density, level 
• Thermal, heat, temperature 
• Proximity, presence 
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2 Wireless Sensors Network 

Nowadays the modern technologies and scientific developments in sensor tech-
niques and wireless communication technologies have made available a new type 
of communication network. These equipments are battery-powered, integrated 
wireless sensor devices. Wireless Sensor Networks (WSNs), are self-configured 
and are without infrastructures. WSN collects data from the environment and 
sends it to a destination site where the data can be observed, memorized and ana-
lyzed. Wireless sensor devices responds to a “control site” on specific requests, or 
can be equipped with actuators to realize commands. We can divide these net-
works in two groups, Wireless Sensor and Actuator Networks. 

At present time, due to economic and technological reasons, most available 
wireless sensor devices are very constrained in terms of computational, memory, 
power, and communication capabilities. The research on WSNs is concentrated on 
design of improving the energy- and computationally effectiveness. The main goal 
is to find new algorithms and protocols. The application field has been restricted 
to simple data-oriented monitoring and reporting applications. All this is changing 
very rapidly, as WSNs are capable of performing more advanced functions and 
handling multimedia data are being introduced. New network architectures with 
heterogeneous devices and expected advances in technology are eliminating cur-
rent limitations and expanding the spectrum of possible applications for WSNs 
considerably. 

Wireless Sensor Device has 6 main parts (Figure 1): 
• sensor, 
• I/O interface, 
• memory, 
• processor, 
• radio and 
• battery. 

 

 

Fig. 1. General architecture of a wireless sensor device 
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3 The Architecture of Wireless Sensor Network 

A wireless sensor network (WSN) is a wireless network consisting of spatially 
distributed autonomous devices using sensors to cooperatively monitor physical or 
environmental conditions, The development of wireless sensor networks was 
originally motivated by military applications such as battlefield surveillance. 
However, wireless sensor networks are now used in many industrial and civilian 
application areas, including industrial process monitoring and control, machine 
health monitoring, environment and habitat monitoring, healthcare applications, 
home automation, and traffic control. In addition to one or more sensors, each 
node in a sensor network is typically equipped with a radio transceiver or other 
wireless communications device, a small microcontroller, and an energy source, 
usually a battery. 

 

 

Fig. 2. Wireless sensor network 

The envisaged size of a single sensor node can vary from shoebox-sized nodes 
down to devices the size of grain of dust, although functioning 'motes' of genuine 
microscopic dimensions have yet to be created. Normally a sensor network is a 
wireless ad-hoc network, each sensor supports a multi-hop routing algorithm. A 
typical Wireless Sensor Network is shown in Figure 2. 

All Wireless sensors are equipped with low-power 16 or 32 bit RISC microcon-
trollers running at low frequencies, their computationally capacities are low-
pitched. The microcontrollers can be set to sleep mode. 

The Random Access Memory (RAM) is restricted to a few hundreds of kilo-
bytes to store application related data. The Read-Only Memory (ROM) is to store 
program code, include a few hundreds of Electrically Erasable Read-Only Mem-
ory (EEPROM). 
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The radio transceiver is a complete half-duplex radio link, contains all circuits 
to send and receive data over the wireless media: 

• modulator, 
• demodulator, 
• D/A digital to analog converter, 
• A/D analog to digital converter, 
• amplifiers, 
• filters, 
• mixers and 
• antenna. 

The used frequencies in WSN technology are: 
• 400 MHz, 
• 800–900 MHz, 
• 2.4 GHz, 
• Industrial frequency band, 
• Scientific frequency band and 
• Medical (ISM) frequency band. 

4 Network Architectures 

Figure 3 presents a typical wireless sensor network architecture with radio and 
internet connection. 

 

 

Fig. 3. General wireless sensor network architectures 

The presented architecture has two advantages: 
• It is possible use very different equipments and 
• The modification of system is always possible with new elements. 
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5 Type of Wireless Technologies 

Some representation of wireless transmission technology are shown in Table 1. 
with characteristic parameters [7]. 

 
Table 1. Comparison of four wireless network technologies 

 

 Wi-Fi Bluetooth ZigBee 

Standard IEEE 802.11b,g IEEE 802.15.1 IEEE 802.15.4 

Frequency 

band 
2.4 GHz 2.4 GHz 

868/915 MHz, 2.4 
GHz 

Data rate Up to 22 Mb/s 1 Mb/s 20/40/250 kb/s 
Network to-

pology 
32 active nodes 8 active nodes 255 active nodes 

Range 100 m 10 /100 m 10/100 m 
Battery life h Days Years 

Cost Relatively high Relatively low Lowest 

Applications Wireless internet access 
Data and voice access, Ad-

hoc networking 
Remote monitor-
ing and control 

6 Small Programmable Object Technology (Sun SPOT) 
Sun™ 

The current part describes the implementation and configuration of the wireless 
sensor network using the Sun SPOT platform. Sun SPOT is a small electronic de-
vice made by Sun Microsystems. They have a wide variety of sensors attached to 
it. Sun SPOTs are programmed in a Java programming language, with the Java 
VM run on the hardware itself. It has a quite powerful main processor running the 
Java VM “Squawk” and which serves as an IEEE 802.15.4 wireless network node. 
The SPOT has flexible power management and can draw from rechargeable bat-
tery, USB host or be externally powered. The Sun SPOT is designed to be a flexi-
ble development platform, capable of hosting widely differing application mod-
ules. 

6.1 Wireless Sensor Networks Using Sun SPOT Devices 

Wireless sensor networks with Sun SPOTs consist of tiny devices that usually 
have several resource constraints in terms of energy, processing power and mem-
ory. In order to work efficiently within the constrained memory, many operating 
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have made the deployment of sensor networks to monitor various aspects of the 
environment increasingly possibilities. Wireless Sensor Networks have recently 
received a lot of attention within the research community since they demand for 
new solutions in distributed networking. A common scenario associated with these 
networks is that tiny nodes, equipped with several sensors and hardware for wire-
less communication, are deployed randomly and in large numbers within a certain 
area. In order to report the data they gather in their proximity to an interested ap-
plication or user, nodes connect to their neighbors and send valuable information 
on a multi-hop path to its destination. 

The concept of wireless sensor networks is based on a simple equation: 

 Sensing + CPU + Radio = Thousands of potential applications 

As soon as people understand the capabilities of a wireless sensor network, 
hundreds of applications spring to mind. It seems like a straightforward combina-
tion of modern technology. However, actually combining sensors, radios, and 
CPU’s into an effective wireless sensor network requires a detailed understanding 
of the both capabilities and limitations of each of the underlying hardware compo-
nents, as well as a detailed understanding of modern networking technologies and 
distributed systems theory. 

Wireless sensor networking is one of the most exciting technologies to emerge 
in recent years. Advances in miniaturization and MEMS-based sensing technolo-
gies offer increases by orders of magnitude in the integration of electronic net-
works into everyday applications. Traditional microcontroller design strategies 
have not reached the best possible power consumption, especially for the special-
ized application set of sensing networks. Power efficiency is a prime concern in 
wireless sensors, whether powered by a battery or an energy-scavenging module. 
Trends in miniaturization suggest that the size of wireless sensors will continue to 
drop, however there has not been a corresponding drop in battery sizes. 

6.2 Sun SPOT 

One of the most poplar technologies in the WSN area is Sun SPOT (Small Pro-
grammable Object Technology). It contains 32-bit ARM9 CPU, 512 K memory, 2 
Mb flash storage and wireless networking is based on ChipCon CC2420 following 
the 802.15.4 standard with integrated antenna and operates in the 2.4 GHz to 
2.4835 GHz ISM unlicensed bands. The IC contains a 2.4 GHz RF transmit-
ter/receiver with digital direct sequence spread spectrum (DSSS) baseband modem 
with MAC support. Figure 4 presents the Sun SPOTs processor board. 

 

systems for such devices are based on an event-driven model rather than on multi-
threading. Continuous advancements in wireless technology and miniaturization 
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Fig. 4. Sun SPOT processor board 

The sensor board integrates multiple sensors, monitoring LED and interactive 
switches into one board. All the facilities of this board are programmable in Java. 
 

 
Fig. 5. Sun SPOT sensor board 

The facilities of the sensor board are: 
• One 2G/6G 3-axis accelerometer 
• One temperature sensor 
• One light sensor 
• Two 8-bit tri-color LEDs 
• 6 analog inputs 
• Two momentary switches 
• 5 general purpose I/O pins 

The internal battery is a 3.7 V rechargeable lithium-ion prismatic cell. The bat-
tery has an internal protection circuit to guard against over discharge, under volt-
age and overcharge conditions. The battery can be charged from either the USB 
type mini-B device connector or from an external source with a 5 V power supply. 
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6.3 Java 

The Java programming language is a general-purpose concurrent class-based ob-
ject-oriented programming language, specifically designed to have as few imple-
mentation dependencies as possible. It allows application developers to write a 
program once and then be able to run it everywhere on the Internet. The most 
popular developing environment for Java is Netbeans IDE. 

A major benefit of using bytecode is porting. However, the overhead of inter-
pretation means that interpreted programs almost always run more slowly than 
programs compiled to native executables would, and Java suffered a reputation for 
poor performance. This gap has been narrowed by a number of optimization tech-
niques introduced in the more recent JVM implementations. 

One such technique, known as just-in-time (JIT) compilation, translates Java 
bytecode into native code the first time that code is executed, then caches it. This 
results in a program that starts and executes faster than pure interpreted code can, 
at the cost of introducing occasional compilation overhead during execution. More 
sophisticated VMs also use dynamic recompilation, in which the VM analyzes the 
behavior of the running program and selectively recompiles and optimizes parts of 
the program. Dynamic recompilation can achieve optimizations superior to static 
compilation because the dynamic compiler can base optimizations on knowledge 
about the runtime environment and the set of loaded classes, and can identify hot 
spots - parts of the program, often inner loops, that take up the most execution 
time. JIT compilation and dynamic recompilation allow Java programs to ap-
proach the speed of native code without losing portability. 

6.4 Examples 

The sensor board includes a 3D accelerometer, a temperature sensor, a light sen-
sor, eight LEDs, two switches, five general-purpose I/O pins and four high current 
output pins. Because of its Java implementation, programming the Sun SPOT is 
surprisingly easy. The task of developing and deploying applications on a Sun 
SPOT using the Sun SPOT Software Development Kit (the Sun SPOT SDK) can 
be demonstrated with a few examples. 

6.5 Reading Data from 3-Axis Accelerometer 

The three-axis accelerometers measure acceleration in three dimensions. Acceler-
ometers are very handy for measuring the orientation of an object relative to the 
earth, because gravity causes all objects to accelerate towards the earth. The range 

412 I. Matijevics



tion is 461 to 463 for X, Y and Z axis. The example below shows the proper us-
age. 

 

import com.sun.spot.sensorboard.EDemoBoard; 

import com.sun.spot.sensorboard.peripheral.IAccelerometer3D; 

private IAccelerometer3D accel = EDemoBoard.getInstance().getAccelerometer(); 

int tiltX = (int)Math.toDegrees(accel.getTiltX()); // returns [-90, +90] 

double GForceX = accel.getAccelX(); 

6.6 Reading Data from Temperature Sensor 

This sensor is capable of detecting the environmental temperature. The tempera-
ture value which is read from the sensor is a raw value that represents a tempera-
ture number without the standard of Celsius or Fahrenheit. The model of the tem-
perature sensor is ADT7411 with a 10-bit temperature to digital converter which is 
capable of detecting -40 to +125 Celsius. The range of the raw value is 0 to 1023. 
The following mathematical algorithm can be applied to convert the raw reading 
into Celsius or Fahrenheit. 

 

import com.sun.spot.sensorboard.EDemoBoard; 

import com.sun.spot.sensorboard.io.ITemperatureInput; 

private ITemperatureInput tempSensor = EDemoBoard.getInstance().getADCTemperature(); 

double tempF = tempSensor.getFahrenheit(); // The value converted to Farenheight 

double tempC = tempSensor.getCelsius(); // The value converted to Celcius 

6.7 Reading Data from Light Sensor 

The light sensor measures the range from darkness to lightness and converts it to a 
raw value. The range for the raw light value is 0 to 1023. The value represents the 
intensity of detected light. 

 

import com.sun.spot.sensorboard.EDemoBoard; 

import com.sun.spot.sensorboard.peripheral.ILightSensor; 

private ILightSensor lightSensor = EDemoBoard.getInstance().getLightSensor(); 

int lightLevel = lightSensor.getValue(); 

of value for each axis is 4 to 929. The default value without having any accelera-
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6.8 Configuring the 8 Tri-Color LEDs 

There are eight tri-color LEDs located on the sensor board. These LEDs are able 
to flash with a range of colors. The typical use of these two LEDs is to show the 
status when an application is in a particular state. Therefore, it might be easier for 
a developer to see the current progress of an application. The color of the LEDs is 
shown with red, green and blue. The range of each color for intensity is 0 to 255. 

 

import com.sun.spot.sensorboard.EDemoBoard; 

import com.sun.spot.sensorboard.peripheral.ITriColorLED; 

import com.sun.spot.sensorboard.peripheral.LEDColor; 

private ITriColorLED [] leds = EDemoBoard.getInstance().getLEDs(); 

leds[i].setOff(); // turn off LED 

leds[i].setRGB(int red, int green, int blue ); // set color 

leds[i].setColor(LEDColor.MAGENTA); 

leds[i].setOn(); // turn on LED 

7 Distant Monitoring and Control for Greenhouse Systems 
Using Sun SPOT 

This Web based distant greenhouse monitoring system uses a PIC microcontroller, 
that will allow you to monitor and control the greenhouse laboratory from any 
Internet connection. The described system is highly customizable and easily 
adaptable to particular deployment requirements. The main idea is to develop the 
greenhouse laboratory which can be used by students of our faculty from home. 
The hardware part consists of several modules. Some of them such as the devel-
oper board and monitoring console are essential and the rest can be adjusted ac-
cording user requirements. This study presents the development of a web-based 
remote control laboratory using a greenhouse scale model for teaching greenhouse 
climate control techniques using different hardware and software platforms in-
cluding the Sun SPOT devices. 

7.1 Introduction 

The glass house is a construction where plants are grown. The glass house is con-
structed of glass; it heats up because the sun’s electromagnetic rays heat the 
plants, soil and other things inside the glass house. The heated air remains inside 
the walls and roof of the glass house. 

In the remote greenhouse laboratory, students, as future professional engineers, 
develop practical skills that enhance their qualities of develop and control the 
model of the real system. Climate control is vitally important to the operation of 
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greenhouses. New, specialized, electronic climate control systems have become 
available on the market. From an energy efficiency point of view, significant sav-
ings in heating, cooling, watering costs are possible with these systems. For ex-
ample, strawberries are a plant that you can grow easily in the greenhouse. The 
difference in growing strawberries to that of tomatoes in the greenhouse is follow-
ing: on the tomato plant only the leaves that are on the top of the plant will get 
sunlight. The top leaves will shade the lower leaves. The strawberry plant grows 
outward, so all the leaves on this plant will receive light, making the strawberry 
plant an easy choice for beginner gardeners. Because the strawberries do not get 
light from other sources, the amount of sunlight they receive will have to be regu-
lated. A good rule of thumb is ten to twelve hours of light, sunlight, or indoor light 
for good production. 

All types of strawberry plants will require cooler temperatures in order to pro-
duce strawberries. The weather outdoors also has to be taken into consideration. If 
there were three or four weeks of cooler temperatures in the spring months, or 
possibly six to seven weeks; this is what has to be to replicated in the greenhouse. 

7.2 Solution 

Assembling the web server happened in several steps, as there was a new task af-
ter the realization of each step. The web surface is simple and transparent, the 
various hardware components can be easily controlled. The image of the web cam 
can be seen on the internet, thus the user has a visual image of the virtual labora-
tory. The source code is simple, understandable and therefore, applicable for fur-
ther development. The web server’s basic function is the web surface, through 
which the specific components can be controlled. The Sun SPOT device is used 
for temperature monitoring and lightness measuring. 

 

 

Fig. 6. The whole remote control system realized so far 
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Through this the various elements of the laboratory which are connected to the 
server can be controlled from any point of the earth using only the web browser, 
furthermore, feedback from the controlled objects will also be sent. 

 

 

Fig. 7. Screenshot from the system 

For the display of the real time video streaming the web browser is also of vital 
importance, as it can be only accessed via the internet. 

Conclusion 

Glass houses protect plantations from too great heat or cold, protect the plants 
from snow storms, dust and stops pests from reaching the plants and fruits. Light 
and temperature control makes it possible to transform unused plots of land into 
productive soil. Glass houses cannot feed hungry nations where cultures cannot 
survive due to harsh desert or artic environment. The closed environment of the 
glass house has its own special conditions compared to production in natural envi-
ronment. Pests and diseases, just like great heat and air humidity have to be con-
trolled, while watering is essential for the plants. It may be the case that significant 
additions in terms of water and light must be made, especially with winter produc-
tion of warm period vegetables. Special types of cultures, such as tomato, for ex-
ample, are generally used for commercial production. The glass used for glass 
houses acts as a selective medium of transfer of various spectral frequencies. Its 
effect is to trap the energy inside the glass house, which heats the plants and soil. 
This also warms up the air near the soil, which cannot rise and escape. 
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Image Processing Using Polylinear Functions on 
HOSVD Basis 

John von Neumann Faculty of Informatics, Budapest Tech 
Bécsi út 96/B, H-1034 Budapest, Hungary 

Abstract.   The main aim of the paper is to introduce a new representation domain 
advantageously usable also in the field of image processing. In this case the image is 
represented by polylinear functions on HOSVD basis. The paper gives an overview, 
how these functions can be reconstructed and how they can be applied in case of 
image processing. Comparing to other domains, using the proposed domain the 
image can be expressed by a reduced number of components (polylinear functions) 
by maintaining its quality. The efficiency of this representation form is demon-
strated by performing an image resolution enhancement trough this new domain by 
maintaining its quality significantly. 

1 Introduction 

Digital image processing plays an important role in most of the nowadays applica-
tions. Numerous applications of numerous fields are strongly related to recon-
struction of surfaces from a given set of discrete points [4] [5]. 

Numerical reconstruction or recovering of a continuous intensity surface from 
discrete image data samples is considered for example when the image is resized or 
remapped from one pixel grid to another one. In case of image enlargement the 
colors of such missing pixels should be estimated. One common way for estimating 
the color values of missing points is interpolating the discrete source image. There 
are several issues which affect the perceived quality of the interpolated images: 
sharpness of edges, freedom from artifacts and reconstruction of high frequency 
details [10]. 

There are numerous methods approximating the image intensity function based 
on the color and location of known image points, such as the bilinear, bicubic or 
spline interpolation all working in the spatial domain of the input image. Depending 
on their complexity, these use anywhere from 0 to 256 (or more) adjacent pixels 
when interpolating. The more adjacent pixels they include, the more accurate they 
can become, but this comes at the expense of much longer processing time [12]. 
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Bilinear Interpolation determines the value of a new pixel based on a weighted 
average of the 4 pixels in the nearest 2 x 2 neighborhood of the pixel in the original 
image. The averaging has an anti-aliasing effect and therefore produces relatively 
smooth edges with hardly any jaggies [12]. 

Bicubic goes one step beyond bilinear by considering the closest 4x4 
neighborhood of known pixels. Since these are at various distances from the un-
known pixel, closer pixels are given a higher weighting in the calculation. Bicubic 
produces noticeably sharper images than the bilinear one, and is perhaps the ideal 
combination of processing time and output quality. This is the method most com-
monly used by image editing software [12]. Because of the spatial domain the 
image in these cases is represented as a set of discrete color values without any 
useful predefined properties. 

There are also image zooming methods based on partial differential equations 
[8], multiscale geometric representations [9], some are merging a set of 
low-resolution images into a high-resolution image [7], some methods are extend-
ing the above basic interpolation methods by considering also the image local 
features [11]. 

It is well known, that many kind of image enhancement procedures can be per-
formed much more efficiently when working in other domain. Representing an 
image in other domain can give us new possibilities by the processing. These rep-
resentations are related to expressing the image intensity function as a linear com-
bination of simpler functions (components) having useful predefined properties. 

In case of Fourier series these functions are trigonometric and the domain con-
nected to this representation is called the frequency domain. Many procedures like 
detecting edges, smoothing, image compression, etc. can be performed much more 
effectively in this domain then in spatial one. On the other hand to represent the 
image in frequency domain without meaningful quality decline, relatively large 
number of trigonometric components is needed. 

In this paper we propose a new representation form for digital images using 
polylinear functions on Higher Order Singular Value Decomposition (HOSVD) 
basis. The main goal of the paper is to numerically reconstruct these polylinear 
functions using the pixels of the original image. As demonstration of the effec-
tiveness of this concept these functions will be used for resolution enhancement of 
an image. In case of HOSVD-based representation the number of polylinear func-
tions (components) expressing the image without disturbing its quality will be much 
more less then the number of trigonometric components in case of Fourier based 
representation of the same image. 

The paper is organized as follows: Section theory gives a closer view how to 
express a multidimensional function using polylinear functions on HOSVD basis, 
and how to reconstruct these polylinear functions, Section 3 describes how this 
representation can be applied in case of digital images, and how the enlargement of 
an image in this case works. Section 4 shows the experimental results and finally 
conclusions are reported. 
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2 Theoretical Background 

The  approximation  methods  of  mathematics  are  widely  used  in  theory and  
practice for several problems. If we consider an n -variable smooth function 

[ ]1( ), ( ,..., ) , , , 1 ,T
N n n nf x x x x x a b n N= ∈ ≤ ≤  

then we can approximate the function ( )f x  with a series 

 
1

1 1

1

,..., 1, 1 ,
1 1

( ) ... ( ) ... ( ).
N

n N

N

II

k k k N k N
k k

f x p x p xα
= =

= ⋅ ⋅∑ ∑  (1) 

where the system of orthonormal functions , ( )
nn k np x  can be choosen in clas-

sical way by orthonormal poloynomials or trigonometric functions in separate 

variable and the numbers of functions nI  playing role in (1) large enough. With the 

help of Higher Order Singular Value Decomposition (HOSVD) a new approxima-
tion method was developed in [2] and [3], [4], [5] in which a specially determined 
system of orthonormal functions can be used depending on function ( )f x , instead 

of some system of orthonormal polynomials or trigonometric functions. 
Assume that the function ( )f x  can be given with some functions 

[ ], ( ), ,n i n n n nw x x a b∈  in the form 

 
1

1 1

1

,..., 1, 1 ,
1 1

( ) ... ( ) ... ( ).
N

n N

N

II

k k k N k N
k k

f x w x w xα
= =

= ⋅ ⋅∑ ∑  (2) 

Denote by A ∈ R I1...IN  the N -dimensional tensor determined by the 

elements 
1 ,..., , 1 , 1

Ni i n ni I n Nα ≤ ≤ ≤ ≤  and let us use the following notations 

(see: [1]). 

• A n U : the n  -mode tensor-matrix product, 

• A n1
N Un : multiple product as A 1 U1 2 U2 . . .N UN . 

The n -mode tensor-matrix product is defined by the following way. Let U  be 

an n nK M× -matrix, then A n U  is an 

1 1 1... ...n n n NM M K M M− +× × × × × × -tensor for which the relation 

A n Um 1,...,m n−1,kn,m n1,...,m N

def
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1 ,..., ,..., ,
1

n N n n

n n

m m m k m
m M

a U
≤ ≤
∑  

holds. Detailed discussion of tensor notations and operations is given in [1]. We 

also note that we use the sign n  instead the sign n×  given in [1] Using this 

definition the function (2) can be rewritten as a tensor product form 

 
fx  A n1

N wnx n,  (3) 

where ,1 ,( ) ( ( ),..., ( )) , 1
n

T
n n n n n I nw x w x w x n N= ≤ ≤ . Based on HOSVD it 

was proved in [2] and [3] that under milde conditions the (3) can be represented in 
the form 

 
fx  Dn1

N wnx n,  (4) 

where 

• D ∈ R r1...rN  is a special (so-called core) tensor with the properties: 

1 rn  rank nA  is the n -mode rank of the tensor A , i.e. rank of the 

linear space spanned by the n -mode vectors of A : 

ai1,...,in−1,1,in1,...,iN , . . . ,ai1,...,in−1,In,in1,...,iN
T :

 

1 ≤ ij ≤ In , 1 ≤ j ≤ N,
 

2 all-orthogonality of tensor D : two subtensors Din  and Din  (the n th 

indices ni α=  and ni β=  of the elements of the tensor D  keeping fix) 

orthogonal for all possible values of ,n α  and  : 〈Din,Din   0  

when α β≠ . Here the scalar product 〈Din,Din   denotes the sum 

of products of the appropriate elements of subtensors  Din  and Din,  

3 ordering: ‖Din1‖ ≥ ‖Din2‖ ≥  ≥ ‖Dinrn‖  0  for all pos-

sible values of n  ( ‖Din‖  〈Din,Din   denotes the 

Kronecker-norm of the tensor  Din ). 

• Components , ( )n i nw x  of the vector valued functions 

,1 ,( ) ( ( ),..., ( )) , 1 ,
n

T
n n n n n r nw x w x w x n N= ≤ ≤  

are orthonormal in 2L -sense on the interval [ , ]n na b , i.e. 
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,, ,: ( ) ( ) ,n

n n n n
n

b

n i n n j n i ja
n w x w x dx δ∀ =∫  

1 , ,n n ni j r≤ ≤  

where ,i jδ  is a Kronecker-function ( , 1i jδ = , if i j=  and , 0i jδ = , if i j≠ ) 

The form (4) was called in [2] and [3] HOSVD canonical form of the function 
(2). 

Let us decompose the intervals [ , ]n na b , 1..n N=  into nM  number of dis-

junct subintervals n,m n , 1 n nm M≤ ≤  as follows: 

,0 ,1 , ,
nn n n n M na bξ ξ ξ= < < < =…  

n,m n  n,m n ,n,m n−1.  

Assume that the functions [ ], ( ), , , 1
nn k n n n nw x x a b n N∈ ≤ ≤  in the equa-

tion (2) are piece-wise continuously differentiable and assume also that we can 
observe the values of the function ( )f x  in the points 

 
1 1,..., 1, ,( ,..., ), 1 .

N Ni i i N i n ny x x i M= ≤ ≤  (5) 

where 

, , , 1 , 1
n nn m n m n nx m M n N∈Δ ≤ ≤ ≤ ≤  

Based on the HOSVD a new method was developed in [2] and [3] for numerical 
reconstruction of the canonical form of the function ( )f x  using the values 

1 ,...,( ), 1 , 1 .
Ni i n n nf y i M i N≤ ≤ ≤ ≤  We discretize function ( )f x  for all grid 

points as: 

1 1,.., ,..,( ).
N Nm m m mb f= y  

Then we construct N  dimensional tensor B  bm 1,…,m N  from the values 

1 ,.., Nm mb . Obviously the size of this tensor is 1 ... NM M× × . Further, discretize 

vector valued functions ( )n nxw  over the discretization points , nn mx  and construct 

matrices nW  from the discretized values as: 

 

,1 ,1 ,2 ,1 , ,1

,1 ,2 ,2 ,2 , ,2

,1 , ,2 , , ,

( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

n

n

n n n n

n n n n n r n

n n n n n r n
n

n n M n n M n r n M

w x w x w x

w x w x w x

w x w x w x

⎛ ⎞
⎜ ⎟
⎜ ⎟= ⎜ ⎟
⎜ ⎟
⎜ ⎟
⎝ ⎠

W  (6) 
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Then tensor B  can simply be given by (4) and (6) as 

 
B  Dn1

N Wn .
 (7) 

Consider the HOSVD decomposition of the discretization tensor 

 
B  Dd n1

N Un
 (8) 

where Dd
 is the so-called core tensor, and 

Un  U1
n U2

n … UMn

n

 is an n nM M× -size orthogonal matrix 

(1 n N≤ ≤ ). 

Let us introduce the notation: rn
d  rank nB, 1 ≤ n ≤ N  and consider the 

1 ...d d
Nr r× × -size reduced version 

Dd
 Dm 1,…,m N

d , 1 ≤ mn ≤ rn , 1 ≤ n ≤ N  of the M1 …  MN -size 

tensor Dd
. The following theorems were proved in [2] and [3]. Denote 

, , 11 1
max max ( )  and  

n n
n n

n m n mn N i M
ξ ξ −≤ ≤ ≤ ≤

Δ = −  

1

, ( ) / .
N

n n n n n
n

b a Mρ ρ ρ
=

= = −∏  

Theorem 1  If Δ  is sufficiently small, then d
n nr r= , 1 n N≤ ≤  and the con-

vergence , 0d Dρ → Δ→D  is true. 

Let us denote the elements of matrix ( )nU  by ( )
,
n

i kU  and introduce the step 

functions , ( ),1n i nu x i r≤ ≤  in the following way 

( )
, , ,

1( ) ( ),1n
n i i k n k n

n

u x U I x k M
ρ

= ∈Δ ≤ ≤  

Theorem 2  If 0Δ→  then 

( ) ( )( )2
, , 0,n

n

b

n i n ia
w x u x dx− →∫      1 ,1ni r n N≤ ≤ ≤ ≤  

The proposed method is based on the above approach and on the properties of 
singular values of the HOSVD. 
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3 Color Image Resolution Enhancement on HOSVD Basis 

Let 1 2 3( ), ( , , )Tf x x x x x=  represent the image function, where 1x  and 2x  cor-

respond to the vertical and horizontal coordinates of the pixel respectively. Variable 

3x  is related to color components of the pixel, i.e. the red, green and blue color 

components in case of RGB images. Function ( )f x  can be approximated (based 

on notes discussed in the previous section) in the following way: 

 
31 2

1 2 3 1 2 3

1 2 3

, , 1, 1 2, 2 3, 3
1 1 1

( ) ( ) ( ) ( ).
II I

k k k k k k
k k k

f x w x w x w xα
= = =

= ⋅ ⋅∑∑∑  (9) 

We can store each color component of each pixel in a 3m n× ×  tensor, where 

n  and m  correspond to the width and height of the image respectively. Let B  
denote this thesor. The first step is to reconstruct the functions 

, ,1 3,1
nn k n nw n k I≤ ≤ ≤ ≤  by decomposing the tensor B  using the HOSVD 

(see Fig. 1) as follows: 

 
B  Dd n1

3 Un
 (10) 

where Dd
 is the so called core tensor. Vectors corresponding to the columns of 

matrices ( ) ,1 3n n≤ ≤U  as described in the previous section are representing the 

discretized form of functions , ( )
nn k nw x  corresponding to the appropriate dimen-

sion n , 1 3n≤ ≤ . 
Our goal is to demonstrate the efficiency of image processing when the image is 

represented in this HOSVD-based form. For this purpuse we will increase the 
resolution of an image, i.e. enlarge it by maintaining its quality as high as possible. 

Let s denote the zooming factor. First let consider the first column (1)
1U  of ma-

trix (1)U  the function 1,1w  is corresponding to. The function value 1,1(1)w  cor-

responds to the 1st element of U1
1

, 1,1(2)w  to the 2nd element ... 1,1( )nw M  to 

the nM th element of (1)
1U . If the image is enlarged by a factor s the assigment of 

elements of (1)
1U  to the function values should be performed as follows: The cor-

responding value to 1,1(1)w  will remain the same as above, i.e. it will be the vector 

element (1)
1 (1)U , to 1,1(1 )w s+  the element (1)

1 (2)U  will correspond, ...,  
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1,1(1 )nw M s+  will have the value of (1)
1 ( )nU M . In this case the missing func-

tion values can be determined by interpolation. We used cubic spline interpolation 

in order to obtain the missing 1,1 1( )w x  values, considering the known 

1,1(1 ),1 nw is i M+ ≤ ≤ . 

The next step is to perform the same procedure regarding the remaining func-

tions 1,2w  ,  1,3w  ,..., 1, nIw  as well by considering the corresponding (1)
2U , 

(1)
3U ,..., (1)

nIU  vectors. 

The above assigments have to be applied similarly for the 2nd dimension, as well, 

i.e. for the variable 2x . 

After every function , ,1 2,1
nn k n nw n k I≤ ≤ ≤ ≤  has been determined the 

enlarged image can be created using the equation (9). 

4 Examples 

The pictures are illustrating the effectiveness of the proposed method by comparing 
it to the results obtained by bilinear and bicubic image interpolation methods. Image 
2 illustrates the original low resolution image with indicated rectangular areas. The 
10x zoomed version of these areas can be followed in images 3-10. The 5x zoomed 
version of areas indicated in Fig. 11 can be followed in Figs. 12-14. By the proc-
essing bilinear, bicubic interpolation and the proposed method have been used. The 
experiment was performed on color images, i.e. their below grayscale equivalents 
reflect the efficiency of the proposed method partly. 

 

Fig. 1. Illustrating the HOSVD of an RGB image 
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Fig. 2. The original image with indicated areas of interest 

 

Fig. 3. The 10x zoom of the indicated rectangular area using bilinear interpolation 
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Fig. 4. The 10x zoom of the indicated rectangular area using bicubic interpolation 

 

Fig. 5. The 10x zoom of the indicated rectangular area using the proposed method 
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Fig. 6. The 10x zoom of the indicated rectangular area using bilinear interpolation 

 

Fig. 7. The 10x zoom of the indicated rectangular area using bicubic interpolation 
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Fig. 8. The 10x zoom of the indicated rectangular area using the proposed method 

 

Fig. 9. The 10x zoom of the indicated rectangular area using bilinear interpolation 
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Fig. 10. The 10x zoom of the indicated rectangular area using the proposed method 

 

Fig. 11. The original image with indicated areas of interest 
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Fig. 12. The 5x zoom of the indicated rectangular area using bilinear interpolation 

 

Fig. 13. The 5x zoom of the indicated rectangular area using bicubic interpolation 
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Fig. 14. The 5x zoom of the indicated rectangular area using the proposed method 

Conclusions 

In the paper a new image representation form was proposed for supporting the 
processing of digital images. The representation is based on polylinear functions on 
HOSVD basis. The effectiveness of the representation was tested on images which 
were enlarged based on the reconstruction of the mentioned polylinear functions. 
By this technique the resulted image maintains the edges more clearly then the other 
well known image interpolation methods, e.g. bilinear, bicubic. The proposed form 
of image representation can advantageously be used for many other purposes like 
image compression, filtering, etc. [4]. 
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Intelligent Short Text Assessment in eMax 

Budapest Tech 
Bécsi út 96/B, H-1034 Budapest, Hungary 

tems strengthen the urgent need for using Knowledge Assessment Systems 
(KAS’s). Recent KAS’s have however, the deficiency of not providing intelligent 
assessment modules for e.g. the evaluation of freely formulated short answers in-
cluding a few sentences or partially solved mathematical problems. The eMax 
KAS, developed at the Intelligent Knowledge Management Innovation Center of 
IBM Hungary and the John von Neumann Faculty of Informatics at Budapest 
Tech, aims to provide these capabilities. Our paper gives an introduction to the in-
telligent assessment of short texts component of eMax by presenting the approach 
used for the formal description of the “answer space” defined as well as the meth-
ods chosen for the syntactic analysis, semantic analysis and scoring. Finally, we 
present the standard course of examination using eMax, then summarize test re-
sults and our conclusions. 

Keywords  Answer Space, Intelligent Assessment Systems, Knowledge Assess-

1 Introduction 

1.1 Motivation 

In the last decade student enrollment to our faculty has steadily grown, nearly 
five-fold in ten years. The annual intake to our Engineer Informatics program ap-
proaches already 400 direct and 100 part time students. With such a large number 
of students, the assessment of midterm and final exams require a huge effort from 
our faculty members. In order to substantially ease the burden of assessing large 
numbers of exam questions while avoiding the constraints of passive answer 
types, such as multiple-choice questions, an internal project was launched five 
years ago with the goal of developing an intelligent knowledge assessment system 
(KAS). In  the first  phase of the project, a wide range literature research  was con
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 [1], [2] and a  test system called  Evita  [3] was developed to check the feasi-
bility of our ideas concerning the assessment of freely formulated short texts. 
Based on positive results obtained, an Intelligent Knowledge Management Innova-
tion Center was established in 2005 jointly by IBM Hungary and the John von 
Neumann Faculty of Informatics at Budapest Tech to develop an appropriate intel-
ligent KAS. The research and development work performed has resulted in the be-
ta version of the eMax system, now under testing. Beyond the usual passive ques-
tion types, eMax is able to semi-automatically assess freely formulated short 
student answers and partially solved mathematical problems as well. Unlike Au-
tomated Essay Grading (AEG) published widely [4], [5] the short text module of 
our eMax is constrained only to a few (say 2-3) sentences and is based on a formal 
semantic description rather than on methods used in AEG, such as statistical or 
Natural Language Processing (NLP) techniques. The remainder of this paper is 
organized as follows: Following an introduction in Section 1, Section 2 gives a 
brief introduction to the eMax KAS. In Section 3 we present the formal descrip-
tion of the “answer space” that serves as the basis for the evaluation of short stu-
dent answers as well as describe the approach to the way short texts are assessed 
in eMax. Next in Section 4 we describe the standard process of electronic exami-
nation using eMax. Finally, Sections 5 and 6 summarize the test results obtained 
as well as our conclusions. 

2 The eMax System 

The eMax system is designed to support various examination scenarios, ranging 
from simple ad-hoc small class tests to midterm exams to final exams built upon 
various passive and active question types. The implementation of eMax places it 
in the following major design space aspect categories [1], [2]: a) it is an open net-
work protocol based system, providing access to the server via either a local or 
global network, so it can be made available via the Internet; b) temporal access to 
the system is currently restricted in order to avoid an easy depletion of the initial 
question bank; c) its servers are a platform-dependent set of .NET executables and 
libraries (note, however, that the underlying framework is being made available 
for several platforms, which will help eMax automatically enhance its platform 
coverage over time); d) for security and user experience considerations, it uses a 
fat client architecture, although the design has the potential for an easy to imple-
ment thin client version in the future; and e) clients are based on the same archi-
tecture as the servers, that is, the points made in paragraphs c) and d) apply here as 
well. 

In summary, eMax is an open network based system with semi-platform-
dependent servers and semi-platform-dependent fat clients that have time-
restricted access to the servers. A few options were deliberately left open in terms 
of positioning the system within the design space discussed above in order to ac-
commodate future development requirements. 
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3 The Intelligent Text Evaluation Subsystem of eMax 

3.1 Aim and Expected Features of the Intelligent Text Evaluation 
Subsystem 

The eMax module is aimed at the semi-automatic assessment of short, freely for-
mulated answers produced in student exams. In the alpha version of eMax, short 
answers are restricted to single sentences, while the beta version, completed by the 
beginning of 2008, is able to assess student answers consisting of two or three sen-
tences as well. Although this limitation might seem too restrictive at first, practi-
cally most exam questions of the short answer type may easily be broken down to 
a few sub-questions such that each sub-question may be responded to in a short 
answer not exceeding two or three sentences. 

As far as the targeted “level of intelligence” of the short text evaluation module 
is concerned, the beta version is expected to assess at least 90% of student answers 
automatically. With this level of intelligence less than 10% of the student answers 
will be rejected by eMax and should be manually evaluated by the lecturer or in-
structor. Assuming e.g. an enrollment of 300 students, having to assess 300 hand-
written student answers or only 30 typed ones per exam question clearly makes a 
significant difference. 

Concerning the scoring of student answers, our target in the beta version is to 
have a no higher than ±7.5% deviation compared to the scenario of having the 
same short answers checked manually. As eMax is conceived to be easily en-
hanced by extending or improving the formal description of the answer space 
and/or extending the database containing synonyms or antonyms, we expect no-
ticeably improved performance parameters in the beta version. 

3.2 Basic Approach to Assessing Freely Formulated Short Student 
Answers Used in eMax 

1) Entering Short Text Type Exam Questions by Lecturers: If an exam question is 
of the short text type, the lecturer or instructor enters the question to be asked and 
the expected correct answer in eMax. Obviously, the term “correctness” here does 
not relate to the formulation (i.e. the syntax) of the answer, but only to its semantic 
content. Furthermore, in the freely formulated correct answer the lecturer needs to 
mark relevant semantic elements that are expected to be included in student an-
swers. In addition, they check the synonyms offered by eMax for each of the rele-
vant semantic elements in the correct answer and either accept or reject the items 
offered, while missing items can be added as needed. Finally, the lecturer needs to 
provide the scoring scheme for student answers by allocating weights to the se-
mantic elements expected to occur in student answers in the following form: 
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where R is the score given to the student’s answer, 
  wi is weight of the associated semantic elements, 
   si =1 if the semantic element si is included in the student’s  

  answer at the right place, 
  otherwise si = 0, 
  L is the minimum score required to accept the student’s  

  answer at all. 
Exam questions are held in a question bank in eMax and can be selected during 

the preparation of a concrete exam. 
2) Main Steps of Assessing Student Answers: During an exam the questions asked 
are presented to the students, and their answers are collected in the answer bank 
belonging to that particular exam. Short texts are assessed in the following three 
main steps: 

• syntactic analysis, 
• semantic analysis, and 
• scoring. 

The syntactic analysis is based on a formal description of the answer space, dis-
cussed in the next section. 
3) The Answer Space (AS): This is an appropriate subset of the natural communi-
cation language used that is more easily manageable in a formal way than the nat-
ural language. The formal description of the answer space is accomplished by a 
formal grammar, designated as Answer Space Grammar (ASG). The ASG is de-
scribed by a 3-tuple, as follows: 

 ASG = (Ai, Bi,j, Ci,k) 

where  Ai: is the set of answer types defined, 
Bi,j: are the sets of basic syntactic structures belonging to the answer 
types Ai such that for each answer type Ai the basic syntactic structure 
Bi,1 is considered to be the normal form and all other structures Bi,j (j ≠ 
1) are alternative syntactic structures; and 
Ci,k: are the sets of possible grammatical structure constructors (key ex-
pressions) occurring in the basic syntactic structures such that in their 
normal form Bi,1 they occur in the increasing order of their middle indices 
(e.g. Ci,1, Ci,2, Ci,3) whereas in the alternative syntactic structures their or-
der is defined by the particular syntactic structure. 

Based on the evaluation of a large number of exams we defined in the beta ver-
sion of eMax the following five answer types that include appropriate constructors 
in Hungarian and English languages: 
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• two-term conditional answers (“if-then” form),  
• three-term conditional answers (“if-then-else” form), 
• cause-definition answers 
• purpose-definition answers 
• comparisons. 

Also, a sixth answer type exists, comprising answers that does not include con-
structors. Obviously, no syntactic analysis is needed for this answer type. 

The basic syntactic structures are set up of Constructors (Ci,k) and Statements 
(Sk), as illustrated in Fig. 1. 

 

C1,1 C1,2 C1,3S1 S2 S3
 

Fig. 1. Example of a basic syntactic structure. (The normal form of conditional three-term an-
swers.) 

These Statements are built up of Subjects and Predicates, such that one or more 
Predicates may be allocated to each Subject and vice versa, one or more Subjects 
may own the same Predicate or Predicates. The beta version of eMax only allows 
Statements including a single Subject and a single Predicate, where either the Sub-
ject or the Predicate may be omitted. Subjects and Predicates are considered to be 
syntactic elements (si) 

Beyond Constructors, Subjects and Predicates, eMax considers all other terms 
occurring in student’s or teacher’s answers as don’t care terms. 

The formal description of AS requires for each answer type Ai the specification 
of possible basic syntactic structures Bi,j along with the sets of possible construc-
tors Ci,k occurring in the considered basic syntactic structures. 

As an example, Fig. 2 shows the basic syntactic structures and the associated 
constructor sets for the three-term conditional answer type. 

 

BI,1: CI,1 S1 CI,2 S2 CI,3 S3. 

BI,1: S2 CI,1 S1 CI,3 S3. 

BI,1: CI,2 S3 CI,1 ¬S1 CI,3 S2. 

BI,1: CI,1 S1 S2 CI,3 S3. 

where: CI,1 = {if, when, provided, assuming, given, granted, in 
case } 

CI,2 = {then, in that case } 
CI,3 = {else, otherwise, in other cases } 
 

 
Fig. 2. Basic syntactic structures and associated constructor sets for three-term conditional an-
swers (the if-then-else form.) 

Here we note that the described method for providing a formal description of 
the AS can presumably be applied to most character based languages. The pre-
sented grammar (ASG) generates all possible formulations (Fi,r) to each answer 
type Ai. 
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Based on its generator elements, the AS can be represented graphically by a 
tree where the nodes belonging to subsequent levels of the tree are defined by the 
sets Ai, Bi,j, Ci,k, as shown in Fig. 3. 

 

C1,1,1 C1,2,1 C1,3,1S1 S2 S3

A1

B1,1

C1,1

C1,2

C1,3

F1,1

F1,1:

AS

A :i

B :i,j

C :i,1

C :i,2

C :i,3

 

Fig. 3. Representation of the AS as a tree 

The leaves of the tree represent the set of all possible formulations Fi,r that can 
be identified and processed in the AS. If a student chooses to use a formulation not 
included in Fi,r, eMax rejects the evaluation of this answer and asks for a manual 
assessment. Nevertheless, with a continuous enhancement applied to the formal 
description of the AS during usage (by enriching the sets of Ai, Bi,j and Ci,k), more 
and more possible formulations Fi,r will be identified and the rejection rate of the 
syntactic analysis will decrease. 

As to the expressiveness of our answer space grammar, the number of available 
formulations Fi,r processed by eMax for the answer type Ai is given by the sum of 
all combinations of Ci,k associated to each basic form Bi,j belonging to that particu-
lar answer type Ai. 

For instance, in the recent implementation of eMax the number of alternative 
formulations that can be identified e.g. for three-term conditional answers amounts 
to: 

 
(7*2*3) + (7*3) + (2*7*3) + (7*3) = 126 
 

4) Syntactic Analysis: In the syntactic analysis phase of short texts eMax first 
scans the teacher’s answer and then all students’ answers for constructors. The 
number and actual values of the constructors found in a particular answer identify 
the formulation Ft,u used by the teacher or individual students. The syntactic anal-
ysis may have three distinct results as follows: 
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• the number and the actual values of the constructors found do not match to any 
of the formulations Fi,r included in the AS. In this case eMax marks this answer 
as not recognized and transfers it to the list of answers to be manually assessed. 

• Typically, the number and the actual values of the constructors found matches a 
single formulation Fs,v. Then Fs,v uniquely determines both the answer type As 
and the basic syntactic structure Bs,w used in the answer. Here we assume that 
the teacher’s answer uniquely matches to a single formulation Ft,u, and thus 
both the answer type At and the basic syntactic form Bt,z used by the teacher 
becomes known. 

• Seldom, the number and the actual values of the constructors found match more 
than one formulation, say Fa,x and Fb,y. Then the semantic analysis, discussed 
below, covers both possible answer types and basic syntactic structures. In the 
following we assume an appropriate processing of this exceptional case and do 
not point out the tasks related to it. 

5) Semantic Analysis: The semantic analysis phase of the evaluation basically 
consists of three tasks: 
• Transformation of the teacher’s answer to the normal form Bt,1 belonging to the 

answer type used (At) and omitting all don’t care terms from this answer, as il-
lustrated in Fig. 4. 

 

C1,1 C1,2 C1,3S1 S2 S3
 

Fig. 4. The normal form of teacher’s answer, assuming a three-term conditional answer type, af-
ter omitting “don’t care” terms. 

• Transformation of all recognized student answers to the normal form be-
longing to the answer type identified, as shown in Fig. 5. 

 

C1,1 C1,2WW W W C1,3 W
 

Fig. 5. Normal form of a particular student’s answer assuming a three-term conditional answer 
type. Individual words in the answer are designated by W. 

Searching for the semantically relevant statements of the teacher’s answer in 
the matching sections of each student’s answer. This task is greatly simplified by 
the preceding syntactic analysis and the transformation to the normal form. Also, 
view to the basic approach chosen for the formal semantic description of the An-
swer Space, issues like semantic ambiguity do not play in eMax such a sensitive 
role as in AEG. Nevertheless, it remains a quite complex task that can only be 
roughly described in this paper due to length limitations. So points, like handling 
negations, multi-word syntactic elements or intentional cheating are not discussed 
here. 
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During the search, each matching section of the student’s answer is scanned for 
any specified synonyms of the semantically relevant terms included in the related 
statement within the teacher’s answer. 

The semantic analysis yields a set of return values specifying whether or not 
the related semantically relevant term of the statement in concern could be found 
in the student’s answer at the right position, as indicated in Fig. 6. 

 

 

Fig. 6. Return values and scoring of an evaluated student answer with relevant semantic elements 

6) Scoring of Students’ Answers: Scoring is performed according to the scheme 
specified by the lecturer or instructor with the return values delivered by the se-
mantic analysis. As an example, Fig. 6 shows the composition of the final score of 
an individual student’s answer (60%), assuming the following scoring scheme: 

 

R = w1*s1 + w2*s2 + w3*s3 + w4*s4 
 

with s1 = 1, s2 = 1, s3= 0, s4 = 1, 
 

which yields R = 0.1 * 1 + 0.1 * 1 + 0.4 * 0 + 0.4 * 1 = 0.6. 

4 Standard Course of Examination 

The basic model of operation implemented in the beta version, release in January 
2008, is illustrated by the following flow chart: 

 

 

Fig. 7. High level overview of the examination process 
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First, professors enter questions and define the initial professor answer space of 
the question (ASQ), containing fully correct, expected answers (the system sup-
port multiple correct answers for a single question). The ASQ is made up of ex-
pected knowledge elements, their logical and semantic relationships including 
synonyms, antonyms and known wrong expressions within the defined context as 
well as a marking/scoring strategy for each correct answer. This is followed by 
setting up exam occasions by entering relevant parameters (e.g. length, score 
range limits for grading etc.). Next comes the examination itself, using the eMax 
system. Once students have completed an exam, an evaluation preparation stage is 
worth considering, comprising the review of a sample of 10 to 20 student answers 
for each question and expanding the initial professor answer space if necessary 
(e.g. by adding new synonyms etc.). This ASQ review improves the accuracy and 
automation level of evaluation, and this feedback path is indicated by the dotted 
red line in Fig. 7. Evaluation preparation is followed by automatic evaluation it-
self. 

A new feature added in the beta version is that eMax assesses the “reliability“ 
of each automatically obtained score based on a set of review rules, and submits 
those either not guaranteed to be accurate or not automatically evaluable for pro-
fessor review. This process greatly enhances evaluation accuracy. 

When reviewing student answers marked by the system as needing professor 
review, the answer space can again be enhanced and modified as needed. This ad-
ditional ASQ review, indicated by the dotted green line in Fig. 7, enhances auto-
matic evaluation accuracy and coverage even further. Obviously, this stage needs 
to be followed by another automatic evaluation session. 

5 Test Results 

Live testing for the beta version, released in January 2008, was performed during 
the Spring and Fall 2008 terms for a single course (Computer Architectures). 
While the testing process in the Spring term included automatic as well as manual 
evaluation of every answer in parallel, followed by a detailed comparison of every 
score obtained using these two different evaluation methods, testing in the Fall 
term was based on random sampling and comparison of evaluation results. In 
2009, several professors within the faculty — having seen the successful test re-
sults — decided to introduce electronic examination in their courses. A total of 6 
to 7 courses have been using eMax in the Spring 2009 semester for electronic ex-
amination, with test results underway. 

Table 1 and the pie charts in Figures 8 and 9, to be presented below, contain 
our Spring 2008 test results. While the table contains exact numerical summaries, 
the pie charts demonstrate percentages of the appropriate cases. 
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Table 1. Summary of live test results 

Exam  

No. 

Number of 
student  

answers 

Number of  

cases manual  

and automatic  

evaluation  

results differ 

Number of  

answers  

submitted by  

the system for  

professor review 

Number of  

erroneously  

evaluated  

answers  

submitted for  

professor review 

Number of  

erroneously  

evaluated  

answers NOT  

submitted for  

professor review 

1. 105 22 46 16 6 

2. 176 42 53 27 15 

3. 330 47 70 23 21 

Total: 611 111 169 66 42 

  18% 28% 11% 7% 
 

The above data are illustrated in the following two pie charts: 

 
Fig. 8. Results of initial evaluation session: Automation level of evaluation 

 

Fig. 9. Results after professor review: Accuracy of evaluation 

Table 1 shows that after the initial evaluation, the system (using the built-in 
configurable set of review rules) submitted 169 of a total 611 student answers for 
professor review, indicated in percentage format in Fig. 8. 
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Fig. 9 demonstrates the fact that the professor review serves to vastly enhance 
the accuracy of evaluation. Professor review of student answers submitted for re-
view according to Table 1 yielded the following results: out of a total 169 answers 
submitted for review, professors had to correct the automatically obtained score in 
66 cases (11%), while the automatically obtained score was the same as the pro-
fessor’s score in 103 cases (17%) — that is, automatic evaluation by the system 
was actually correct. Finally, we found a total of only 42 student answers that had 
a different score for automatic and manual evaluation and that were not submitted 
by the system for professor review, which represents 7% of all student answers. 

Conclusions 

eMax is an innovative prototype knowledge assessment system that is able to se-
miautomatically evaluate short free text responses as well as partially solved ma-
thematical problems. 

This publication has presented the formal description methodology underlying 
automatic evaluation, and demonstrated key evaluation steps. Test results obtained 
using the beta version released in January 2008 are very close to the original goals 
set forth for the system, as it is capable of automatically evaluating 80 to 90% of 
answers, and the evaluation results — also considering the evaluation of answers 
after the additional professor review stage — has a less than 7.5% deviation from 
the results of fully manual assessment. 

In the Spring 2009 semester, a total of 6 to 7 courses have already been using 
eMax for electronic examination, and further proliferation is expected in the near 
future. 
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Determination the Basic Network Algorithms 
with Gains 

1 Budapest Tech, Hungary

2 Széchenyi István University, Hungary 

the basic network flow algorithms, such as the minimal and the multiterminal 
minimal path of a network having cost (distance) function, maximal flow of a ca-
pacitated network. 

In this paper we present these algorithms in a special network in which on the 
edges a gain function is given. On the edge (x,y) of the network a t(x,y) transpor-
tation cost is defined. In the course of the transportation on the edge (x,y) the 
goods loose a part of there weight. If one unit of goods is transported from point x 
to point y then k(x,y) unite of goods arrive at point y, where 0<k(x,y)<1. The 
above mentioned 3 algorithms are presented in the network having gains. 

These problems are interested not only theoretically, but in the practice too. For 
example the maximal flow problem could be used in the case of electrical net-
work, where we are interested to know the amount of electricity on the edges of 
the network. 

Keywords  Gain function, shortest path with gain, maximal flow, multiterminal 

1 Introduction 

In this paper 3 algorithms are presented: the shortest path, the multiterminal short-
est path and the maximal flow. On the edges of the network a gain function is de-
fined. 

Let N be a set containing a finite number of points denoted by small Latin let-
ters. The arc connecting the points x, y Є N, x =l= y will be referred to as the edge 
of the network and the edge from x to y will be denoted by (x, y). The set of edges 
is denoted by E. 

Let s Є N and z Є N be two fixed points of the network, s be called source and z 
be called sink. The transportation cost of one unit of goods from point x to point y, 
(x,y) Є E be denoted by t(x,y). In the course of the transportation along the arc (x, 
y) the goods lose a part of their weight. If one unit of goods is transported from 
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point x, then k (x, y) units of goods arrive at point y. Thus the weight loss of one 
unit of goods en route from x to y is 1 - k(x,y). 

The functions t (x, y) and k (x, y) have to satisfy the following conditions 

t(x, y) >0 for all x, y Є N, (x,y) Є E 

 t(x, y) = ∞  if no transport is possible on the arc (x,y),  (1) 

0 < k(x,y)<1 for all x, y Є N, (x,y) Є E. 

The user has at his disposal an unlimited quantity of goods at point s and his 
purpose is to transfer one unit of goods to point z at minimum cost, taking into 
consideration the weight loss on the arcs. 

Let P = (s =x0 , x1  ,…., xk=z) be one path from s to z. Let us denote by l(x0,xi) 
the transportation cost of one unit of goods along the route P to the point xi and by 
m(x0, xi) the weight of the goods, starting from s with one unit weight, along the 
route P at the point xi. Obviously, these functions can be given by the following 
recursion formulae 

0 0( x ,  x ) 0l =  

),(),(),()( 11010,0 iiiii xxdxxmxxlxxl −−− +=
 

and   (2) 

0 0( x ,  x ) 1m =  

0 i 0 i -1 i - 1 i( x ,  x ) m ( x ,  x )  k ( x ,  x ) .m =  

2 Minimal Path Problem 

The problem is to find the route P for which 

 0

0

( , ) minimum
( , )

l x z
m x z

=  (3) 

i.e. the path on which the cost of transportation of one unit of goods arriving to 
the points z is minimal. In order to solve the problem, termed the primal, we attach 
a dual problem to the previous, so-called primal one. 
The dual problem can be obtained by the following economical consideration. 

The transportation can be made by a transporter who gives the price of one unit 
of goods at each point x Є N of the network. Let this price be d(x). The user is 
willing to buy the goods at a point y only if the price is smaller than his cost as if 
he transported the goods himself from an other point x. This constraint for the arc 
(x,y) can be formulated as follows: 
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( ) ( , )( ) .
( , )

d x t x yd y
k x y
+

≤  

The aim of the transporter is to maximize his profit i.e. d(z). 
The dual problem on the basis of the foregoing paragraphs can be formulated as 

follows. Let us determine the prices d (x) >0, x Є N which satisfy the conditions 

 k (x, y) d (y) - d (x) < t (x, y) (4) 

and maximize 

 d(z). (5) 

A set of values d (x), x Є N satisfying the conditions (4) is called a feasible so-
lution of the dual problem. The dual problem has a feasible solution, i.e. d(x) = 0, 
x Є N satisfies the conditions (4). 

The proof of the following theorem is constructive thus it gives an algorithm to 
solve the problem (3). 

Theorem: If the functions l, m are given by the relations (2), then 

0

0

( , )min max ( ),
( , )P

l x z d z
m x z

=  

where the minimum refers to the path from s to z and the maximum refers to the 
prices satisfying the conditions (4). 

The following lemma, which also shows the connections of the feasible solu-
tions of the primal and dual problems, will be used in the proof of the theorem. 

Lemma: 

0

0

( , ) ( )
( , )

l x z d z
m x z

≥  

Proof: The theorem is proved by induction for i showing that for each point ix   

of a route P the relation 

 0

0

( , ) ( )
( , )

i
i

i

l x x d x
m x x

≥  (6) 

is valid. 
a) For i = 0, Xo = s and from the definitions of l, m and d follows that 

0

0

( , ) ( ).
( , )

l x s d s
m x s

=  

Let us assume that the inequality (6) is valid for i - 1, i.e. 

0 1
1

0 1

( , ) ( ).
( , )

i
i

i

l x x d x
m x x

−
−

−

≥  
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Using the assumption (4) we obtain the inequality 

0 1
1 1

0 1

( , ) ( , ) ( ) ( , );
( , )

i
i i i i i

i

l x x k x x d x t x x
m x x

−
− −

−

≥ ⋅ −  

rearranging and using the recursion formulas (2) we get 

0 0( , ) ( , ) ( ).i i il x x m x x d x≥  

Thus the lemma is proved. 

If we find a path, and prices satisfying (4) and in the case of ix  Є P the equal-

ity is valid in (6), then they will necessarily supply the minimum of the primal and 
the maximum of the dual problem. 

Proof of the theorem. Let us assume that the function d(xi) is chosen so that d 
(z) is maximal. Let us divide the points of the set N in two sets S and S' according 
to the following rules: 

a) s Є S, 
b) x Є S if there is such an y Є S that for (x, y) the relation (4) becomes equal-

ity. 
Let be S' = N - S. 
If z Є S, then the path P, along which the relation (6) becomes equality, is de-

termined. 
If z Є S, then 

k (x, y) . d (y) - d (x) < t(x,y) for all x Є S, y Є S'. 
Let be: 

'

( , ) ( )( ( )) 0 .m in ( , )x S
x S

t x y d x d y
k x y

ε
∈
∈

+
= − >  

We construct a new "price" function by ε  from the function d(x) 

( ) '

( ),
( ) ,

d x if x S
d x

d x if x S
∈⎧

= ⎨
+∈ ∈⎩

 

It will be shown that the new price function satisfies the conditions (4). Obvi-
ously 

d  (s) d (s) = O. 

The condition k (x, y) .d (y) - d (x) < t (x, y) has to be investigated in the follow-
ing 4 cases: 

a) If x Є S, y Є S, then d (x) = d  (x) thus condition (4) is satisfied. 

b)  

[ ]

).y,x(t)x(d)y(d
)y,x(k

)x(d)y,x(t)y(d)y,x(k

)x(d.)y(d)y,x(k)x(d)y(d.)y,x(kthen,'Sy,SxIf

=−⎥
⎦

⎤
⎢
⎣

⎡
−

+
+

≤ε+=−∉∉
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c) If x Є S', y Є S, then 

k (x, y) . d  (y) - d  (x) = k 
(x, y) . d (y) - d (x) - ε < 

 k(x, y). d(y) -d(x) <t(x, y). 

d) If x Є S', y Є S', then 

k(x, y) . d  (y) - d  (x) = k(x, y) . d(y) - d(x) - 
ε  [1 - k(x, y)] < 

k (x, y) . d (y) - d (x) <t (x, y). 
So we get d  (z)>d(z) becauseε  > 0 in contradiction with the supposition. 

3 Multiterminal Minimal Path 

The multiterminal minimal path problem is to determine the cheapest (shortest) 
between every pair of nodes. 

We can distinguish between two kinds of methods for the solution of the 
multiterminal minimal path problem. There are methods which use dynamic ap-
proach [2], [5], [6] and there are methods based on the triangle inequality valid for 
the shortest path [6], [8], [9], [12], [13]. Methods of the first kind use the follow-
ing recurrence relations 

(0 ) ( , )ij i jt t x x=  

( ) ( 1) ( 1)

1
min ( ),k k k

ij il ljl n
t t t− −

≤ ≤
= +  k = 1, 2, …, n. 

Among methods using the triangle inequality Warshall's method is considered 
to be the best one. It gives the optimal solution in the following form 

( 0 ) ( , )ij i jt t x x=  

( ) ( 1) ( 1) ( 1)min( , ),   k 1,2,...,nk k k k
ij ij ik kjt t t t− − −= + =  

Our algorithm works along the line of Warshall's algorithm. 
The algorithm consists of subsequent steps. To every step we determine matri-

ces ( ) ( ) ( ) ( )( ), ( ).k k k k
ij ijL l M m= =  Here k runs from 0 to n, where n is the number 

of nodes. The initial matrices belong to k = 0. 
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 0

( , ),   ( , )

0   if  i j   
K   otherwise,

i j i j

ij

d x x if x x E

l

∈⎧
⎪

= =⎨
⎪
⎩

 (7) 

where K is greater than the maximum value of d(xi, xj) for all (xi, xj) Є E. 

We also give the initial matrix (0) (0)( )ijM m=  by 

 

( , ),    ( , )
(0)

otherwise   
   

k x x if x x Ei j i j
mij c

∈⎧= ⎨
⎩

 (8) 

where     
( , )

( , ).
i j

i j
x x E

c k x x
∈

〈 ∏  

The recurrence relations at the kth step are the following: we compute the val-
ues mij and lij 

 ( 1) ( 1) ,k k
ij ik kjm m m− −= ⋅  , , ,i k j k i j≠ ≠ ≠  (9) 

( 1) ( 1) ( 1);k k k
ij ik ik kjl l m l− − −= +  

and determine the entries of L(k) and M(k) as follows 

 

( 1 )

( 1 )

( 1 )

    
( )

k
ij ij

ij k
ij ij

k
ij

l l
l if

m mk
lij l

−

−

−

<

=

⎧
⎪
⎨
⎪⎩

, otherwise, (10) 

 

( 1)

( 1)

( 1)

   
( )

k
ij ij

ij k
ij ij

k
ij

l l
m if

m mk
ij m

m

−

−

−

<⎧
⎪= ⎨
⎪⎩

otherwise. (11) 

L (n) and M(n) solve the problem. The proof of this fact is presented in the next 
section.  

The initial matrix (0) (0)( )ijL l= has the following entries 
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Lemma 1. For the path P we have 
m(x1, xr) = m(x1, xj) m(xj, xr). 

Proof. The definition of the function m implies 

∏ ∏

∏

= +=
−−

=
−

==

==

j

2l

r

1jl
rjj1l1ll1l

r

2l
l1lr1

),x,x(m)x,x(m)x,x(k)x,x(k

)x,x(k)x,x(m

 
which is the required equality. 
The following lemma can be proved similarly. 

Lemma 2. For the path P we have 
l(x1, xr) = l(x1 , xj) + m(x1, xj)l(xj, xr). 

The validity of our algorithm is expressed by the following theorem. 

Theorem. The elements of the matrices L{n) and M(n) belong to the minimal path 
leading from x1 to xj. 

Proof. In order to prove this theorem it is sufficient to show that in kth step the 

value 

( )

( )

k
ij

k
ij

l
m

belonging to the matrices L(k), M(k) is mij minimal if the optimal path 

leading from xi to xj goes through only a subset of points x1x2 , … ,xk. 

For k = I the theorem is obvious because  

(1) (0)

(1) (0)
ij ij

ij ij

l l
m m

≤  for every i, j. Strict 

inequality holds if and only if x1 enter the path. 
Let us assume that the statement of the theorem is valid for k - 1. At the step 

there are two cases: 
(a)  The optimal path going through the subset of the points x1, x2. , xk  does 

not contain the point xk. In this case ( ) ( 1) ,k k
ij ijl l −=  ( ) ( 1)k k

ij ijm m −= . Thus (10) and 

(11) imply the statement for k. 
(b) The point xk belongs to the path P leading from xi to xr. Then xk  joins 

two paths both of which go through certain subsets of x1, x2, …, 1kx − . Because of 

the assumption these paths are optimal relative to the points x1, x2, …, 1kx − . Con-

sidering the Lemmas (1) and (2) we can use the recurrence formulas for these two 
paths. The quotient belonging to the union of these two paths is less than the for-
mer quotient because of the formulas (10), (11).    Q.E.D. 

This  algorithm needs  n(n - 1)2  additions,  divisions and  comparisons  and  2n3  
multiplications. If we solved this problem by the simple application of the algo-
rithm given in [1] so that we find the minimal path between each pair of points, 
than we should have to compute more because in this case the number of additions 

Now we validate the algorithm. First we prove two lemmas. Let P1 = (x l , x 2 
,..., xj) and P 2  = (xj, xj+I,… ,xr) be two paths and P= PI U P2. 
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is 32 ( 1)
3

n n− and the number of comparisons, divisions and subtractions is 

31 ( 1)
3

n n − . 

If we want to determine the path itself we need another matrix S. This is the so-
called label matrix. 

At the beginning the entries of the label matrix are (0)
ijs j=  

At step k the entries are the following 
( 1 )

( 1 ) ,( 1 )

( 1 )
( )

kllij ijk if kmij mij
ik

k
ij

sk
ij s

s

−
− <

−

−

⎧
⎪= ⎨
⎪
⎩

 otherwise. 

Having determined subsequently S(1),…, S(n), from the last matrix we can find 
the optimal path itself in the usual way (Dreyfus [5], Ford -Fulkerson [6], Hu [8]). 

4 Maximal Flow Problem 

The maximal flow problem is to find a feasible flow through a single-source, 
single-sink flow network that is maximum. 

On each edge (x, y), (x ,y) Є E is given a nonnegative capacity c(x, y)≥0. We 
distinguish two types of nodes of the network: a source xs, and a sink xt. For the 
convenience we assume that every vertex lies on some path from the source to 
sink, that is for each point of x Є P there is a path from xs to x and from x to xt. 
The graph is therefore connected. 

The flow in graph (N, E) is a real valued function, which satisfies the following 
properties: 

Capacity constrains x, y ЄP, (x, y) Є E f(x, y)≤c(x, y) 

Skew symmetry for all x, y ЄP (x, y) Є E , f(x, y) = -f(y, x) (12) 

Flow conservation each x ЄP, x≠xs, xt we require ( , )f x y
y Pε
∑ =0. 

The value of f(x, y) which can be positive, zero or negative is called the flow 
from point x to point y. The value of a flow from source s to sink t is defined by 

 ( , ) ( , )F
x Px P

f s x f x t
εε

= =∑ ∑  (13) 
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The maximal flow problem is to find such a f(x, y) values which fulfill the 
given conditions (12) and maximize (13). 

In the case of network having gains other formalization is needed. 
The meaning of the gain function k(x, y), (x,y) Є E is the same as earlier: if one 

unite of flow is transported from point x than k(x, y) will arrived to the point y 
(0≤k(x, y) ≤1). Now we formulate flow of this network. A function f(x,y) is 
called a flow from source xs to sink xt when it fulfills the following conditions: 

( , ) ( , )
( , ) ( , ) ( , ) 0         ,   ,   

i j j i

i j j i j i i i s i t
x x E x x E

f x x f x x k x x x N x x x x
∈ ∈

− = ∈ ≠ ≠∑ ∑    

  (14) 

 
( , ) ( , )

( , ) ( , ) ( , ) 0
s j j s

s j j s j s
x x E x x E

f x x f x x k x x
∈ ∈

− <∑ ∑  (15) 

 
( , ) ( , )

( , ) ( , ) ( , ) 0
t j j t

t j j t j t
x x E x x E

f x x f x x k x x
∈ ∈

− <∑ ∑  (16) 

and 

 0 ( , ) ( , )       ( , )i j i j i jf x x b x x x x E≤ ≤ ∈  (17) 

The condition (14) means that the flow value in each point- except the source 
and sink is equal to zero. The condition (15) and (16) mean that the flow value go-
ing out of the source is positive similarly the flow value going into the sink also 
positive. The maximal flow problem in this network: we have to determine such a 
flow which fulfills the conditions (14)-(17) and maximize the value (16). The 
problem will be solved by simplex method. 

In order to present the structure of the LP we define the model. Let us denote 
the set of point by N and the set of edges by E: 

E= (e1, e2,      ,en) N=(x1, x2, …,xm) 
Let us denote the flow value on e1, e2,      ,en  by f1, f2, ….,fn , the capacity on 

that edges by b1, b2, …,bn. The flow value on the source is denoted by f and on the 
sink by f. The loss function will be denoted by k1, k2, …,kn. 

Let us denote by e1, e2, …,er  the edges going into xi, xi ЄN, xi≠s, xi≠t and by 
err++11, er+2, …, ev  the edges going out of the point xi. 

Using this denotation the following equations are valid 

 
1 1

0
v r

i j j
i r j

f f k
= + =

− =∑ ∑  (18) 

These are m linear equations. The upper bounds 

 0 i if b≤ ≤  (19) 

give also n conditions for the function values f1, f2, …,fn. 

Determination the Basic Network Algorithms with Gains 455



Two additional columns are added to the matrix. The column related to the 
source function value fs contains zero except the row belongs to source s where the 
value is 1. The column related to the sink value ft consist of zeros except the row 
belongs to t, where the value is -1. 

The right hand side vector b is the following 
b=(0,0,…,0, k1, k2, …,kn) 

where the number of zeros equals to the number of points. 
The objective vector values 

C= (0, 0, ……,0, 1) 
where the number of zeros equals to the number of arcs. 
Using this denotation we formulate the maximal flow problem. The maximal 

flow problem in a network having gain is to determine the flow vector F=( f1, f2, 
…,fn, fs, ft) which fulfills the conditions ****and maximizes the objective function 

cb= (0, 0, …0, 1) (f1, f2, …,fn, fs, ft) 
The matrix of the above defined LP is similar to the matrix of the transportation 

problem because each column contains two nonzero value namely -1, -kij (except 
the upper bound). The number of upper bounds quite large and equal to the num-
ber of arcs. In order to reduce the size of the matrix and the computation time it is 
advisable to apply a special upper bound algorithm. 

Acknowledgments.   The preliminary version of this paper appeared in the Proceedings of the 
IEEE 13th International Conference on Engineering Systems, INES 2009 (Barbados, April 16-18, 
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The Role of RFID in Development of Intelligent 
Human Environment 

Regional Education and Innovation Center, Budapest Tech 
Budai út 45, H-8000 Székesfehérvár, Hungary  

scope of Intelligent Home project in Budapest Tech is the implementation of am-
bient research methods in all day’s life of people. The information flow between a 
family and the information society were attached through World Wide Network, 
and mobile communication lines. The problem is the synchronization of the in-
formation flow to material flow by the incoming retail article’s recognition at the 
Intelligent Home. This problem was solved by using radio frequency identification 
techniques. 

Keywords: intelligent systems, ambient systems, radio frequency identification, 

1 Introduction 

The European Union in the Work Program of the 7th Framework Program (FP7) in 
field of Information and Communication Technologies (ICT) described a new vi-
sion of information society [1]. One of priorities for 2009-10 years is Ambient As-
sisted Living (AAL) Joint National Programme where actually 14 projects were 
founded. The motivation of AAL program is the problem of growing age of the 
population in Europe. The accepted projects focus on the visual context recogni-
tion, on energy, emergency, and security monitoring, on authentication, on inter-
active design process, pervasive computing, real-time context-aware, and integra-
tion the physical with the digital world [2]. 

The common aim each of ambient projects is the realization of intelligent sys-
tems for the human environment using wireless communication, plug and play 
technology, natural feeling human interface adaptive to user requirements, ad-
vanced encryption techniques, and applying such technologies as for example mo-
bile intelligent agents and fuzzy systems [3]. 
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Abstract.   Ambient systems are a new and perspective field of informatics. The 
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2 The Intelligent Home Project 

The Intelligent Home project in Budapest Tech was started in year 2006. The aim 
of Intelligent Home project was the optimization of family household processes 
through the integration of them in the processes of information society. The dis-
tinctive feature of this project from the above mentioned projects is the direct sat-
isfaction the people’s all day’s needs. 

 

 

Fig. 2.1. Intelligent Home in the Information Society 

A family is the smallest unit of a society. Through the growing penetration of 
networked computers and mobile phones the families became to the part of virtual 
world that means the information flows between the family members and the in-
formation society utilities via Internet, and mobile communication services are es-
tablished and works in growing extent. The people use widely Web-shops, home 
banking, electronic school reports, railway, and airport information systems, the 
services of administration, healthcare, and public utilities. A distance learning or 
distance working can be carried on in this way (Fig. 2.1). 

The people apply computers and network most of all for storing data and com-
munication but not for supporting and optimization of own all day’s processes. 
The automatic checking, planning, and control of needs and consumption can op-
timize the household processes and the flow of incoming products sparing time, 
energy and costs. 

The Intelligent Home project which consists of four activities covers the main 
processes of a household 
• Intelligent Fridge (started 2006) 
• Intelligent Washing Machine (started 2007) 
• Intelligent Lighting System (started 2006) 
• Intelligent Security System (started 2007) 
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By the Intelligent Fridge, and Intelligent Washing Machine project cropped up 
the problem of recognition incoming retail articles. 

3 Automatic Identification Technologies 

For the synchronization of material and data flow at the inputs of information sys-
tems each piece of products most be individually identified. The automatic identi-
fication technologies became to a standard in the production, trade, transport, lo-
gistics, and personal identification in every cases where correct and fast collection 
and entry of date was needed. 

3.1 Bar Code 

The bar code technology of identification looks more than 50 years ago. In this pe-
riod the bar codes founded a wide range of applications in sale, manufacturing, 
and services while this technology is very simple, and cheap. There are a lot of 
standards for type of data, encoding, and printed formats but the common feature 
of this techniques is that the represented data most be optically readable. This is 
the most grievous disadvantage of this technology. The symbols have been printed 
on the surface area of objects what can follow to the damaging of code. 

The other main disadvantage of bare code technology is the limited quantity of 
represented data however the need of more information will be supplied by grow-
ing use of 2D bare codes. 

 

 

Fig. 3.1. Bar Code Applied in Retail 

The packing of retail article will be filled increasingly with compulsory and 
mandatory product information whereupon they are printed already by unreadable 
small letter all thought this holds very important information about the ingredients, 
store conditions, sell-by date, use or misuse, manufacturer, origin etc. of product. 
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3.2 Radio Frequency Identification 

The technology of radio frequency identification (RFID) opened a new horizon 
for automatic and mobile identification [4]. RFID technology support the recogni-
tion of each peace of object by radio waves therefore can be widely used for iden-
tification of persons, or several types of products. 

The main advantage of RFID technology is that unlike bar code identification, 
this technology doesn’t require direct or optical contact. RFID data can be read 
through cover, wrapper, cloths, animals’ or human body, too. Any restrictions of 
RFID use can cause the metallic and liquid substances. In depends of type the data 
capacity of RFID tags mounts from couple of bytes up to more Kbytes. 

A typical RFID system consists of three components: transponder (RF tag), 
reader, and host computer (Fig. 3.2). 

 

 

Fig. 3.2. A Typical RFID System 

The transponder usually contains two parts, one of them is an integrated circuit 
for data storing and processing, modulating and demodulating radio frequency 
signals, and other functions, for example security coding. The other part of a tag is 
an antenna for receiving and transmitting signals. RFID tags exist in wide range of 
size and shape from the smallest microchip for implants, placed under the ani-
mals’ skin until the credit card formats used for the access applications. The larg-
est sizes of transponders – up to 10-15 cm – are used in cargo systems for con-
tainer tracking. 

RFID tags are either active or passive. The active tags use internal battery and 
the stored data can be modified or rewritten. Active RFID tags in an application 
can control processes giving any other objects instructions, furthermore receiving 
and collecting information about the process state. Usually the active tags have not 
only the most memory size - up to 1 MB, but they have almost the most read 
range, and in consequence they have the highest costs and the shortest operational 
life. 

The passive RFID tags operate without internal battery, the power supply will 
generated by reader. The passive tags have less read range, less memory capacity 
– usually 4-8 bytes, theoretical unlimited lifetime, they are smaller and cheaper as 
active tags. In the applications using passive tags, the preprogrammed data loaded 
from the tags play only the role of key information and the interactive data related 
to the object will be stored in the database of application. 
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The reader emits radio waves in the given frequency defining the operating dis-
tance 
• Low frequency (LF) system operating in range 125-135 kHz has short read 

distance (up to 10 cm), low costs and highest level of security. 
• High frequency (HF) system operating in range 13.56 MHz has middle read 

range (about 1 m) and are tolerant of metal or fluids. 
• Ultra high frequency (UHF) system operating in 850-950 MHz range has a 

long read ranges (about 30 m) and high reading speed, more system costs. 
• Microwave frequency system operates by 2.4-2.5 GHz very short reading 

time but the reader is very expensive. 

The reader decodes the data encoded in the microchip of tags and sends the 
data to the host computer passing a standard serial port of them. The host com-
puter will used for data storage and processing. 

Since 2005 the Wall-Mart Stores Inc. in United States of America requires that 
the top suppliers apply RFID tags to all of products improving the supply chain 
management. This requirement promoted the RFID production. The vendors use 
special Electronic Product Code (EPC) in form of bar code on the surface of label 
with integrated RFID tag in it. 

The authors of the last RFID reports [5] give a full analysis of RFID market 
and suggest the stabile growing number of application all of the type of RFID tags 
and labels in the entire world but first of all in the USA and then in East Asia what 
results a boom of RFID in apparel. 

4 Application of RFID in Intelligent Home Project 

RFID are widely used in ambient systems, all of them for the personal or position 
recognition [5, 6]. In Intelligent Home Project was presupposed that retail prod-
ucts are supplied with RFID tags which store all of the important information 
about them. Until widespread applying RFID tags on retail products this parame-
ters are stored in database of information system. For the product identification 
were passive tags used. 

4.1 The Intelligent Fridge 

Intelligent fridges exist on the market. The user can send and receive e-mails, 
browse in the World Wide Web, look videos, listen to music, and nothing more. 

The aim of Intelligent Fridge project was the detection and optimization of 
family needs. The hardware model of intelligent fridge consists on a pocket per-
sonal computer with touch screen, RFID reader and experimental tags visible in 
the front of Fig. 4.1, a GSM module for the mobile communication on the right 
side and a weighing machine (not illustrated), as well. 
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Fig. 4.1. Hardware Model of Intelligent Fridge 

The software application consists on database, shopping list, calendar, statis-
tics, message board, and entertainment modules. All of important parameters of 
articles are stored in database (Fig. 4.2). Input of article’s data can occurs by RFID 
entry or manual if RFID tags are not available. 

 

  

Fig. 4.2. Data Flow of Intelligent Fridge 

Incoming food products will be checked by weight and putting in the fridge re-
corded in the content table of fridge. Each event is registered in log file used for 
the statistics. The database contents the basic parameters of program, and the main 
parameters of family members. 

The following date of purchase and for the purchase responsible person is al-
ways fixed in calendar module. If nobody is fixed than the default person will re-
ceive the shopping list that will be sent by SMS or E-mail depending on setup. 
Each family member can enter up several events in the calendar module. If this 
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event has a history in statistics module then this entry will automatically modify 
the needs. Actual shopping list will compile using the information from the statis-
tics and calendar module, and actual content of fridge, but can be revised manu-
ally. The application regularly checks the shelf-life of foods. 

The intelligent fridge program compares the shopping list with the incoming 
products. If a product will ignored for a given period, it will become inactive but 
not deleted from the database. The database can be extended from the fridge foods 
to all of household products in the future. 

In the perspective are two functional extensions. One of them is an expert sys-
tem of family’s best recipes taking proposals on required foods for given dishes by 
backward chaining inference, or in opposite conclude the supposed dishes from 
given in fridge foods using forward chaining reasoning. The other perspective is 
the realization of an on-line information and logistic system for the direct food 
supply from the local shops to the fridge. 

4.2 The Intelligent Washing Machine 

The Intelligent Washing Machine project is implemented using the same hardware 
model as the intelligent fridge. The system is extended only by laundry baskets 
and a virtual washing machine provided with RFID reader each of them. 

The purpose of this project is the optimized handle of family’s wardrobe. By 
the data entry is supposed that each peace of clothes has a RFID label and can 
automatically recognized (Fig. 4.3) failing which the clothes features must be en-
tered manual (Fig. 4.4). 

 

  

Fig. 4.3. Input of RFID Code Fig. 4.4. Input of New Cloth’s Date 

The basic dates of clothes are stored in the database (Fig. 4.5).The pieces of 
clothes throwing into one of the laundry baskets will recorded in the laundry bas-
ket table. 

The sorting program regularly checks this table and respecting the washing pa-
rameters of each piece try to  complete and  optimize  the  washing doses. The 
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lected dose will moved to the  washing  table which can be revised by manual
 loading pieces from the laundry basket or put it back. 

On the base on all of given parameters the program using fuzzy logic calculates 
the optimal washing program, washing time, water’s temperature, quantity of wa-
ter, washing-powder, and softener, the time and phase of spin-drier. The reader in 
the washing machine checks the material process and compare with the actual 
content of the washing table. 

The results of washing process will be recorded into the log file. Based on log 
file the program can handle any exceptions, and parameter’s update in the data-
base. The junked pieces of clothes will be removed from database. In the perspec-
tive is the hardware implementation of fuzzy control. 

 

 

Fig. 4.5. Data Flow of Intelligent Washing System 

Conclusions 

For building an Intelligent Home system the automatic identification of objects 
was needed. In the retail widely used bar code holds not enough information about 
the products, and not allows the individually identification each peace of article. 
Looking for the widespread implementation of RFID technology two projects for 
intelligent home supporting the human needs were completed. By the RFID im-
plementations were short read range passive RFID tags used throughout the data 
entry in the database system is correct and simply. 
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cal engineering and indeed of industrial engineering since the beginning of engi-
neering practice and particularly in modern times. A historical short survey is pre-
sented to outline the main characteristics of mechanisms and their evolution also 
with the aim to identify challenges and role of MMS in future developments of 
Technology for the benefit of the Society. The significance of IFToMM, the Inter-
national Federation for the Promotion of MMS is also stressed as the worldwide 
community that in the last forty years has contributed to aggregate common views 
and developments and can have a important role for future improvements yet. 

1 Introduction 

Mechanics of systems has been a main concern for system developments and 
mechanisms have been used since the beginning of a growth of Society and. Over 
the time changes of needs and task requirements in Society and Technology have 
required continuous evolution of mechanisms and their uses, with or without a ra-
tional technical consciousness. In past evolution, technical knowledge has made 
possible to propose more and more solutions enhancing mechanisms and their 
uses in order to satisfy demands from Technology and Society. Today it seems 
that we have reached a saturation and a so high level of knowledge on mecha-
nisms that several professionals and even researchers from other fields think that 
there is nothing else to be discovered or conceived in MMS. 

Since the past historical background and developments have been outlined even 
from several technical viewpoints (beside in circuits of History of Science) in sev-
eral works with the aim to track historical evolution of Technology and Engineer-
ing, and to recognize the paternity of machine achievements, like for example in 
(Chasles 1837 and 1886; Reuleaux 1875; De Groot 1970; Crossley 1988; De Jong 
1943; Dimarogonas 1993; Ferguson 1962; Hartenberg and Denavit 1956; Nolle 
1974; Roth 2000) just to cite few relevant sources with fairly simple availability. 
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Recently a specific conference forum has been established within IFToMM 
(The International Federation for the Promotion of MMS) as HMM Symposium in 
which several views and studies are discussed, (Ceccarelli Ed., 2000 and 2004; 
Yan and Ceccarelli, 2008). Some more specific emphasis has been addressed on 
historical trends on recent research activity in papers like (Bottema and Freuden-
stein 1966; Hunt 1984; Roth 1983; Shah 1966). Even the author has attempted to 
outline historical developments with the aim to track the past to identify directions 
for future work in (Ceccarelli, 2001 a and b; 2004 a and b; 2007). 

In this survey a vision is outlined with a historical perspective in order to show 
that, although many new issues in Mechanism Design can be based on basic con-
cepts that have been developed in the past, we have still several challenging issues 
to approach for giving proper solutions to new and updated problems in the evolv-
ing Technology and Society. New systems and updated performance are asked for 
mechanism applications that deserve attention starting from the theoretical bases 
before to update or conceive algorithms for design and/or operation with optimal 
characteristics. 

Two main considerations can be observed in order to claim that MMS is still a 
discipline with necessary strong activity in teaching, research, and practice. 
Namely they are: 

Human beings operate and interact with environment and systems on the basis 
of actions of mechanical nature; therefore mechanisms will be always an essential 
part of systems that help or substitute human beings in their operations and other 
manipulations. 

There is a continuous need to update problems and solutions in Technology 
since Society continuously evolves with new and updated needs and requirements; 
thus, even mechanisms are asked for new and updated problems that require a 
continuous evolution and update of knowledge and means for proper applications 
of mechanisms. 

2 A Short Account of History of Mechanism Design 

Mechanisms and Machines have addressed attention since the beginning of Engi-
neering Technology and they have been studied and designed with successful ac-
tivity and specific results. But TMM (Theory of Machines and Mechanisms) have 
reached a maturity as independent discipline only in the 19th Century. 

The historical developments of Mechanisms and Machines can be divided into 
periods with specific technical developments that, according to my personal opin-
ion, can be identified and characterized by referring to significant starting events 
such as: 

• Utensils in Prehistory 
• Antiquity: 5-th cent. B.C. (Mechanos in Theater plays) 
• Middle Ages: 275 (sack of the School of Alexandria and destroy of Library 

and Academy) 
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• Early design of machines: 1420 (Zibaldone by Filippo Brunelleschi) 
• Early discipline of mechanisms: 1577 (Mechanicorum Liber by Guidobaldo 

Del Monte) 
• Early Kinematics of mechanisms: 1706 (Traitè des Roulettes by Philippe De 

La Hire) 
• Beginning of TMM: 1794 (Foundation of Ecole Polytechnique) 
• Golden Age of TMM: 1841 (Principles of Mechanism by Robert Willis) 
• World War Period: 1917 (Getriebelehre by Martin Grubler) 
• Modern TMM: 1959 (Synthesis of Mechanisms by means of a Programmable 

Digital Computer by Ferdinand Freudenstein and Gabor N. Sandor) 
• MMS Age: 2000 (re-denomination of TMM by IFToMM) 

A preliminary version of a brief account on History of Mechanism Design has 
been presented by the author at 2004 IFToMM World Congress (Ceccarelli 2004). 
However, many other authors have outlined historical evolution of the field in the 
past and even recently in order to emphasize new research lines, as for example 
those who have been mentioned in the introduction. 

Most of the historical views and achievements are usually referred to western 
countries as related to the development of Industrial Revolution and Modern 
Technology that occurred mainly in western countries. Thus, historical technical 
studies often ignore what happened in the rest of the world mainly because the 
achievements that occurred there, did not affect directly the technical evolution 
during the Industrial Revolution. However, those technical achievements in his-
torical developments in other countries and civilizations can be and are considered 
of great interest also to understand the worldwide acceptance of Industrial Revolu-
tion and cultural evolution of Mechanical Engineering at large. But they are often 
underestimated and they should be better considered in more clear studies and 
presentations by engineers as oriented to engineers. 

The historical evolution to the current MMS can be outlined by looking at de-
velopments that occurred since the Renaissance. Mechanisms and machines were 
used and designed as means to achieve and improve solutions in other fields. Spe-
cific fields of mechanisms grew in results and awareness and first personalities 
were recognized as brilliant experts, like for example Francesco Di Giorgio Mar-
tini and Leonardo Da Vinci among many others, as emphasized in (Ceccarelli 
2008). At the end of Renaissance Mechanics of Machinery addressed a great at-
tention also in Academic world, starting from the first classes given by Galileo 
Galilei in 1593-98. The designer figure evolved to a professional status with 
strong theoretical bases finalizing a process in 18th Century that in the Renaissance 
saw the activity of closed small communities of pupils/co-workers after ‘mastros’ 
and ‘maestros’. Lot of academic activity increased basic knowledge for rational 
design and operation of mechanisms. First mathematizations were attempted and 
fundamentals on mechanism kinematics were proposed by first investigators who 
were specifically dedicated to mechanism issues, like for example Philippe De la 
Hire among many others. The successful practice of mechanisms was fundamental 
for relevant developments in the Industrial Revolution during which many practi-
tioners and researchers implemented the evolving theoretical knowledge in practical 
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applications and new powered  machines. The 19th Century  can  be considered 
the Golden Age of MMS since relevant novelties were proposed both in theoreti-
cal an practical fields. Mechanism were the core of any machinery and any tech-
nological advance. A community of professionals was identified and specific aca-
demic formation was established. TMM gained and important role in the 
development of Technology and Society and several personalities expressed the 
fecundity of the field with their activity, like for example Franz Reuleaux among 
many others. The first half of 20th Century saw the prominence of TMM in me-
chanical (industrial) engineering but with more and more integration with other 
technologies. A great evolution was experienced when with the advent of Elec-
tronics it was possible to handle contemporaneously several motors in multi-d.o.f. 
applications of mechanisms and to operate 3D tasks with spatial mechanisms. The 
increase of performance (not only in terms of speed and accuracy) required more 
sophisticated and accurate calculations that have been possible with the advent of 
Informatics means (computers and programming strategies). 

Today, a modern machine is a combination of systems of different natures and 
this integration has brought to the Mechatronics concept. Most of the recent ad-
vances in machinery are thought in fields other than MMS. But Mechanism De-
sign can be still recognized as a fundamental discipline for developing successful 
systems that operate in the mechanical world of human beings. Tasks and systems 
for human beings must be of mechanical nature and a careful Mechanism Design 
is yet fundamental to obtain systems that help or substitute human beings in their 
operations. Most of those tasks are already obtained with mechanism solutions 
that can be seen as traditional successful ones that nevertheless could need further 
update or re-consideration because of new operation strategies and/or new mate-
rial and components (scaled designs). Therefore, Mechanism Design can be con-
sidered still a discipline for current research interests. But: What are open prob-
lems and challenges for today Mechanism Design? Can they be considered new 
issues or should they be rediscovered from past ideas? 

3 IFToMM Activity and Its Role 

 The identity of a person and even a Community can be indicated by a name giv-
ing a synthetic description of the personality and main capability or characteris-
tics. The names of IFToMM (the International Federation for the Promotion of 
MMS), TMM (Theory of Machines and Mechanisms), and MMS (Machine and 
Mechanism Science) identify IFToMM Community who refers to MMS at large. 
The names of IFToMM, TMM, and MMS are related to fields of Mechanical En-
gineering concerning with Mechanisms in broad sense. 

TMM is often misunderstood even in the IFToMM Community, although it is 
recognized as the specific discipline of Mechanical Engineering related with 
mechanisms and machines. The meaning of TMM, now MMS, can be clarified by 
looking at terminology. 
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IFToMM terminology (IFToMM 1991 and 2003) gives: 
- Machine: mechanical system that performs a specific task, such as the form-

ing of material, and the transference and transformation of motion and force. 
- Mechanism: system of bodies designed to convert motions of, and forces on, 

one or several bodies into constrained motions of, and forces on, other bodies. 
The meaning for the word “Theory” needs further explanation. The Greek word 

for Theory comes from the corresponding verb, whose main semantic meaning is 
related both with examination and observation of existing phenomena. But, even 
in the Classic language the word theory includes practical aspects of observation 
as experiencing the reality of the phenomena, so that theory means also practice of 
analysis results. In fact, this last aspect is what was included in the discipline of 
modern TMM when Gaspard Monge (1746-1818) established it in the Ecole Poly-
technique at the beginning of 19th Century, (Chasles 1886), (see for example the 
book by Lanz and Betancourt (1808), whose text include early synthesis proce-
dures and hints for practical applications). Later (se for example Masi 1888) and 
up today (see for example Uicker et al. 2003) many textbooks have been entitled 
Theory of Mechanisms since they describe both fundamentals and applications of 
mechanisms in machinery. 

The term MMS has been adopted within the IFToMM Community since the 
year 2000 (IFToMM 2004) after a long discussion (see (Ceccarelli 1999) in the 
IFToMM Bulletin), with the aim to give a better identification of the modern 
enlarged technical content and broader view of knowledge and practice with 
mechanisms. Indeed, the use of the term MMS has also stimulated an in-depth re-
vision in the IFToMM terminology since the definition of MMS has been gives as, 
(IFToMM 2003): 

- Mechanism and Machine Science: Branch of science, which deals with the 
theory and practice of the geometry, motion, dynamics, and control of machines, 
mechanisms, and elements and systems thereof, together with their application in 
industry and other contexts, e.g. in Biomechanics and the environment. Related 
processes, such as the conversion and transfer of energy and information, also per-
tain to this field. 

Summarizing, since the modern assessment, TMM has been considered as a 
discipline, which treats analysis, design and practice of mechanisms and ma-
chines. This will be also in the future for the area today named as MMS, since 
modern and futures systems will still include mechanisms and machines with me-
chanical designs and operations as related with life and working of human beings. 
These mechanical devices need to be designed and enhanced with approaches 
from mechanical engineering because of the mechanical reality of the environment 
where the human beings will always live, although new technologies will substi-
tute some components or facilitate the operation of mechanical devices. 

Technically, MMS can be seen as an evolution of TMM as having a broad con-
tent and view of a Science, including new disciplines. Historically, TMM has in-
cluded as main disciplines: History of TMM; Mechanism Analysis and Synthesis; 
Theoretical Kinematics; Mechanics of Rigid Bodies; Mechanics of Machinery; 
Machine Design; Experimental Mechanics; Teaching of TMM; Mechanical Systems  
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for Automation; Control and Regulation  of Mechanical Systems;  RotorDy-
namics; Human-Machine Interfaces; BioMechanics. The modernity of MMS has 
augmented TMM with new vision and means but also with many new disciplines, 
whose the most significant can be recognized in: Robotics; Mechatronics; Compu-
tational Kinematics; Computer Graphics; Computer Simulation; CAD/CAM for 
TMM; Tribology; Multibody Dynamics. 

The evolution of the name from TMM to MMS, that has brought also a change 
in the denomination of the IFToMM Federation from "IFToMM International 
Federation of TMM" to "IFToMM, the International Federation for the Promotion 
of MMS", can be considered as due both to an enlargement of technical fields to 
an Engineering Science but even to a great success in research and practice of 
TMM with an increase of engineer community worldwide. 

The developments in TMM have stimulated cooperation all around the world at 
any level. One of the most relevant results has been the foundation of IFToMM in 
1969, Figs. 1 and 2. IFToMM was founded as a Federation but as based on the ac-
tivity of individuals within a family frame with the aim to facilitate co-operation 
and exchange of opinions and research results in all the fields of TMM. Many in-
dividuals have contributed and still contribute to the success of IFToMM and re-
lated activity, (see IFToMM webpage: www.iftomm.org) under a vision coordina-
tion of IFToMM Presidents over time, Fig. 3. 

The modernity and relevance of IFToMM activity can be recognized in the 
common frame of views and results on MMS, in the many different technical 
fields. Thus, the role of IFToMM can be still recognized, like stated in its constitu-
tion, as instrumental in stimulating enhancements and giving common frames and 
views for the evolution of MMS both with technical aims and benefits for the So-
ciety. 
 

 

Fig. 1. A historical moment of the foundation of IFToMM, the International Federation for the 
Theory of Machines and Mechanisms, in Zakopane (Poland) on 27 September 1969, (Courtesy 
of IFToMM Archive) in which one can recognize: 1) Prof. Ivan Ivanovic Artobolevskii (USSR); 
2) Prof. Adam Morecki (Poland); 5) Prof. Nicolae I. Manolescu (Romania); 6) Prof. Erskine F. 
Crossley (USA); 7) Prof. Giovanni Bianchi (Italy); 8) Prof. Aron E. Kobrinskii (USSR); 9) Prof. 
Werner Thomas (Germany); 10) Prof. Jan Oderfeld (Poland) 

474 M. Ceccarelli



 

 

Fig. 2. IFToMM foundation act (Courtesy of IFToMM Archive) 

 

 

Fig. 3. IFToMM Presidents at the Symposium HMM2000 in Cassino on May 2000 (from left to 
right): Giovanni Bianchi (1984-’87 and 1988-‘91), Arcady Bessonov in substitution of Ivan I. 
Artobolevsky (1969-71 and 1972-‘75), Bernard Roth (1980-‘83), Jorge Angeles (1996-2000), 
Kenneth J. Waldron (2000-‘03 and 2004-‘07), Leonard Maunder (1976-‘79), Adam Morecki 
(1992-’95), and Marco Ceccarelli (2008-2011; at the time of the photo Chairman of HMM2000 
IFToMM Symposium on History of Machines and Mechanisms) (years in the brackets indicate 
the President term) 
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4 Old and New Solutions in MMS towards Future Challenges 

The main current interests for research in MMS can be summarized in the follow-
ing topics: 
- 3D Kinematics and its application in practical new systems and methodologies 
- Modeling and its mathematization 
- Multi-d.o.f. multibody systems 
- Spatial mechanisms and manipulators 
- Unconventional (compliant, underactuated, overconstrained) mechanisms 
- Scaled mechanisms 
- Creative design 
- Mechatronic designs 
- Reconsideration and reformulation of theories and mechanism solutions 

Those topics are also motivated by needs for formation and activity of profes-
sionals who will be able to conceive and transmit innovation both into production 
and service frames. 

Teaching in MMS requires attention on modern methodologies that can use ef-
ficiently computer and software means, which are still evolving rapidly. Thus, 
there is a need to update also the teaching means that makes use of simulations 
and computer oriented formulation. In addition, mechatronic lay out of modern 
machinery suggest to teach mechanisms as integrated with other components like 
actuators and sensors since the beginning of the formation curricula. 

Activity by professionals asks for novel applications and high performance de-
signs of machines as they are continuously needed in evolving/updating systems 
and engineering tasks. In addition, there is a need to make understandable new 
methodologies to professionals for practical implementation both of their use and 
results. New solutions and innovation is continuously asked not only for technical 
needs but even for political/strategic goals of company success. 

Are the above-mentioned topics really new arguments in the History of MMS? 
What challenges are still facing the MMS community? 

It is quite clear that modern developments in Technology and Science have 
stimulated and required developments and novelties in machines and mechanisms 
too, since the growth of new and updated needs, but also because of current prac-
tical possibilities for mechanism solutions that were utopist in the past. 

Past solutions and efforts can be helpful to understand situations and develop-
ments that are still needed to reach successful achievements fulfilling today and 
even future requirements. In the following, few examples are briefly discussed to 
illustrate what has been developed in the past that can be considered as new today 
and therefore of inspiration for today research in MMS together with new chal-
lenges. 

Lot of today activity is addressed to new models and new mathematizations for 
mechanisms. This attention is not new, but procedures and means can be consid-
ered new since they are related to goals of using modern means of calculus both in 
term of numerical algorithms  and  computer  facilities. Today  a  high  level of 
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straction is used in treating kinematic chains and motion characteristics of mecha-
nisms. However, even in the past abstraction was used to study properly a general 
but specific motion of a rigid body, like the early studies of point trajectories in 
the form of curve formulation since the late renaissance and up the beginning of 
Industrial Revolution.  Even today, this study does not refer directly to any practi-
cal application and seems to be a pure academic exercise, but one can easily rec-
ognize that results of such a theoretical analysis can be implemented to improve 
successfully machinery operations both in terms of theoretical capabilities and 
mechanical design characteristics. 

Today dualistic viewpoints are proposed as based on graphical and mathemati-
cal approaches yet. Thus, for examples graphs and algebraic groups are used to 
describe kinematic chains of mechanisms and their functionalities. Similarly, 
Graph Theory with a matrix algebra and Group Theory are introduced to formu-
late the operation of mechanisms and then new design algorithms. Lot of work is 
addressed to a suitable mathematization of mechanism aspects that can be effi-
ciently treated through computer means. This issue, indeed, is an old need, i.e. de-
signers and researchers worked on engineering views as a function of computa-
tional issues with means of the time and therefore, theories and algorithms are 
today needed to be formulated or re-formulated accordingly to the capacity of 
those new available means. Computer means can make available mathematical 
means for practical engineering purposes with great computational accuracy, when 
they are properly adjusted to each other. An example from the past is the Algebra 
of matrices that today is commonly used in Robotics. It was not used until com-
puter calculation since the end of 1950s’ made it feasible and more efficient than 
traditional graphical procedures. New attention is addressed today to other alge-
bras and even using quaternions and biquaternions in a considerable growing lit-
erature. Today computational issues seem to motivate also basic research and re-
formulation regarding problems that were considered as definitively solved even 
in a recent past. This is because a new mathematization and related computational 
algorithms can give further insight both in solutions and design algorithms. Em-
blematic is the attention to the kinematics of four-bar linkages whose fecundity (as 
Hartenberg pointed out in the 1950s’) still gives new insights and procedures for 
designing also more complex systems or new solutions for practical applications 
(see for example compact actuation mechanisms for backdoors of cars). Issues on 
mathematization are still of current interest non only for computational purposes, 
but even for further investigation fields as for example for 3D kinematics. The 
great attention on 3D kinematics has been motivated from engineering viewpoint 
since when there has been the possibility to operate and regulate spatial mecha-
nisms in practical applications. This has happened when it has been possible to 
control and to sensor spatial motion by using electronic components. Indeed, even 
the increase of spatial tasks for manipulations and industrial processes have made 
of practical interest mechanisms that were studied since the second half of 19th 
Century, but mainly for pure academic interests. Screw systems are today exten-
sively modeled and formulated to design and operate manipulators and spatial 
mechanisms in practical applications in several fields other than industry, like for 

ab
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example in medical engineering. Schemes from Screw Theory are used and al-
though they are presented in new algorithms, basic concepts were conceived in the 
past. An example is shown in Fig. 4 in which the so-called Screw Triangle is out-
lined by Bricard in 1926 for a design algorithm that today still addresses great at-
tention mainly for suitable computer-oriented formulation in a very rich growing 
literature. Thus, the concepts of the Screw Theory have been outlined since the 
18th Century (through the works of Euler, D’Alembert, Bernoulli, Frisi, and Mozzi 
(see Ceccarelli 2000) and then it has been clearly formulated in 19th Century, by 
starting with the work of Ball. But, a useful mathematization and consequent prac-
tical implementation of Screw Theory have been developed in modern terms and 
are still under development as function of mathematical and informatics means 
through several approaches. 

 

   
   a)    b) 

Fig. 4. A scheme for Screw Triangle of a 3R manipulator: a) by Bricard in 1926,) b) as drawn 
today 

Spatial mechanisms are thought to be conceived in the last five decades. But 
the possibility to use them is not new. One of those last systems can be considered 
cable parallel manipulators that have addressed attention of researchers and de-
signers only recently. But in Fig. 5 Filippo Brunelleschi seems to have used such a 
system in a crane to increase payload and mechanical versatility, already in 1420. 

Problems that are related to manipulation mechanisms such as for grasping, are 
today of fundamental relevance, and considerable attention is addressed to the va-
riety of grasps and to general models and formulation of the mechanics of grasp. 
Those needs have been determined by a large variety of tasks and objects that can 
be grasped in today applications both in industry and diary life. In Fig. 6 a study 
by Mariano Di Jacopo (il Taccola) in the 14th Century is reported in which differ-
ent grippers are examined in terms of fingers and locking systems, likewise in to-
day investigations. Today, we have very powerful technology for sensors and 
force control, but still the mechanics of the grasp is fundamental and even more 
influential on the grasp success is the mechanism design and its functionality. 
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          a)          b) 

Fig. 5. An early cable parallel manipulator in a crane by Filippo Brunelleschi in 1420: a) the 
crane system; b) zoomed view of an early cable parallel manipulator 

In Fig. 7 schemes are shown as used by Francesco Masi in 1897 to study the 
stability of a grasp with multiple contacts, likewise today approaches for in multi-
fingered robotic hands. Indeed the sketches recall very much the today schemes of 
force closure for investigating on the stability of multi-contact grasps. The grasp 
versatility of human hand with its compact design is still a challenge both for ro-
botic applications and prosthesis implementation. 

 

 

Fig. 6. A variety of two-finger grippers with different locking systems for fish grasping by 
Mariano Di Jacopo in 14th Century 
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Fig. 7. Sketches for the analysis of planar multi-contact grasp by Francesco Masi in 1897 

3D kinematics has been deepened and abstraction has reached good results so 
that is it used also in many other fields. Today one of the most successful field of 
novel applications is considered Computer Vision and Graphics, since when vi-
sion systems are available with suitable advanced capabilities. But already in the 
last decade of 19th Century there was a successful activity in applying Kinematics 
to Graphics with perspective to Vision, but for practical applications in technical 
Drawing. Emblematic is the example dated 1880 in Fig. 8 in which computations 
results from kinematics in Fig. 8a) are used for shadowing a complex object in 
Fig. 8b). The topic was specifically addressed to enhance technical drawing to-
wards its standardization. This is again the case today as related to user-oriented 
CAD techniques that can give results useful also for Vision applications. 

 

     
  a)     b) 

Fig. 8. An example of early results for Computer Vision and Graphics by using Kinematics by 
Domenico Tessari in 1880: a) computed results for isotonic curves of a 3D object; b) correspond-
ing pictorial reconstruction of the illuminated object 
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Fig. 9. An automatic wood sawing machine by Villard de Honnecourt in the 13th Century 

Mechatronics is usually considered a last achievement of modern engineering 
by which modern systems are designed and operated because of integration of 
several components of different natures with a multi-disciplinary engineering ap-
proach, Fig. 10. The significant role of mechanisms in Mechatronics can be under-
stood since it is fundamental a mechanical system to interact with the environment 
or to perform the task. However, for a mechanical system, but even for a mecha-
tronic one within mechanics aspects mechanism can be considered together with 
material, mechanical design, and manufacturing as main aspects to be considered 
for a proper design and functionality. Although engineer formation was and is still 
achieved by teaching separately courses on specific disciplinary subjects, never-
theless machines have been always treated by looking at the integration of differ-
ent aspects. Of course, nowadays the multitude and sophistication of those 

Nowadays automatic machinery requires multi-d.o.f. mechanisms that have 
been possible only with the advent of modern control engineering and advanced 
electric motors. But solutions were designed and used also in the past by using 
mechanical devices and/or ingenious designs not only in the form of automtons. 
Figure 9 shows the design of an automatic wood sawing machine by Villard de 
Honnecourt in 13th Century. In the machine one can identify the axle of the water 
turbine transmitting motion both to the saw linkage mechanism and wood feeding 
slide. In addition, the saw linkage mechanism can be interpreted as two surprising 
operations, namely the saw is guided by using a coupler point (usually James Watt 
is said to have been the first using coupler curves for body guiding, but in 1742) 
and/or the mechanism can be understood even as a five-bar linkage by looking at 
the drawn bars as movable links when the second input can be used to adjust the 
saw operation yet.  
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disciplinary aspects require  to  emphasize on  the multi- disciplinarity  asking  exper-
tise in specific fields but in a wider and wider context. Technical integration of 
different engineering aspects was considered also in the past, as one can see for 
example in the design shown in Fig. 11 (Woodcroft 1851). Indeed once can find 
even early mechatronic designs like in the example of Fig. 11 in which a machine 
by Heron of Alexandria (who lived in 2nd Century B.C.) is reproduced in a draw-
ing during Renaissance to show a so-called hydraulic organ with a combina-
tion/integration of mechanisms, hydraulic actuators, and regulation devices. 
 

 
Fig. 10. A scheme for definition of Mechatronics 

 

Fig. 11. A hydraulic organ designed in the 2nd Century B.C. by Heron of Alexandria as redrawn 
in 15th Century 

multi
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Another modern issue is related with machinery materials and related tribologi-
cal problems. Today, but even in the past, main limits of life duration of machines 
(or at least of their efficiency) are considered as related to tribological issues due 
to friction and wear. This critical issue was understood since the beginning of us-
ing moving connected bodies and several solutions were studied and attempted 
both in terms of materials and manufacturing/operation techniques in order to 
have a control and/or an estimation of the effects. In Fig. 12 an example of such an 
attention and adopted consequent action is reported from the time of antique 
Egyptians. A man at the foot of the statue is specifically devoted to spray a liquid 
(perhaps vene not pure water) as lubricant on the sliding surface with the to reduce 
the friction for moving the heavy load of a statue. There, we have the principle of 
attaching a tribological problem by using intermediate lubricant material, suitable 
surface design, and even controlled operation, likewise today, although today we 
have a larger variety of materials and technologies. 

 

 

Fig. 12. A tribological solution with lubricant application for transportation of a statue at the 
time of Antique Egypt 

Another challenging trend in MMS can be identified in scaled mecha-
nisms/machines and their applications both to very small and very large sizes. 
Miniaturization has been experienced in the last decades and today micro-
mechanisms are almost usual machines so that research is now directed even to 
molecular scales. On the other hand the increase of power needs has required lar-
ger and larger size of mechanical devices. Even spatial exploration and exploita-
tion have stimulated a great consideration of very large mechanism with deploy-
able mechanism structures. While miniaturization at today levels is indeed a 
novelty in the history of engineering, the scaling need is not new and engineering 
approaches were developed to adapt the mechanism size to the application re-
quirements even by considering peculiarities of the scaling in terms of actions and 
relative significance, as in the example in Fig. 13 (Besson 1578), for a mechanism 
to lift large boats at the time of late Renaissance. In particular, the history of 
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Mechanism Design is mainly related to an increase of tasks by enlarging mecha-
nisms in terms of power, motion, and productivity. Thus once more, the new scal-
ing of design and operation has required and still require to re-consider the basic 
principles of mechanisms. Similarly, the challenge of micro-mechanisms and even 
more nano-mechanisms can be considered in adapting and therefore in redesigning 
known mechanisms by considering the different new situations and environments 
at the very small scale applications. 
 

 

Fig. 13. A scaled large mechanism for lifting boats in 16th Century 

One of the greatest attention for novelties in Mechanism Design can be consid-
ered the conception of new mechanisms and systems that can fulfill (optimally) 
identified new problems. Today is very difficult to conceive new mechanisms 
from theoretical viewpoint, after that in the past, efforts have obtained mechanism 
classifications with exhaustive listing of kinematic chains. It is not only because of 
the milestone work by Franz Reuleaux that for example Francesco Masi in Italy 
and many others up to in other countries have completed by listing many types of 
mechanisms (up to millions of different architectures; (relevant is the recent ency-
clopedic work of Artobelevski in 1975), but even in a very past, the variety of 
mechanisms was considered in unifying approaches that helped in conceiving new 
mechanisms. Figure 14 is a brilliant example of such an early activity for mecha-
nism classification that Francesco di Giorgio Martini discussed for pumping sys-
tems to derive an early concept of kinematic inversion of mechanism as in the ex-
ample of the second drawing of the second column of Fig. 14. 

However, new architectures of mechanisms have been attempted even in the 
past by using different concepts from traditional mechanism design like for exam-
ple with compliance or underactuated and overconstrained mobility. Indeed they 
are extensively used only in modern times, even if in the past we can find pioneer-
ing solutions, like for example the case in Fig. 15 in which elastic bodies are used 
for the functionality of a lock mechanisms. Indeed elastic/compliant operation of 
links were also used in Chinese locks since the Antiquity yet. 
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Fig. 15. An early compliant mechanism for door lock by Leonardo da Vinci 

In the last decade, mechanism design has been revitalized as central role for 
machine design by a development of so-called Creative Design in which the crea-
tive skill of a designer is considered together with technical methodologies and 
computational algorithms in a well defined design process by which all the possi-
bilities are explored for a given task. Indeed, Creative Design is still understood in 
a wider concept but always considering as central the intellectual creativity, which 
can be also independent of a strong technical background. The challenge can be 
recognized in the possibility to be free from the well defined schemes of the well 
established technical frames for mechanism design with the aim to discover both 
new systems or simple efficient solutions even from the large existing variety. In-
deed, most of the inventions of the past have been based on the ingenuity of inven-
tors, who first attempted the construction and operation of their inventions and 
then they or even other studied and systematized a related theoretical background 
for further designs and enhancements. 

Summarizing this brief account that has been supported with few significant il-
lustration examples from a huge literature and engineering history, in MMS there 
is much of new in what is old but still novelties can be conceived not only by 
looking at the past. 

A fundamental aspect, which is in common to new ideas from the past and 
challenges for real today novelties, can be identified in issues that are related to 
mathematization and computation of theories and mechanism solutions. Challeng-
ing problems, like in the past, are related to derive methodologies (i.e. knowledge) 
that can be used in practical engineering at current modern levels of efficiency, 
and are feasible for conceiving and updating tasks and requirements. 
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Conclusions 

Not everything is new or recently developed in MMS and specifically in Mecha-
nism Design. But this does not mean that there is not interest and even no need to 
work on developing and enhancing knowledge and application of Mechanism De-
sign. New challenges are determined for Mechanism Design in the new Technol-
ogy and Society needs both in term of new solutions and updating past systems. 
An aware historical background can give not only consciousness of past efforts 
and solutions, even for paternity identification, but at the most it can help to find 
ideas for new and updated problems to solve. Many of today new issues in MMS 
have been conceived in the past in terms of basic principles that are often forgot-
ten. But the rapidly evolving needs of Technology and Society will require a con-
tinuous re-thinking and re-conceiving of methodologies and solutions in suitable 
updated applications. Thus, main challenges for future success in MMS can be 
recognized in the capability of being able to keep updated the field and therefore 
in being ready to solve new and updated problems with new ideas or refreshing 
past solutions, like it has been done successfully in the past. In the paper the mat-
ters for historical survey and challenges have been discussed with general consid-
erations by using few emblematic examples. 
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management of changes which may occur in a holonic manufacturing system. This 
solution is part of the semi-heterarchical control architecture developed for agile 
job shop assembly with intelligent robots-vision workstations. Two categories of 
changes in the manufacturing system are considered: (i) changes occurring in re-
source status at process level: breakdown, failure of (vision-based) in-line inspec-
tion operation, and depletion of local robot storages; (ii) changes in production or-
ders at business (ERP) level: rush orders. All these situations trigger production 
plan update and rescheduling (they redefine the list of Order Holons) by pipelining 
CNP-type resource bidding at shop-floor horizon with global product scheduling 
at aggregate batch horizon. Failure- and recovery management are developed as 
generic scenarios embedding the CNP mechanism into production self-
rescheduling. Implementing solutions and experimental results are reported for a 
6-station robot-vision assembly cell with twin-track closed-loop pallet transporta-
tion system, Cartesian pallet feeding station, dual assembly component feeder with 
robot-vision tending and product tracking RD/WR devices. Future developments 
will consider manufacturing integration at enterprise level. 

Keywords: holonic manufacturing, distributed control, reconfigurable systems, 

1 Introduction 

Some of the problems that discrete, repetitive manufacturing industry faces are: 
resource availability (unexpected failure or recovery of a resource and insertion or 
removal of resources from the production process) and treatment of "rush orders". 
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To cope with these problems three concepts have been developed in past years: (i) 
Flexible Manufacturing Systems – FMS (Groover 1987; Upton 1992), (ii) Multi-
Agent – MAS and Holonic Manufacturing Systems – HMS (Van Brussel et al. 
1998; Leitao 2006) and (iii) Product-Driven Control for Manufacturing – PDCM 
(Petin et al. 2006; Gouyon et al. 2007). The first, FMS, deals with the physical 
composition of a manufacturing cell which has a minimal degree of flexibility al-
lowing easy reconfiguration and also facing disturbances like resource break-
downs. The second concept, HMS, deals with the control part of a manufacturing 
cell, structuring it into basic building blocks characterized by autonomy and coop-
eration. Manufacturing tasks are solved by cooperation between these entities and 
to the exterior the system is seen as a single entity, making it easier to integrate 
such structures with the upper levels (ERP) of an enterprise. The last concept, of 
"intelligent product", assumes that a local intelligence is provided to the product 
(moving on a pallets) integrated via RFID devices in an Enhanced Information 
Management System (IMS-RFID) which is used to retrieve process-, resource- 
and cell- data for product routing. 

The need of methods and tools to manage the process of change addresses both 
the level of business reengineering (including information technology infrastruc-
tures) and shop floor reengineering (production processes are executing). A par-
ticularly critical element in the shop floor reengineering process is the control sys-
tem. Current control / supervision systems are not agile because any shop floor 
change requires programming modifications, implying the need for qualified pro-
grammers, usually not available in manufacturing SMEs. Even small changes (e.g. 
rush orders) might affect the global system architecture, which inevitably in-
creases the programming effort and the potential for side-effect errors. 

The methodology used for shop-floor reengineering, proposed in this paper, 
compensates for the deficiencies of both hierarchical and heterarchical enterprise 
control systems, and is based on new concepts for the design and implementing of 
manufacturing control systems in the frame of Holonic Manufacturing Execution 
Systems. Such concepts attempt to model a manufacturing system based on some 
analogies with other existing theoretical, natural or social organization systems 
(Babiceanu et al. 2004; Barata 2000; Van Brussel et al. 1998). The agent-based 
and holonic paradigms symbolize these new approaches; they deal with the re-
configurability in discrete, repetitive manufacturing by introducing an adaptive 
production control system that evolves dynamically between a more hierarchical 
(providing global efficiency / optimality) and a more heterarchical (self-adapting, 
fault-tolerant, agile) control architecture, based in self-organization and learning 
capabilities embedded in individual holons – information counterparts of re-
sources, processes and products (Bellifemine et al. 2001). 

A generic distributed enterprise control architectures for shop floor reengineer-
ing aims at accommodating the requirements: 
• Modularity: production systems should be created by composing modularized 

manufacturing components, which become basic building blocks (developed on 
the basis of the processes they are to cater for). 
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• Configuring rather than programming: the addition or removal of any building 
block is done smoothly, with minimal programming effort. The system compo-
sition and its behaviour are established by configuring the links among mod-
ules, using contractual mechanisms. 

• High reusability: the building blocks should be reused for as long as possible, 
and easily updated. 

• Legacy systems migration: legacy and heterogeneous controllers are accepted 
in the global architecture. 

The proposed multi-agent control architecture supports the reengineering proc-
ess of shop floor control. This generic MAS architecture uses contracts to govern 
the relationships between coalition members (production agents), including the re-
engineering process within the life cycle. The control system architecture consid-
ers that manufacturing components can be reused and plugged/unplugged with re-
duced programming effort, supporting the plug& produce metaphor. 

The Service Oriented Architecture (SOA) concept is used to face the interop-
erability problems in the autonomous, re-configurable architecture implemented as 
a HMES. Each device controller encapsulates functions and services that its asso-
ciated physical device can perform). These services, that can be modified, added 
or removed (e.g. a new product can be handled by a robot after the aggregation of 
a new gripper), are then exposed to be invoked by other device controllers. 

The SOA for production management and control integrates four areas: (1) Of-
fer Request Management; (2) Management of Client Orders; (3) Order- & Supply- 
Holon (OH, SH) Management; (4) OH Execution & Tracking) – Fig. 1. The first 
area is responsible for generating offers in response to requests, based on: product 
knowledge (embedded in Product Holons - PH), resource capabilities (from Re-
source Holon - RH data), supply constraints and activities planning (CAPP). Once 
received customer orders, they are interpreted, validated and mapped into aggre-
gate production orders (APO) at ERP level. APO is the input to the Global Pro-
duction Scheduler (GPS) which, generates the lists of Supply- (SH) and Order 
Holons (OH). 

A solution for implementing a SOA system is offered by IBM. The IBM SOA 
foundation is an integrated, open set of software, best practices, and patterns. The 
SOA foundation provides full support for the SOA lifecycle through an integrated 
set of tools and runtime components that allow leveraging skills and investments 
across the common runtime, tooling, and management infrastructure. The IBM 
SOA Foundation includes the following lifecycle phases: Model, Assemble, De-
ploy and Manage (Fig. 2). 

There are a couple of key points to consider about the SOA lifecycle: (i) The 
SOA lifecycle phases apply to all SOA projects; (ii) Activities in any part of SOA 
lifecycle can vary in scale and level of tooling used depending on its adoption 
step. 

The HMES implementing the MAS reference architecture assumes that there is 
a similarity between the proposed reengineering process and the formation of con-
sortia regulated by contracts in networked enterprise units. 
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Fig. 1. SOA integrates job-shop, team-based manufacturing with holonic robot control 

 

Fig. 2. IBM SOA Foundation Cycle 
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The adoption of web services in the HMES holarchy will satisfy the require-
ments (Jia and Fuchs 2002): 
• Resources can be encapsulated with a service provider that acts like a bridge 

between the internal structure and the exposed interface. 
• Some services can be composed by other services, creating a levelled structure 

of services (e.g. task-and product-oriented learning of virtual cameras). 
• Interoperability in the MAS is addressed by using common communication 

semantics based on the use of open protocols or web technologies (services). 
• Fault-tolerant attribute is provided (anomalies that may occur during the pro-

duction processes, and identification possible disturbances are handled). 

The scientific contribution of the presented research is the definition and design 
of an implementing frame for a holonic control architecture for agile job shop as-
sembly with networked intelligent robots, based on the dynamic simulation of ma-
terial processing and transportation. The holarchy is defined considering the 
PROSA reference architecture relative to which in-line vision-based quality con-
trol was added by help of feature-based descriptions of materials. 

The paper describes in detail the methodology used for the management of 
changes – reallocating already scheduled production orders (OHs) in a perturbed 
environment. The control architecture is distributed, of semi-heterarchical type, in 
which the organizational control is arranged on two levels, referred to as global 
and local. 

The global level assumes the responsibility for planning and coordination of 
shop-floor level activities and the resolution of conflicts between local objectives; 
the local level has autonomy over the planning and control of internal activities 
(e.g. the robot assembly team). 

There is an entity placed on a superior decisional level – the Global Production 
Scheduler (GPS) – which sends aggregate product orders, optimally scheduled – 
Order Holons (OH), to entities on inferior levels – Device (e.g. Robot, Machine) 
Controller, cooperating to accomplish the orders. The schedules delivered by the 
GPS are not imposed to any of the individual resources; instead, they are only rec-
ommended to the decision-making entities – the Order Holons. These recommen-
dations are followed as long as failures or changes do not occur in the system (hi-
erarchical operating mode); they will be ignored at failure/change and recovery 
moments, being replaced by alternate schedules created from resource (robot) of-
fers mutually agreed by cooperation mechanism (heterarchical operating mode). 
The holonic manufacturing control automatically switches between these two 
modes. 

The holonic control strategy follows the key features of the PROSA reference 
architecture (Van Brussel et al. 1998; Valkaenars 1994), implemented as an ex-
tended HMES: 
• Automatic switching between hierarchical (efficient / optimal use of resources) 

and heterarchical (agility to order changes, e.g. rush orders, and fault tolerance 
to resource breakdowns) production control modes. 
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• Automatic planning and execution via Supply Holons (SH) of part supply; 
automatic generation of self-supply tasks upon detecting local storage deple-
tion. 

• In-line vision-based part qualification and inspection of products in user-
definable execution stages. 

• Robotized processing (e.g. assembling, machine tending, fastening, assem-
bling) under visual guidance 

2 System Architecture 

As suggested by the PROSA abstract, the manufacturing system was broken down 
into three basic holons: 

1 Resource Holons (RH): they hold information about cell resources. Any re-
source may have a number of sub-resources, which are also seen as holons. 

2 Product Holons (PH): they hold information about a product type. The product 
information is more than a theoretical description of the physical counterpart 
but not directly associated with one individual physical item, unlike the re-
source holon (Leitao and Restivo, 2006). 

3 Order Holons (OH): represent all information necessary to produce one item 
of a product type. This holon is directly associated with the emerging item, it 
holds information about its status. OHs are created by the GPS from an Aggre-
gate List of Product Orders generated at ERP level. Alternate OH are created in 
response to changes in product batches (rush orders) and failures (resource 
breakdown, storage depletion). 

A holon designs a class containing data fields and functionalities. Beside the in-
formation part, holons possess a physical part too, like the product_on_pallet for 
OH. 

The way in which different types of holons communicate and the type of in-
formation they exchange depends on the functionalities imposed to the manufac-
turing cell. Fig. 3 shows the interaction diagram of the basic holon classes as they 
were implemented into software to solve scheduling and failure management 
problems. A HolonManager hosts all holons and coordinates the data exchange. 

The HolonManager entity is responsible with the planning (by help of Exper-
tise Holons – EH) and management of OH as Staff Holons in the PROSA archi-
tecture do; in addition, it externally interfaces the application (maps the OH list in 
standard PLC files and tracks OH execution). 

A basic process plan is generated initially, upon receiving from the ERP level 
an APO or raw orders, based on: (i) Knowledge-based scheduling (KBS, inspired 
by Kusiak 1990) or (ii) Resolved Scheduling Rate Planner (RSRP, Borangiu 
2008). This basic process plan is computed at the global horizon of P products of 
the aggregate batches, and consists from a list of Supply Holons responsible for 
feeding the local robot storages and a list of Order Holons driving product execu-
tion. The OH list is mapped into PLC files for batch execution. 
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Fig. 3. Basic holon cooperation and communication structure in the semi-heterarchical control 
architecture 

Alternative process plans, triggered by resource failure, local storage depletion 
or occurrence of rush orders, are pipelined automatically: (a) at the horizon of Ep  

products in course of execution in the system, based on heterarchical contract ne-
gotiation schemes (CNP-type) between valid resources; (b) at the global horizon 
of ET ppP −−  remaining products, =Tp  number of terminated products, based 

on hierarchical GSP. Two categories of changes are considered: 

1 Changes occurring in the resource status at shop floor level: (i) breakdown of 
one resource (e.g. robot, machine tool); (ii) failure of one inspection operation 
(e.g. visual measurement of a component/assembly); (iii) depletion of one robot 
workstation storage. 

2 Changes occurring in production orders, i.e. the system receives a rush order as 
a new batch request (APO). 

All these situations trigger a fail-safe mechanism which manages the changes, 
providing respectively fault-tolerance at critical events in the first category, and 
agility in reacting (via ERP) to high-priority batch orders. A FailureManager was 
created for managing changes in resource status. A virtually identical counterpart, 
the RecoveryManager, takes care of the complementary event (resource recovery). 

Upon monitoring the processing resources (robots), their status may be at run 
time: available – the resource can process products; failed – the resource doesn’t 
respond to the interrogation of the PLC (the entity responsible for Order Holon 
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execution), and consequently cannot be used in production; no stock – similar to 
failed but handled different (the resource cannot be used in production during re-
supply, but it does respond to PLC status interrogations. 

There are two types of information exchanges between the PLC (master over 
OH execution) and the resource controllers for estimation of their status during 
production execution: 
• Background interrogation: periodic polling of I/O lines RQST_STATUS and 

ACK_STATUS between the PLC –OH coordinator and the Resource Control-
lers (robot, machine tool, ASRS). 

• Ultimate interrogation: just before taking the decision to direct a pallet (already 
scheduled to a robot station) to the corresponding robot workplace, a TCP/IP 
communication between the PLC and the robot controller takes place (accord-
ing to the protocol in Fig. 4). This communication validates the execution of 
the current OH operation on the particular resource (robot). 

 

 

Fig. 4. Communication protocol between the PLC and a Robot Controller authorizing an OH op-
eration execution 

In this protocol, READY is a signal generated by the Robot Controller indicat-
ing the idle or busy state of the resource (robot). The PLC requests through its 
digital output line RQST-JOB to use the robot for an assigned OH operation upon 
the product placed on the pallet waiting to enter the robot workstation. D1 details 
the scheduled job via the TCP PLC transmission line from the PLC to the Robot 
Controller.  The Robot Controller indicates in D2 job acceptance or denial via the 
TCP Robot transmission line. 

When the job is accepted, the pallet is directed towards the robot's workplace, 
where its arrival is signalled to the Robot Controller by the Pal In Pos digital out-
put signal of the PLC. Job Done is a signal indicating job termination (D3 details 
the way the job terminated: success, failure). T1 is the decision time on job accep-
tance (storage evaluation etc), T2 is the transport time to move the pallet from the 
main conveyor loop to the robot workplace, and T3 is the time for job execution. 
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Upon periodic interrogation, the entity coordinating OH execution – the PLC – 
checks the status of all resources, which acknowledge being available or failed. 
The ultimate interrogation checks only the state of one resource – the one for 
which a current operation of an OH was scheduled; during this exchange of in-
formation, the PLC is informed whether the resource is available, failed or valid 
yet unable to execute the requested OH operation upon the product due to compo-
nents missing in its storage (no stock status). 

3 Managing Resource Breakdown / Recovery 

When the failure status of a resource is detected, the FailureManager is called, 
executing a number of actions according to the procedure given below (Fig. 4): 
1 Stop immediately the transitions of executing OH, i.e. the circulation of prod-

ucts_on_pallets in the cell; production continues at the remaining valid re-
sources (robots). 

2 Update the resource holons with the new states of all robots. 
3 Read Order Holons currently in execution in the cell. 
4 Evaluate all products if they can still be finished, by checking the status of each 

planned OH: 

– if the OH was in the failing robot station, mark it as failed and evacuate its 
product_on_pallet; 

– if the OH is in the system, but cannot be completed anymore because the 
failed resource was critical for this product, mark it as failed and evacuate 
its product_on_pallet; 

– if the OH is not yet in the system, but cannot be completed due to the fail-
ure of the resource which is critical for that product, mark it as failed 
( en .is the total number of such OH). 

5 For the remaining failwipwip nnn −=' schedulable OH in the system, locate their 

products_on_pallets and initialize the transport simulation associated to the 

current operational configuration of the system. Authorise the '
wipn OH to 

launch Contract Net Protocol-based negotiations (HBM) with the remaining 
available Resource Holons for re-scheduling of their associated operations. 

wipn  are the OH currently introduced in the system (in the present implementa-

tion, 5≤wipn ), and failn is the total number of OH currently in the system, 

which cannot be finished because they need the failed resource at some mo-
ment during their execution 

6 Run the GPS algorithm for the ewipfin nnnN −−−  OH not yet introduced in 

the system, a number of N OH being scheduled and finn  OH were finished. 
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It might happen that a failed robot is repaired before the current manufacturing 
cycle is finished. In this recovery case, the cell regained the ability to run at full 
capacity but the lined up orders do not make use of this fact, as they are managed 
by the system in a degraded mode. 

The procedure of rescheduling back the Order Holons is virtually identical to 
the one used in case of failure; the main deference is that none of the prod-
ucts_on_pallets being currently processed need to be evacuated since there is no 
reason to assume they could not be completed. Any orders that were marked as 
failed due to temporary resource unavailability are now untagged and included in 
the APO list for scheduling at the horizon of the rest of batch, as they may be 
manufactured again due to resource recovery (Lastra and Delamerm 2006). 

4 Management of Rush Orders 

The system is agile to changes occurring in production orders too, i.e. manages 
rush orders received as new batch requests from the ERP level while executing an 
already scheduled batch production (a sequence of OH). 

Because of the similarity between a task run on a processor and a batch of or-
ders executed in a manufacturing cell (both are pre-emptive, independent of other 
tasks or batches, have a release, a delivery date and an fixed or limited interval in 
which they are processed), the Earliest Deadline First (EDF) procedure was used 
to schedule new batches (rush orders) for the robotized assembly cell. 

EDF is a dynamic scheduling algorithm generally used in real-time operating 
systems for scheduling periodic tasks on resources, e.g. processors (Sha et al. 
2004). It works by assigning a unique priority to each task, the priority being in-
versely proportional to its absolute deadline and then placing the task in an or-
dered queue. Whenever a scheduling event occurs the queue is searched for the 
task closest to its deadline term (Borangiu. 2008a; Barata 2005; Rahimifard 2004). 

A feasibility test for the analysis of EDF scheduling was done (Liu and Layland 
1973); it shows that if: (1) all tasks are periodic, independent, fully pre-emptive; 
(2) all tasks are released at the beginning of the period and have deadlines equal to 
their period; (3) all tasks have a fixed time or a fixed upper bound which is less or 
equal to their period; (4) no task can voluntarily stop itself; (5) all overheads are 
assumed to be 0; (6) there is only one processor, then a set of n periodic tasks can 

be scheduled if  timecycle,timeexecution , tasksofnumber  ,1
1

===≤∑
=

ii

n

i i

i TCn
T
C or, 

in other words, if the utilization of the processor (resource) is less than 100%. 
 

7 Delete the orders stored and transfer the updated orders to the system. 
8 Resume product_on_pallet transfer within the transport system (allow OH tran-

sitions in the system). 
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Fig. 5. Dynamic OH rescheduling at resource failure/storage depletion with embedded CNP job 
negotiation (monex) 

A batch or Aggregate Product Order list (APO) is composed of raw orders (list 
of products to be manufactured); this is why two different batches are independ-
ent. Nevertheless, there is a difference between a task and a batch of products: a 
task is periodic while a batch is generally a periodic, i.e. instead of testing the fea-
sibility of assigning batches to the production system with the equation above, the 
test can be used: "for an ordered queue (based on delivery date) of n batches with 

computed makespan, if ni
i

j
ij ,1,atedelivery_dmakespan

1

=≤∑
=

, the batches can 

be assigned to the production cell with EDF without depassing the delivery dates". 
This EDF approach is used to insert rush orders in a production already 

scheduled by the GPS; the steps below are carried out for inserting a new produc-
tion batch during the execution of a previously created sequence of OH (Fig. 6): 

0 Compute remaining time for finishing the rest of current batch (if necessary). 
1 Insert new production data: product types, quantities, delivery dates. 
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2 Separate products according to their delivery date. 
3 Form the entities "production batches" (a production batch is composed of all 

the products having the same delivery date). 
4 Generate raw orders in production batches (APO lists). 
5 Schedule the raw orders (using a GPS algorithm, e.g. KBS or Step Scheduler), 

compute the makespan and test if the inserted batch can be done (the makespan 
is smaller than the time interval to delivery date if production starts now). 

6 Analyse the possibility of allocating batches to the cell using the EDF and sec-
ond equation for feasibility test. 

7 Allocate the batches on the production system according to the EDF procedure. 
8 Resume execution process with new scheduled OH.  

 

Fig. 6. Add rush order diagram. Integration with dynamic job re-scheduling and CNP (monex) 

In this mechanism for managing the changes in production orders, an inserted 
batch is a batch that arrives while another one is in execution. A monitored batch 
is one whose orders are scheduled and assigned to the cell (it has a priority and is 
waiting to enter execution). A current batch is that executing. 

The capability of adding rush orders to production needs a new entity, the 
batch. Thus, job scheduling is done at batch level (all orders with the same deliv-
ery date are scheduled together) and then batches are assigned to the cell accord-
ing to their delivery date, using the EDF procedure (Table 1). 
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Table 1. The minimal structure of a batch holon 
 

Type Name Description 
string batch_name Name or index of the batch 
Date delivery_date Delivery date of the orders 
Product[ ] requested_products Vector containing the products to be executed 
Resource[ ] used_resources Vector containing the configuration used for 

current batch planning 
Order[ ] orders_to_execute Vector containing the entities OH already 

scheduled using a specified cell structure (de-
fined by the variable used_resources) 

int makespan Time interval needed for the current batch to 
be executed if started now and not interrupted 
(it is a result of scheduling) 

Because batch execution is interruptible (pre-emptive system), new batches 
(rush orders) can be introduced exactly at the moment of their arrival. The inser-
tion process is triggered by the arrival of a "new order" event; a real-time accep-
tance response can be provided (via the ERP level) to the customer if the rush or-
der can be executed at requested delivery date. 

Conclusions 

The distributed control solution was implemented, tested and validated on a real 
manufacturing structure with six industrial assembly robots from Adept Technol-
ogy (one Cartezian, three SCARA and two vertical articulated) and two 4-axis 
CNC milling machines, using the holonic approach. This holonic platform was fi-
nalized during 2008 in the Laboratory of Robotics and Artificial Intelligence of 
the Department of Automation and Industrial Informatics within the University 
Politehnica of Bucharest (Fig. 7). 

The control is structure is fully operational, both in the normal hierarchical 
mode and upon switching automatically to the heterarchical one in response to 
discussed changes. 

Production scheduling at batch level was implemented and tested using the 
EDF method; Fig. 8 shows the results obtained when two new batch orders T24 = 
(4, 17) and T25 = (1, 3) are received at time T = 2 after the execution of three 
planned batches: T11 = (2, 18), T12 = (3, 20), T13 = (7, 11) started. Here Tij = (m, 
dd) signifies the number (j) of the batch for which execution was requested at date 
i; the batch has the makespan m and due delivery date, dd (both expressed in time 
units). 
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Fig. 7. Layout of the manufacturing cell with holonic control 

 

Fig. 8. Inserting new batches among executing ones with the EDF algorithm. 
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Sensitivity of Power Spectral Density (PSD) 
Analysis for Measuring Conditions 

Bánki Donát Faculty of Mechanical and Safety Technique Engeenering, Budapest Tech 
Népszínház u. 8, H-1081 Budapest, Hungary 

characterisation techniques of surface topography. Fractal dimension obtained 
from PSD plays a significant role in recent friction, adhesion and wear models. 

Knowledge of the sensitivity of PSD for the analysis and adjustment and meas-
urement of parameters is relevant in extensive and reliable applications. In this 
study, a three-dimensional (3D) PSD analysis of engineering surfaces is carried 
out, and its sensitivity for frequency sampling, for line fitting – required to calcu-
late the fractal dimension – and for sampling the distance of measurement are in-
vestigated. 

Based the on results, it can be established that 3D PSD analysis provides stable 
results when using only few frequencies. Line fitting has a considerable impact on 
fractal dimension results, so the application of PSD in the calculation of fractal 
dimension needs circumspection. A huge amount of fractal information is in the 
height frequency range, so the sampling distance greatly influences the fractal di-
mension of surface. Thus, measuring conditions are required to be specified in or-
der to get proper information about surface self-affinity. 

1 Introduction 

The operation, reliability, and lifetime of parts produced in different ways greatly 
depend on the quality of machined surfaces as well. Higher quality criteria require 
adequate accuracy of manufacturing as well as a deeper analysis of surface micro-
topography. 

Traditionally and in accordance with Hungarian and international standards, the 
microgeometry of operating surfaces has been characterized by two dimensions; 
however its information content is limited and depends on filtering – see Thomas 
[1]. Demand for 3D processing was presented as early as the second half of the 
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Nowadays 3D power spectral density (PSD) analysis is one of the techniques 
need one of the height processing capacity. Information obtained from the micro 
and nano topographies of operating surfaces appears as input in today’s friction 
and wear models. Persson [2] takes surface topography into account when calcu-
lating the hysteresis component of the coefficient of friction, using the relation of 
the power spectral density (PSD) curve and the real contact area. In Schargott’s 
[3] models, the PSD curve plays a part in the numerical simulation of adhesion 
and abrasion wear processes. [4] wear model is entirely based on surface micro-
topography. The auto correlation function and the power spectral density curve are 
used for describing surfaces. The reliability of tribological models is in close con-
nection with the effectiveness of topographical analyses. Tribological processes 
can only be understood and accurately modeled through an in-depth knowledge of 
surface topography. 

The aim of this study is to overview the mathematical background of 3D PSD 
analysis and – using the developed software – to investigate the effect of measur-
ing and characterization parameters with analysis of engineering surfaces. 

2 Mathematical Background of PSD 

To characterize the measured topographies an algorithm was developed and inter-
preted as PSD analysis software. The theoretical base of 3D PSD analysis was [2] 
and [5]. 

Discrete Fourier transformation (DFT) of 3D topography can be written as fol-
lows: 

 ∑∑
= =

+−Δ⋅Δ=
N

d

M

c

qyqxi
dcyx

ydxceyxzxyqqF
1 1

)(2),(),( π
 (1) 

where: qx, qy   frequencies in x and y directions, 
  z(xc, yd)  height coordinate located in xc, yd,  M

  number of points in profile, 
  N   number of profiles, 
  Δx, Δy  sampling distances. 
DFT gives complex results, so PSD „amplitude” is calculated: 

 
yxMN

FFAPSD ΔΔ
+

=
22 ImRe  (2) 

80s. In the first half of the 90s, till then missing conditions, such as computers of 
adequate speed of operation and processing softwares became increasingly avail-
able, making it possible to realize 3D processing. 
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 22
yx qqq +=  (3) 

There are two possibilities of showing results. One is to represent the amplitude 
of PSD in the function of wavelength. The other prevalent method is logarithmic 
scale frequency-PSD amplitude visualization. The practical gain of the first 
method is that dominant wavelength components appear as a maximum point of 
the PSD curve. In the second method the height frequency range of the curve can 
be approximated by a line. The slope of the line is in correlation with the fractal 
dimension of surface. In the latter case, wavelengths smaller than the highest 
dominant wavelength play a considerable role. PSD amplitude becomes constant – 
the self-affinity character of the surface disappears – in a lower wavelength range. 
The slope of fitted line (s) to Persson-curve has correlation with fractal dimension 
of surface according to (4). 

 
2

4 sDf +=  (4) 

3 Methodology 

The primary result of the algorithm developed was fractal dimension. Investiga-
tion focussed on this parameter in case of five topographic measurements from 
three different points of view: first, the frequency sampling of PSD, secondly, the 
effect of line fitting, and thirdly, the effect of sampling distance is investigated. 

Three topographies were machined “finely”, while the other two were “rough” 
surfaces. “Fine” surfaces were produced by milling, grinding and lapping tech-
nologies at an average roughness (Ra) of 0.4 µm. ”Rough” surfaces were of 
Ra=3.2 µm and were produced by turning and milling. Measuring conditions were 
similar in all cases: the measuring area was 1 by 1 mm, and the sampling distance 
was 2 by 2 µm. Fig. 1 shows “fine” topographies and Fig. 2 shows the “rough” 
ones. The following signs are used to identify the surfaces: ”fine” milling = Mil04, 
grinding = Gri04, lapping = Lap04, turning = Tur32, “rough” milling = Mil32. 

 

PSD topography can be reduced to Persson’s PSD curve using (3). It means 
2D representation, which can be easy handled, but contains 3D information about 
topography. 

In investigating the effect of frequency sampling of PSD when analysing the 
above topographies, five different settings were used. In all cases, PSD surfaces 
containing 25x25, 50x50, 75x57, 100x100 and 125x125 points were calculated 
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Fig. 1. Topographies of a) milled (Mil04), b) grinded (Gri04), c) lapped (Lap04) surfaces 

 
9.43 µm

-5.17 µm

a. b.

8.02 µm

-7.11 µm1 mm
1 mm

1 mm
1 mm

 

Fig. 2. Topographies of a) turned (Tur32), and b) milled (Mil32) surfaces 

analysing the topographies containing 500x500 points. Partitions of frequencies in 
the minimal and maximal frequency range were automatically generated using a 
logarithmic division. The minimal value of frequency is the inverse number of 
measuring length: qmin=1/(M*Δx), while the maximal value of frequency is the in-
verse number of double of the sampling distance: qmax=1/(2*Δx). Discrete values 
of frequencies were calculated according to (5). 

 1

min

max−=Δ n
q
qq  (5) 

where n is the number of frequencies. 
The Persson-curves obtained from the PSD surface contain 625, 2500, 5625, 

10000 and 16525 points, respectively. A line is fitted to the Persson-curve in cer-
tain frequency ranges to calculate the fractal dimension of the topography. To in-
vestigate the effect of sampling distance, 100x100 frequency was used in all cases 
and the original sampling distance of topography (2 µm) was enlarged to 4, 6, 8 
and 10 µm. This enlargement was achieved by thinning the measuring points: 
measuring points 2, 3, 4 and 5; were left standing. 

508 Á. Czifra



4 Results 

4.1 Effect of Frequency Sampling of PSD 

Figs. 3 and 4 show the PSD surface of Mil04 and Lap04 surfaces using 25x25 and 
125x125 frequencies. 
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Fig. 3. PSD surface of Mil04 topography a) 25x25 frequency; b) 125x125 frequency 
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Fig. 4. PSD surface of Lap04 topography a) 25x25 frequencies; b) 125x125 frequencies 

Visualisation of PSD results does not show significant differences in case of 
25x25 and 125x125 frequencies. PSD surfaces in the cases presented have good 
correlation with the original topographies: on milled surfaces – with an orientation 
in direction “y”– the PSD amplitudes are higher in this direction; on lapped sur-
faces – with about 45° orientation – the PSD surface has similar orientation. 

Figs. 5 and 6 show the Persson-curve – obtained from PSD surfaces containing 
25x25 and 125x125 frequencies – of Gri04 and Tur32 topographies. 
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Fig. 5. Persson-curve of Gri04 topography from PSD surface contains a) 25x25 frequencies; b) 
125x125 frequencies 
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Fig. 6. Persson-curve of Tur32 topography from PSD surface contains a) 25x25 frequencies; b) 
125x125 frequencies 

In both cases (“fine” and “rough”), it can be stated that Persson-curves are 
similar in different frequency-resolutions – the same as PSD surfaces. Signs A and 
B of Fig. 5 denote the similarity, identical with the characters of the curves signed 
by C and D on Fig. 6 appearing on both curves; what is more, the break points of 
curves are at identical frequency values (-2.37=lg0.00427). So the physical char-
acter of the surface is observable. Feeding marks – as shown in Fig. 2 – represent 
the largest dominant wavelength: about 250 µm, that is 0.004 1/µm frequency, 
similarly to the break point of curves. 

Table 1 summarizes the effect of the number of frequencies used in PSD analy-
sis. In all cases, fast convergation can be observed independently of the machining 
technology and of the average roughness of the investigated surface and it can be 
stated that the results obtained from only 75x75 point curves are very similar to 
the results calculated from Persson-curves containing 100x100 or 125x125 points. 
So the number of frequencies are not required to be increased because of the ex-
ponential increase of CPU time. Further analysis uses 100x100  frequencies to  
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Table 1. Fractal dimensions of topographies in function of number of frequencies 

 

Number of 
frequenciesMil04 Lap04 Gri04 Tur32 Mil32 

25x25 2.85 2.46 2.92 2.65 2.85 

50x50 2.74 2.46 2.77 2.51 2.46 

75x75 2.76 2.46 2.82 2.50 2.51 

100x100 2.76 2.46 2.78 2.48 2.49 

125x125 2.76 2.46 2.80 2.47 2.50 
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Fig. 7. Effect of frequency sampling of PSD to fractal dimension 

4.2 Line Fitting of Persson-Curve 

For calculating fractal dimensions, some characterisation parameters have to be 
fixed in order to make results comparable. One of these parameters is the fre-
quency range of the Persson-curve where the line is fitted. Line fitting was ac-
complished by a Microsoft Excel line fitting module. 

Topographies without any modification were analysed using 100x100 frequen-
cies in all cases. The PSD surface was reduced to Persson-curve. Then line was 
fitted to Persson-curve in two different frequency range. Only the maximal fre-
quency was modified, because the following step of examinations focuses on 
changes of sampling distance, which modifies the maximal frequency. 

Table 2 shows that fractal dimension results may alter when the frequency 
range of line fitting changes. The difference from “original” results is 1-9%, where 
this latter is extremely high taking into consideration that fractal dimension must 
be in the range between 2 and 3. The highest difference can be found in case of 
lapped surface (2.46-2.24). This is 22% of the entire range of fractal dimension. 

culate PSD surfaces. In case of topographies containing 500x500 points and  
a “normal” PC it means 15 min CPU time. using

cal
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Table 2. Effect of frequency range of line fitting to fractal dimension 
 

 Mil04 Lap04 Gri04 Tur32 Mil32 

Wide freq. range:  
q [10-3 1/µm] 

5.62 – 199.5 10 – 199.5 7.10 – 199.5 7.95 – 199.5 6.31 – 199.5 

Fractal dim. [-] 2.76 2.46 2.78 2.48 2.49 

Narrow freq. range:  
q [10-3 1/µm] 

5.62 – 44.66 10 – 44.66 7.10 – 44.66 7.95 – 44.66 6.31 – 44.66 

Fractal dim. [-] 2.94 2.24 2.75 2.41 2.64 
 

Fig. 8 shows the impact of the width of the frequency range on the modification 
of slope of the fitted line while the measurement and PSD processing parameters 
are identical. From Table 2 it can be read out that the difference is significant 
(0.18); at the same Fig. 8 proves improper fitting in case of a narrow frequency 
range. Moreover, the fitted line also seems to be improper in the wide frequency 
range. The wide and narrow fitted Persson-curves of Tur32 topography are shown 
in Fig. 9. In this case – based on the results of Table 2 – the difference is only 
0.07, and it can be proved that the fitting is right both in the wide and narrow fre-
quency ranges. He fluctuation of results (Table 2) relates to the fact that this is not 
a regular failure, but draws attention to the fact that a careful application of fractal 
dimension results is needed. 
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Fig. 8. Persson-curves of Mil04 fitted in a) wide and b) narrow frequency range 

y = -3.1807x - 4.2001

-6

-4

-2

0

2

4

6

-3 -2 -1 0

y = -3.032x - 3.9523

-6

-4

-2

0

2

4

6

-3 -2 -1 0

a. b.

lgq

lgAPSD lgAPSD

lgq

APSD [µm4]
q [1/µm]

 

Fig. 9. Persson-curves of Tur32 fitted in a) wide and b) narrow frequency range 
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4.3 Effect of Sampling Distance 

The third part of the investigation focuses on the correspondence of the sampling 
distance and the calculated fractal dimension. The PSD analysis used 100x100 
frequency in all cases, as mentioned before. Line fitting was performed to the nar-
rowest frequency range that can be calculated from the 10 µm sampling distance 
because sampling distance influences the maximal frequency of analysis (see 
above).  

Table 3. Effect of sampling distance to fractal dimension 

 
Sampling [µm] Mil04 Lap04 Gri04 Tur32 Mil32 

2 2.94 2.24 2.75 2.41 2.64 

4 2.93 2.23 2.76 2.44 2.69 

6 3.00 2.30 2.81 2.46 2.70 

8 3.00 2.47 2.95 2.61 2.72 

10 3.00 2.48 2.92 2.61 2.84 

Taking all the above into consideration – and in the knowledge of the inaccu-
racy of line fitting – the results are summarised in Table 3. The visualisation of re-
sults (see Fig. 10) shows that the increase of the sampling distance increased the 
value of fractal dimension. The rising was about 0.2 in all cases, but it appeared 
differently: in some cases (e.g. Lap04, Mil04) only a small increase of sampling 
distance was enough to excite significant changes, while in case of Tur32 8 µm 
sampling distance caused this change. 
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Fig. 10. Effect of sampling distance to fractal dimension 

Fig. 11 represents the Persson-curves of ground surface (Gri04) with 2 and 10 
µm sampling distance. Although Table 2 – in correlation Fig. 11 – shows that line 
fitting is right, the same as in case of topography Tur32 (see Fig. 9), modification 
of fractal dimension by sampling distance also exists. The question arises: Is the 
cause of this phenomenon in the mathematical background of PSD or is it con-
veyed by the physical “changes” of topographies? 
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Fig. 11. Effect of sampling distance to fractal dimension of Gri04 

200 by 200 µm and 300 by 300 µm parts of Gri04 and Tur32 topographies are 
shown in Figs. 12 and 13 in case of 2 µm and 10 µm sampling distance. The 
changes of fine ground surface are evident. When using 10 µm sampling many de-
tails disappear, but the global character remains. Topographic elements of the 
turned surface are relatively high so the modification of sampling distance does 
not change the visual character of the surface. 
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Fig. 12. 200x200 µm parts of Gri04 topography; sampling: a) 10 µm, b) 2 µm 
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a. b. 9.10 µm
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Fig. 13. 300x300 µm parts of Tur32 topography; sampling: a) 10 µm, b) 2 µm 

2D PSD investigations were carried out to perform a deeper analysis, to follow 
the changes of details towards finding the real effect of sampling. Fig. 14 shows a 
profile of turned surface produced by 50 µm/revolution. Fig. 14a contains 500 
points (2 µm sampling distance), while b. contains only 250 points (4 µm sampling 
distance). Profiles do not show any significant difference. 
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Fig. 14. Turned profile containing a) 500 b) 250 points 

For the analysis of physical changes, not only the logarithmic scale of PSD was 
used, but also the linear one. Persson’s approximation is not needed because the 
results of 2D PSD can be visualised in 2D diagram directly. Fig. 15a – linear scale 
PSD – represents the dominant wavelength (50 µm) of the profile. This maximum 
point can also be seen on a logarithmic scale (Fig. 15b, sign A). 

 

y = -2.57x - 4.17

-4

-3

-2

-1

0

1

2

3

-2.5 -2 -1.5 -1 -0.5 0

a. b.

0

40

80

120

160

200

0 50 100 150 200 250 300

lgAPSD

lgq

APSD [µm4]
q [1/µm]APSD

1/q

A

lg(1/52.5)=-1.72

 
Fig. 15. PSD results of turned profile (500 point) a) linear scale b) logarithmic scale 
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Fig. 16. PSD results of turned profile (250 point) a) linear scale b) logarithmic scale 
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Leaving every second point, the character of the PSD curve (see Fig. 16) does 
not change: the maximum point belongs to a similar wavelength, so the dominant 
frequency is the same, but the slope of the fitted line (-2.25) – according to fractal 
dimension – changes. The slope decreases so the fractal dimension increases in 
correspondence with 3D results. 

The next step was the “building of the missing points” of the profile containing 
250 points to create a profile with 500 points. Instead of the original height coor-
dinates, the average of the neighbouring points was taken. This substitution is 
shown in Table 4 for a short period of the profile. 

 
Table 4. Coordinates and its difference of original and substituted profile 

 
x [µm] z [µm], orig. z [µm], subst. Δz [%] 

0 1.428619 1.428619 0 

2 0.9023355 0.98341075 8.985045 

4 0.5382025 0.5382025 0 

6 0.4887393 0.6109306 25.00132 

8 0.6836587 0.6836587 0 

10 0.7840201 0.6734755 -14.0997 

 … … … 

  average diff. [%] 5.44 

 
Comparing the original and the substituted profile (both contain 500 points!), it 

can be stated that the difference is less than 5%. The PSD analysis of the substi-
tuted profile was carried out and the results can be seen in Fig. 17. 
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Fig. 17. PSD results of turned profile (500 point, linear substitution) a) linear scale b) logarith-
mic scale 

Identical sampling distance, identical number of profile points, identical num-
ber of frequencies and identical frequency sampling was used, but the results of 
fractal dimension are different, meanwhile the character of the PSD curve is simi-
lar to those in Figs.  15 and 16. The differences of the fractal dimension of substituted 
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profile from the  original one  and from  the profile containing 250 points ex-
plain the changes of fractal dimension of topographies with different sampling dis-
tance. The increase of sampling distance results in a loss of information greatly in-
fluencing the fractal character of the surface. Namely, it is not that PSD is 
sensitive to sampling, but the physical content of the topography is different. 

Several consequences can be drawn from this. The “absolute” usage of fractal 
dimension calculated from PSD analysis can be challenged because it may depend 
on the sampling of the measurement and can generate significant failures in tri-
bological models. 

PSD analysis is required to be used for comparing different surfaces to ascer-
tain measuring and characterisation parameters. 

Conclusions 

The following conclusions can be drawn: 
3D PSD analysis can be performed using only a few frequencies. Dominant 

wavelength, orientation of the surface and fractal dimension can be calculated 
from PSD topography containing a minimum of 75x75 frequency. 

Fitting a line to the Persson-curve, the frequency range of fitting may have a 
great influence (20%) on the results of fractal dimension depending on the charac-
ter of the topography. Visualisation can help identify accuracy. 

The sampling distance of measurement is a dominant parameter in the analysis 
of the fractal character of the surface. The low spacing elements of surfaces con-
tain a huge amount of fractal information, thus the omission of these elements re-
duces the surface and increases fractal dimension. 
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merical prediction of hysteretic friction, wear, frictional heat generation and lubri-
cation state of rubber components subjected to sliding friction. All the algorithms 
presented base on different numerical techniques - such as finite element and finite 
difference method-, and mathematical methods (e.g. discrete Fourier transforma-
tion, numerical integration, etc.). This numerical approach allows the integration 
of the algorithms and, as a direct consequence, the development of design tools. 
As an example for the design tool, in the second part of this contribution, a very 
recently published numerical model has been adopted an applied to a widely used, 
standardized hydraulic O-ring. The model takes into consideration the effect of 
surface roughness, deformation of seal, pressure dependency of viscosity and cavi-
tation, respectively. As an asperity type contact model is incorporated into the 
model it can be used not only for full film but also for mixed lubrication. By using 
the design tool developed both the pressure distribution within the lubricating 
film, and the amount of fluid flow transport during outstroke and instroke (their 
difference defines the amount of leakage) have been predicted. 

Keywords: rubber, sliding contact, hysteresis, wear, heat generation, lubrication, 

1 Introduction 

As sliding rubber components are widely used in different industrial applications 
it is very important to predict the wear rate, the friction resistance (friction force) 
and the amount of leakage which can be defined as the difference between fluid 
transport during outstroke and instroke. In dry case, due to the high friction force 
the frictional heat generation may be very intensive thus its effect on the tribologi-
cal behaviour can not be neglected. As rubber has non-linear, time- and tempera-
ture-dependent  material  behaviour  the  application  of  effective  and accurate 
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merical models and techniques can be especially advantages. At the same time the 
surface roughness and the long time interval that must be simulated may result in 
huge CPU time. 

In the absence of lubricant when contacting surfaces are dry and clean the rub-
ber friction is mainly due to adhesion (especially at low sliding speeds) and hys-
teresis [1-3]. The hysteretic friction comes into being when the rubber is subjected 
to cyclic deformation by the macro and/or micro geometry (surface roughness) of 
the hard, rough substrate [2, 3]. When a rubber component slides on a hard, rough 
substrate the surface asperities of the substrate exert oscillating forces on the rub-
ber surface leading to energy “dissipation” via the internal friction of the rubber. 
In the most engineering applications, rubber/metal sliding pairs are lubricated in 
order to decrease the friction force arising in dry case. In presence of lubricant, 
rubber friction is due to hysteretic losses in the rubber, boundary lubrication and 
fluid friction. The lubrication decreases the contribution of nano-roughness to hys-
teretic friction because lubricant fills out the nano-valleys that makes the penetra-
tion of the rubber impossible into these regions. In the case of fluid friction, fric-
tion force comes from the shearing of a continuous, relatively thick fluid film. At 
the same time, in regions where a very thin lubricating film separates contacting 
surfaces, the friction force comes primarily from the shearing of this thin bound-
ary layer. 

The main objective of this contribution is to present numerical models and al-
gorithms for the investigation of hysteretic friction, wear, frictional heat genera-
tion and lubrication. The models to be presented can be considered as the basic 
components of an integrated design tool that can be very useful during the design 
of sliding rubber components. By using virtual models the tribological behavior of 
a newly design component can be investigated and predicted without producing 
and experimental testing of prototypes. 

2 Numerical Modeling Strategies 

2.1 Numerical Modeling of Hysteretic Friction 

Basically, both the macro and the micro deformations can cause hysteretic fric-
tion. In case when a smooth steel ball slides or rolls over a rubber plate [4] the 
hysteretic friction is due to macro deformations caused by the ball. During sliding 
or rolling, work is done as the ball moves forward. This work is required to de-
form the rubber in front of the ball. Simultaneous with this elastic energy is recov-
ered from the rear. Since rubber has viscoelastic material behavior it shows hys-
teresis and thus one portion of the work done is lost which can be considered as 
the work of the hysteretic friction force. At micro-level, where the hysteretic fric
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 is due to the real  micro-topography  (surface roughness) the  contact problem 
hast to be modeled at asperity level [5, 6]. By using FE technique, in addition to 
the material model of the rubber a surface model substituting the real, measured 
rough surface is also needed (see Fig. 1). As a possibility the micro-topography 
measured by AFM, stylus instrument or laser technique can be substituted e.g. by 
spline surface fitted to the measurement results. As an alternative, the measured 
micro-topography can be decomposed into harmonic components by using the 
discrete Fourier transformation. This approach allows engineers to predict the con-
tribution of each component to the hysteretic friction. In order to take into consid-
eration all the components of the micro-topography (from micro- to nano-level) in 
a single FE model a very fine mesh is required that may result in enormous CPU 
time. 

 

 

Fig. 1. Flowchart of the FE based hysteretic friction prediction 

Considering the material behavior of the rubber the generalized Maxwell-
model as a material model can be a reasonable choice because it is available in the 
most, commercial FE software. At the same time, it must be mentioned that its ap-
plicability depends strongly on the number of Maxwell elements. Even in case of 
15-term Maxwell model, there is strong fluctuation in the loss factor-frequency 
curve that may cause inaccurate modeling results especially when the excitation 
frequency varies in a broad frequency range. Based on preliminary studies, in can 
be concluded that a 40-term Maxwell model is able to describe with high accuracy 
the time dependent material behavior of the rubber in a wide frequency range. 

2.2 Numerical Modeling of Wear 

Based on the literature one can conclude that there is no standardized method for 
including wear within finite element analysis. The most important characteristics 
of FE modeling strategies for wear simulation are as follows: 
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1 Simple wear models are used instead of the direct modeling of important wear 
mechanisms. These wear models are implemented within an FE based wear 
simulation tool. 

2 Contacting surfaces are modeled as perfectly smooth ones. 
3 The size of an individual finite element located within the contact region is 

much greater than the largest wavelength of the surface roughness. Thus a sin-
gle element consists of a lot of asperities. 

4 Parameters of the wear models are determined from a fit to the experimental 
measurements. The effect of surface topography, lubricant and temperature is 
taken into consideration through these parameters. 

In a numerical simulation a steady change of geometry can not be realized be-
cause of the incremental solution strategy (the sliding motion is divided into small 
periods). The geometry is modified according to the wear law at the end of these 
periods only. At the same time no geometry change is taken into account during a 
single period. Based on the computed volume change the thickness of the abraded 
material layer is determined at the contact nodes. To eliminate deformation and 
wear induced mesh distortion mesh modification technique must be used such as 
the rezoning and the adaptive remeshing technique. In case of rezoning, only the 
coordinates of nodes are changed but no elements are added or subdivided. At the 
adaptive remeshing technique, new elements are added to the old mesh. 

2.2.1 Simplified Wear Simulation 

No transfer of state variables (stress and strain states) is considered at the transi-
tion between two simulation steps. Only a change of geometry is performed. The 
simulation is restarted after every change with a „virgin” model, which does not 
carry any initial stresses or temperatures. At the beginning of each run, the rubber 
part is in its undeformed configuration. The history-dependent material behavior 
of rubber can not be taken into account in this case. The wear simulation tool 
works in a loop and performs a series of static FE simulations with updated sur-
face geometries. 

2.2.2 Wear Simulation with the Transfer of State Variables 

In this case, there is a need to transfer state variables (stress and strain states) from 
an old to a new, modified mesh before the restart of the simulation. Regarding the 
existing capabilities of commercial FE programs such a restart is not trivial. The 
history-dependent material behavior of rubber can be taken into account in this 
case. 
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2.3 Numerical Modeling of Frictional Heat Generation 

Heat generation can also be occurred due to the sliding friction between the recip-
rocating rod and rubber seal as well as the material friction (hysteresis) of rubber 
seal. As a consequence of the material friction one part of the mechanical work 
converts into heat while the rubber seal deforms owing to, for example, surface 
asperities. Generally, a measured coefficient of friction is used in the modeling of 
frictional heat generation which includes the effect not only of the adhesion but 
also of the hysteresis and other physical processes producing energy dissipation. 
On the other hand, the frictional heat generates a temperature distribution in the 
contacting bodies, which contributes to the deformations through thermal strains 
and influences both the mechanical and the thermal properties. The treatment of 
the complex interaction of the above mentioned phenomena requires a thermo-
mechanical coupled analysis (see Fig. 2). In the thermo-mechanical coupled prob-
lems, two analyses are performed in each time increment: a thermal analysis 
(thermal pass) and a stress analysis (stress pass). Iterations can also be carried out 
within each increment to improve the convergence of the coupled thermo-
mechanical solution. Firstly, a heat transfer analysis is performed, then a stress 
analysis. This coupled approach allows to solve a contact problem taking into con-
sideration thermal strains, time- and temperature-dependent mechanical properties 
as well as temperature-dependent thermal properties (thermal conductivity, spe-
cific heat). 

 

 

Fig. 2. Flowchart of a thermo-mechanical coupled analysis 
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Since the relative sliding velocity of contacting surfaces, the contact pressure 
distribution as well as the pressure- and sliding velocity-dependent coefficient of 
friction can vary during the simulation the frictional heat generated will be not 
constant with time. Therefore a transient heat transfer analysis is needed within 
the coupled analysis. 

In order to define a pressure, sliding velocity and temperature dependent coef-
ficient of friction frictional user subroutines can be used. The calculated contact 
pressure distribution is used in the thermal pass of the coupled analysis (Fig. 2) to 
determine the momentary magnitude of the heat source. The nodal friction force, 
relative sliding velocity and the node number of the given contact node are pro-
vided by the frictional subroutine. These data will be used within the thermal sub-
routine to calculate the frictional heat flux at a contact node. 

By knowing the contact pressure distribution (p), the magnitude and variation 
of the sliding speed (v), as well as the coefficient of friction (μ) the frictional heat 
generated over a unit surface per unit time (q) can be calculated as 

 .pvq ⋅⋅= μ  (1) 

Two different techniques can be used for FE thermal calculations. In the first 
case, the contact and the thermal calculations are performed in the same FE 
model. Therefore, a thermo-mechanical coupled analysis has to be applied, which 
is very time consuming. In the second case, the contact and thermal calculations 
are separated from each other i.e. there are two different FE models, one for the 
contact and one for the thermal calculation. In the thermal model, the contact pres-
sure distribution provided by the contact model is used during the calculation of 
the heat flux (Eq. 1). Usually, a relatively large segment of the sliding system 
(compared to the model size to be used for stress calculation) has to be modeled in 
a thermal analysis as the frictional heat can flow through metal parts easily i.e. the 
frictional heat is able to warm up metal parts to be in direct contact with the metal 
side of the rubber/metal sliding pair due to the large coefficient of heat conductiv-
ity. If the thermal model does not include an enough large segment of the metal 
side of the sliding pair the contact temperature will be overestimated. If the stress 
or contact calculation is performed in the same FE model as the thermal calcula-
tion (that is the case in coupled thermo-mechanical simulation) the temperature 
prediction can be very time consuming due to the continuous contact analysis and 
the large model size. 

If the contact conditions (contact pressure distribution, magnitude of the con-
tact area) do not vary during sliding it is not needed to determine these quantities 
at each time increment in the form of a thermo-mechanical coupled analysis. In 
this case, the contact analysis is carried out in a separate model and the results 
(contact pressure distribution, contact region) are used as input data in the separate 
FE thermal model. Then, depending on the magnitude of the sliding velocity and 
the simulation time, moving heat source or distributed heat source model can be 
used to estimate the temperature distribution. 
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In case of moving heat source, the position of the heat source changes as a 
function of time. If the sliding velocity is high enough and the temperature distri-
bution has to be calculated not in the initial phase then the moving heat source can 
be substituted by a distributed heat source at which the heat generated during a 
single cycle is distributed uniformly on the surface scrubbed by the rubber seal. In 
FE thermal simulations, the continuous movement of the heat source is discretized 
as follows. The heat source is staying in a given position for a short time then it is 
moving in other position. After a short time, the heat source is moving in a new 
position again. In a transient, sliding friction related FE thermal simulation with 
moving heat source these steps are repeated until the desired simulation time is 
reached. As there is an enormous difference in thermal conductivity of rubber and 
steel, as a first step, the heat generation can be estimated by a simple model in 
which the metal side of the sliding pair is included only. In such a model, the total 
frictional heat acts on the metal rod i.e. the heat partition is 1. The main advantage 
of this technique is that we do not make an effort to determine the heat partition 
between contacting bodies. Heat sources are in a given position for a time of 
dt=dx/v (v is the sliding speed), then they are moved forward by dx. These steps 
are repeated during the simulation. If the sliding component performs reciprocat-
ing motion and the desired simulation time is many times greater than the period 
(measured in seconds) the moving heat source can be substituted by a distributed 
heat source. In case of distributed heat source model, the frictional heat generated 
during a single cycle is distributed over the surface scrubbed by the rubber com-
ponent in the same time period. Based on this condition one can calculate the heat 
flux as a distributed (over the total length) heat source. Using this technique, the 
heat generation can be studied in a wider time interval than in the case of moving 
heat source approach because the CPU time of a single cycle is significantly less. 

2.4 Modeling of Lubrication 

To predict the lubrication performance of a reciprocating seal engineers need ef-
fective and accurate models and algorithms. In the last few years, an intensive de-
velopment was observable in the numerical modelling of lubrication of reciprocat-
ing seals. 

One of the latest numerical models – proposed by Salant et al [7] – is able to 
take into consideration the deformation of seal, the effect of surface roughness and 
cavitation simultaneously. Cavitation usually occurs in the regions of diverging 
contact gap where the gap expands. Hydrodynamic pressure is achieved until the 
gap between contacting bodies expands to a level where the lubricant does not oc-
cupy the complete gap and cavitates. In the cavitated region, a gas-lubricant mix-
ture fills out the gap between contacting surfaces. The cavitation model in [7] as-
sumes the preservation of the lubricant mass continuity and a constant contact 
pressure (cavitation pressure) i.e. a zero pressure gradient in the cavitated region. 
As an asperity type contact model, namely the Greenwood-Williamson model, is 
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also incorporated in the proposed model it is possible to study both the full film 
and the mixed lubrication in reciprocating seals. In the case of full film lubrica-
tion, there is a continuous lubricating film with load carrying capacity between 
surfaces which does not make it possible to come into direct, asperity type con-
tacts. In this case, the total normal load is carried by the lubricating film. Contrary 
to this, in mixed lubrication, the lubricating film is not able to separate surfaces 
from each other completely i.e. local solid contacts can be formed among asper-
ities. As a consequence, one part of the normal load is carried by the lubricating 
film while the rest is carried by asperity contacts. The one-dimensional form of the 
average Reynolds equation valid for incompressible lubricant with pressure de-
pendent viscosity [8] is 

 3
06 Tp scx

x
dd d p d hh e U

dx dx dx dx
α φφ η σ− ⋅⎛ ⎞ ⎛ ⎞

⋅ ⋅ = ⋅ ⋅ +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2) 

where x  is the coordinate in axial direction, U is the sliding speed, 0η  is the 

dynamic viscosity at ambient pressure (the pressure dependency of viscosity is 

given by the Barus formula ( ) p
0 ep ⋅α⋅η=η ), α  is the pressure-viscosity coeffi-

cient, xφ  is the pressure flow factor, p  is the mean pressure, Th  is the average 

gap, σ  is the RMS roughness, h  is the nominal film thickness defined as the dis-

tance between the mean levels of rough surfaces and scxφ  is the shear flow factor. 

Salant and his co-workers [7] have incorporated the effect of cavitation in the uni-
versal, dimensionless form of Eq. 2: 

 ( ){ }ˆ3 0
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ˆ ˆ ˆ ˆ

F scx
x T
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U L dd d F dh e F H F
dx dx p dx dx
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 (3) 

where x̂  is the dimensionless axial coordinate (
L
xx̂ = , where L  is the length 

of the solution domain in x- or axial direction), ĥ  is the dimensionless nominal 

film thickness (
σ

=
hĥ ), α̂  is the dimensionless pressure-viscosity coefficient 

( apˆ ⋅α=α ), ap  is the ambient pressure, TH  is the dimensionless average gap 

(
σ

= T
T

hH ), F  is the cavitation index and φ  is a universal variable. 

Eq. 3 is discretized using a control volume finite difference scheme. The dis-
cretized form of Eq. 3 is solved by iteration for φ  and F. At the beginning of the 

iteration it is assumed that there is no cavitation inside the solution domain and the 
pressure is equal to the atmospheric pressure at these locations. The numerical 
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model developed can be used for real reciprocating seals because, as it is able to 
take into account the effect of elastic deformation of the seal on the gap form. The 
reason why iteration is needed is that the pressure field induces elastic deforma-
tions in the seal that directly modify the gap form. At the same time, this modifies 
the Reynolds equation used for the computation of a new pressure field. Addition-
ally, two inner iterations are needed to calculate the locations of the cavitated re-
gions and to handle non-linearity caused by pressure-dependent viscosity. In the 
latter case the cause of iteration is that one wants to calculate pressure distribution 
at a given film thickness on the basis of the Reynolds equation which consists of a 
pressure-dependent viscosity. 

2.4.1 Application of the Numerical Model to an O-ring 

The main objective of this section was to examine the leakage of an O-ring by the 
numerical model presented above. By using the theory presented in [7] a one-
dimensional, steady-state numerical model has been developed [9] for the model-
ing of lubrication in reciprocating hydraulic rod seals under the assumption that 
the lubricant is considered as incompressible. Typical outputs of the numerical 
simulation are the pressure distribution within the lubricating film (fluid pressure), 
the pressure distribution due to asperity contacts (contact pressure), and the 
amount of fluid flow transport during outstroke and instroke (their difference de-
fines the amount of leakage). The numerical model developed was verified by us-
ing literature results for hydrodynamic lubrication [9]. The hydraulic O-ring stud-
ied has a size of 8x1.5 mm. 

As a first step the static contact pressure distribution of the mounted in, pres-
surized O-ring was calculated by FE technique. For this purpose an axisymmetric 
FE model has been developed. On the left side of the O-ring the sealed pressure 
was psealed=6 bar. On the right side of the O-ring there was atmospheric pressure 
(pa=1 bar). The static contact pressure distribution can be seen in Fig. 3b. The 
length of the contact area calculated by FE technique was 0.7986 mm. As a next 
step the static film thickness distribution was calculated by using the Greenwood-
Williamson contact model. At this point, it was assumed that the contact pressure 
is the static contact pressure and the distance between the mean planes of contact-
ing rough surfaces was calculated (RMS roughness=0.4 micron, asperity radius=1 
micron, asperity density=1013 1/m2, elastic modulus of the O-ring=10 MPa, Pois-
son ratio=0.48). In order to compute the radial deformation of the O-ring under a 
given pressure distribution the influence coefficient method was used. The influ-
ence coefficient method takes into consideration the effects of the forces at all 
nodes of the contact area on the deformation at a given node. In the present case, 
the number of nodes located within the contact area is 41. The distance between 
two neighboring nodes is 19.966 micron. The elements of the influence coefficient 
matrix (Iik) were calculated by FE technique. Iik represents the deformation at node 
i produced by a unit pressure at node k. 

Numerical Prediction of Friction, Wear, Heat Generation and Lubrication 527



2.4.1.1 Results 
The leakage simulation was performed under the following conditions: (a) sliding 
speed during in- and outstroke is U=50 mm/s, (b) dynamic viscosity of the fluid at 
atmospheric pressure is η0=0.02 Pas, (c) pressure-viscosity coefficient is 
α=20x10-9 1/Pa, (d) Both the inlet and the outlet of the solution domain are 
flooded that is the cavitation index is F=1 at these locations, (e) the cavitation 
pressure is assumed to be MPa1.0  that is equal to ambient or atmospheric pres-

sure. Fig. 3 shows the calculated film thickness, contact and fluid pressure distri-
butions for outstroke. At the edges of the contact area the film thickness is larger 
than in the middle of it. 
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Fig. 3. Outstroke: (a) film thickness distribution, (b) fluid, contact and static contact pressure dis-
tribution (the fluid pressure at x=0 and x=0.7986 mm equals to the sealed pressure and the at-
mospheric pressure, respectively) 
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In addition, there is a cavitated region within the contact area where the fluid 
pressure equals to the atmospheric pressure. At 0.12 mm, the fluid pressure 
reaches its maximum value of 0.76 MPa. The computed fluid flow transport 
(volumetric flow rate per unit circumferential length) during outstroke was 0.0124 
mm2/s. As the diameter of the rod was 8 mm this fluid flow value corresponds to a 
volumetric flow rate of 0.312 mm3/s. 
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Fig. 4. Fluid, contact and static contact pressure distribution during instroke 

In case of instroke, (see Fig. 4), there is no cavitation within the contact area 
and the maximum fluid pressure is equal to the sealed pressure (0.6 MPa). The 
calculated fluid flow transport during instroke was 0.0107 mm2/s that corresponds 
to a volumetric flow rate of 0.269 mm3/s. As the leakage is interpreted as the dif-
ference between the fluid flow transport during out- and instroke it has a value of 
0.043 mm3/s for the O-ring investigated. 

Conclusions 

FE based numerical models and modeling strategies have been presented for the 
prediction of hysteretic friction, wear, frictional heat generation and lubrication. 
Each of these numerical models can be considered as a design tool with which the 
investigation of a new component can be performed virtually. The integration of 
these models makes it possible to obtain accurate and reliable numerical predic-
tions. 

In the second part of this study, a one-dimensional numerical model taking into 
consideration cavitation, surface roughness, elastic deformations and pressure-
dependent viscosity has been developed for the  investigation of a standardized 
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draulic O-ring. In addition to the film thickness distribution, the fluid, contact and 
static contact pressure distributions have also been predicted for both instroke and 
outstroke. Finally, the leakage rate has been evaluated. All the predictions seem 
realistic and are as anticipated. 
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(KRISTAL; Contract Nr.: NMP3-CT-2005-515837; www.kristal-project.org). 
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Design of a Linear Scale Calibration Machine 

Gyula Hermann 

Budapest Tech, Bécsi út 96/B, H-1034 Budapest, Hungary

for the semiautomatic calibration of linear scales with a pitch distance of a few 
micrometers. It consists of the following modules: a high resolution optics includ-
ing a CCD camera, appropriate illumination, a motion system consisting two 
stacked linear stages with submicron resolution, responsible for moving the scale 
in front of the optics with a well defined speed. The paper presents the various 
pitch distance definitions. From these definitions simple algorithms are derived. 
The main point is to minimize the effect of optical distortion, diffraction and 
nonlinearity by using properly designed optics and illumination. The stage system 
carrying the scale is driven by piezomotor providing unlimited travel with nano-
meter resolution. The displacement of the scale is measured by an HP laser inter-
ferometer. 

1 Introduction 

The increasing application of micro- and nanotechnology emphasizes the impor-
tance of high resolution measurement, which in turn, increases the demand for 
calibration standards with submicron structures. Optically performed measure-
ments thanks to their increased resolution and accuracy have gained importance. 
Various types of scales with periodic structures in one or two directions are rela-
tively cheap and easy to use in the calibration of microscopes and other measuring 
instruments. For this purpose the pitch, the mean distance between the lines of 
such scales has to be known precisely. 

Many kind of interferometric calibration systems for line scales have been built 
at many laboratories. Some laboratories modified commercial machines, usually 
length measuring machines. These calibration systems are designed for calibrating 
either one or two dimensional artifacts. Currently static line detection systems, 
mostly used in calibration laboratories, are to be replaced by systems using dy-
namic calibration technique. 

One of the earliest paper [2] covering the subject describes the NIST length 
scale interferometer for measuring graduated length scales. It discusses in detail 
not only the machine and its operation, but elaborates also on the uncertainty, its 
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sources, the required environmental conditions and how they are kept under con-
trol or compensated. Barakauskas and his co-authors investigate in their paper the 
effect of systematic and random component errors on the resulting accuracy of the 
calibration system. Design methods are introduced to increase motion accuracy. 
Also computational and active methods of geometric error compensation are de-
scribed [1] [6]. Kaušinis paper addresses errors specific to dynamic line scale cali-
bration caused by geometric and thermal deviations of the system components [5]. 
A 3D finite element model was used to investigate the thermal influence both on 
the scale and the machine structure. Meli’s paper [7] presents another approach 
based laser diffractrometry, according to Littrow principle, resulting in picometer 
measuring uncertainty. The method is suitable for 2D gratings as well. 

In recent years scanning probe microscopy emerged as a new technique to cap-
ture the distance between sub-sequent scale lines [8]. Atomic force microscope is 
the appropriate equipment for this purpose. However, if the lines forming the scale 
are covered, for example by a layer of glass, than this method is not applicable. 
Peng Xi etc. [9] solve this problem by applying non-contact near field detection of 
the measuring point. For the illumination of the scales monochromic light of a He-
Ne laser was used. They claim to reach a resolution of ~50 nm. 

A new linear measuring machine designed for the calibration of different stan-
dards, like step gauges, line scales and gauge blocks was described in the paper by 
Tae Bong Eom and Jin Wan Han [10]. The system consists of precision linear 
stage, an alignment system for the object to be calibrated, a module for detecting 
the measuring point and a laser interferometer. The measuring uncertainty for a 
1000 mm target was 0.35 µm. 

A good overview is given in [12] of the various calibration methods and equip-
ments used by the major national metrology laboratories. 

The paper by Druzuvec and his co-authors [3] discusses the effect of contami-
nation in the calibration uncertainty model. Significant influence in calibration un-
certainty budget is represented by the uncertainty of the line centre detection. The 
paper discusses different types of line scale contamination like dirt spot, scratches, 
line edge incorrectness and line intensity variations were simulated in order to test 
the error correction capability of the line centre detection algorithm. 

To meet the requirements given in the subsequent paragraph, we have designed 
an additional carriage for the Zeiss measuring machine hereby extending it’s ca-
pabilities for semi-automatic calibration of linear scales. 

2 The Requirement 

Graduated scales are made of various materials including steel, Invar, glass, glass-
ceramics, silicon and fused silica. The cross sectional shape can be rectangular, H 
or U-form, or modified X called Tresca. 

The machine should be able to accommodate and calibrate all these linear 
scales types with the following basic specifications: 
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• Measuring span: 400 mm; 
• Resolution: approximately: 5 nm 
• Measuring uncertainty: 50 nm 
• Maximum measuring points: 0,5 mega points (400 mm/0,8 µm pitch) 

The image of the lines should be captured optically. The structure has to be 
equipped with the appropriate number of high precision temperature sensors to 
provide sufficient data for determining the thermal distribution and compensating 
the effect of the resulting deformation. 

The calibration machine is designed with the following concepts in mind: 
• The Abbe’s principle is satisfied, 
• Moving table construction is employed on the existing length measur-

ing machine, 
• Laser interferometer with stabilized wavelength is used in a stabilized 

environment to minimize the effect of disturbances, 
• Pitch detection both on the conventional way and on the base on Ga-

bor filtering. 

3 Overall Construction 

The construction of the linear scale calibration system consists of three physically 
separated parts: the solid steel bed of the Zeiss length measuring machine and the 
carriage module, the optical microscope and image capturing module and the 
measuring system. The motion and the image evaluation is executed and coordi-
nated by a personal computer. The carriage’s position is determined by an HP het-
erodyne laser interferometer. 

 

 

Fig. 1. The overall construction of the calibration machine 
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It is of vital importance that the distance between the microscope and the laser 
interferometers remain fixed during the scale measurement, because any relative 
motion between them will be seen as part of measured scale length, thus resulting 
in additional uncertainties. 

4 The Motion System 

The motion system consists of two linear stages - made of aluminum - mounted on 
top of each other. The straightness deviation of the guide rails causes substantial 
measurement error. While the carriage is in motion, angular errors can appear. 
Therefore, handlapping is performed to keep both the pitch and the yaw errors less 
than 0.5 arcsec. 

 

 

Fig. 2. The construction of the motion system 

In order to maintain a straightness deviation less than 0.5 µm over the measur-
ing range of 400 mm special adjustment technique is applied. Further more the 
remaining pitch error will be corrected by tilting the transparent table using piezo 
actuators. The remaining yaw error is negligible. The roll error doesn’t influence 
the measuring accuracy. When designing the carriage system simulation using 
FEM was applied to determine the deformation of the bed and the carriages in 
various configurations. 

The carriages are moved by linear piezomotor using friction drive. The piezo-
motors are powered by driving boxes. An AB2 driver box operates in one of the 
following two modes: Velocity (AC) mode, in which the motor is drive continu-
ously and in DC mode, in which the motor works as a piezo-actuator. In velocity 
mode by applying the analogue command voltage (±10 V) the motor is driven 
continuously. The velocity is proportional with the command voltage. In DC mode 
the driver enables the motor to converge to 10 nm and less. The travel available in 
this mode is 300 nm from the point reached by the motor while operating in the 
regular velocity mode. The position is a linear function of the command voltage, 
with certain hysteresis and some asymmetry. 
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Fig. 3. Deformation of the motion system due to gravity 

A table with flat surface is mounted on the top stage. They are linked together 
by flexures providing small frictionless linear motion. The distance between the 
two, are regulated by piezo actuators, resulting in a highly dynamic system. The 
aim of this additional construction is to enable the compensation for the tilt error. 
It also makes the correction of Abbe errors possible, to a certain extend. The angu-
lar errors are measured optically using techniques known from CD/DVD readers. 
From the point of measuring uncertainty it is vital that the distance between the 
microscope and the interferometer remains fixed during scale measurement, be-
cause any relative motion between them will be seen as part of the scale length. 
The entire equipment rests on a vibration isolated concrete block and is housed in 
an environment where the temperature is kept 20°C±0.1°C. 

The motion controller, implemented in software is working dual mode. The 
driver box is switched into velocity mode and a point 200 nm from the target posi-
tion is approached following a trapezoidal velocity pattern. The stationary veloc-
ity, the acceleration and the deceleration distances can be introduced as control 
system parameters. Than the last 200 nm is covered in DC mode. 

The parameters of the controller used in velocity mode were determined by 
mean of simulator taking into account the mechanical properties of the system. 

5 Various Definitions of Pitch Distance 

 

Fig. 4. Pitch distance definitions 
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Whereas the first two versions given in the picture can be measured directly, 
the third one requires more processing. The difficulty is generated by the line 
thickness variation and the straightness error of the edges. Contaminations of the 
scale also disturb pitch determination. 

6 The Pitch Determination System 

Linear scales are calibrated by moving the carriage and measuring it’s displace-
ment by the interferometers. The result of the measurement corresponds exactly to 
the scale pitch. The determining factor to this correspondence is the line centering 
process. The scale structures are captured optically. The optical system is assem-
bled from various commercially available modules. The microscope consists of an 
objective, a manual control element for focusing, a tube lens, and a camera con-
nection module. 

The microscope with the CMOS camera is mounted on a beam fixed to the 
steel base. Digital measuring microscope enables precise estimation of the line 
edge quality and precise location of lines. To process the captured image data dif-
ferent approaches, described in the subsequent paragraphs are followed. 

Optical measurement technology is confronted by the problem of having to 
achieve high accuracy with relatively wide surface sensors, which fall below the 
sensor dimensions by several multiples. As a rule, this problem is solved by blur-
ring the edges of the test specimen across several pixels with the help of a fuzzy 
image. This technique thus makes possible the so-called sub-pixel edge detection. 
On this way precision measurements of up to a tenth of the pixel size (in some 
cases, even less) can be achieved. In Fig. 5, the basic principle of edge detection is 
given. Here the edge of an idealized test specimen is represented as defocused. It 
extends as a rising linear progression across several pixels (in this example, five). 

 

 

Fig. 5. Simple edge detection using intensity change 

At the center of the edge function, where the intensity level is at 50%, lays the 
edge position to be detected. The pixels numbered 1, 2, ..., n, lie within the edge 
image, and receive intensities I1, ....In. Let the pixels numbered 0 and n+1 be 

0      1     2      3     4      5     6     7 
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placed above and below the edge. Let the energy received be I0 or In+1. The posi-
tion of the edge pedge, measured as the distance from the beginning of the pixel 
having the number 1, has the value 
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whereas psize represents the pixel size and em is the intensity level for 50%. em is 
calculated from: 
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This formula (1) is only one possibility for the detection of edges. There are 
several other formulas of equal value. Here, (1) stands as a representative for all 
edge detection formulas. Since the mathematical background is always similar, the 
statements made here about (1) apply to other edge detection algorithms as well. 

With the help of edge detection, the position of the edge can be determined ex-
actly, not only when the edge function is linear, but also that of all symmetrical 
edge progressions. The algorithm operates inaccurately, however, when the edge 
function is asymmetrical. In particular, the shift of the sensor relative to the edge 
in this case effects a displacement of the edge position. 

In the first approach each horizontal line profile within the region of interest in 
the image is analyzed. The centre of the left and the right edge is used and the 
edge locations are determined with a moment based edge operator. A line is fitted 
through all these centers using only points within 2σ. The intersection of this fitted 
line with the reference line is used as the scale line position. 

The second approach is based on the use of complex Gabor filter to obtain sub-
pixel resolution: 

 [ ]sin)cos()()( 0 jxxgxh += ϖ  (3) 

where g(x) is a Gaussian function. 

 

 

 

Fig. 6. Edge detection using Gabor filter 
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From the above figure it can be seen that the zero crossing of phase signal is 
the appropriate feature to find the line centre. Based on the detected lines centers, 
it is necessary to fit a straight line. In order to eliminate the effect of the outlier 
data points an M-estimator is used. 

7 Illumination 

As it was already mentioned from the optical point of view linear scales can be 
transparent (made of glass, silica or Zerodur) and opaque (made of various met-
als). Therefore the machine has to be equipped with both and backlight illumina-
tion. 

For opaque (metal) scales diffuse axial illumination is envisaged. The lens 
looks through a beamsplitter that is reflecting light on the scale. Illumination is 
coaxial to the imaging system. 

For transparent scales backlight illumination is applied. Backlighting is an ex-
cellent way to improve applications that need to measure edges, because silhouet-
ting the object provides high contrast for improved edge detection while reducing 
unneeded surface detail. Normal backlights, however, can reduce the sharpness of 
the edge, because diffuse reflections occur from the broad area output and thus re-
duce the accuracy of gauging and inspection systems. Telecentric backlight illu-
mination, is based on the same principles as telecentric measuring lenses, uses 
parallel rays, it avoids these problems. It also increases illumination compared to a 
standard backlight, allowing faster measurements. 

8 The Measuring System 

The pitch distance is the sum of the carriage displacement measured by the laser 
interferometer and the difference between the centre line of the camera and the de-
tected line centre position in the camera coordinate system. 

The HP interferometer operates in a ¼λ counting mode with interpolation be-
tween the counts. Environmental parameter values of air temperature, barometric 
pressure, relative humidity and CO2 content are measured and used to compute the 
refractive index of the air in the optical path, hereby compensating their effect. 

The short term stability of the He-Ne laser wavelength is 1x10-8. The laser 
beam is in line of the scale in order to eliminate cosine error. The scale is clamped 
to the table by soft springs. 

The optical system consisting of the microscope and the CCD camera act as a 
kind of zero detector. After the scale is nominally positioned on the next line the 
carriage is moved so that the reference point on the line coincides with the center 
point of the camera. In this case the displacement measured by the laser interfer-
ometer is the pitch distance. 
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9 Measurement Uncertainty 

Sources of measurement uncertainty: 
• Uncertainty of the interferometer including environmental effects 
• Misalignment 
• Thermal expansion of the stage 
• Thermal expansion of the scale 

Some sources of uncertainty of the laser interferometer are intrinsic to this 
equipment and affect measurement accuracy. They are discussed in the subsequent 
paragraphs. 

An interferometer generates fringes, equivalent to a fraction of the lasers wave-
length, when displacement occurs between the measurement optics. When the 
wavelength changes fringes are generated giving an apparent displacement with-
out actual displacement. The measurement error caused by wavelength deviation 
is proportional to the measured displacement, as it is specified in part-per-million 
of the nominal laser frequency. Assuming a wavelength accuracy of ±0.02 ppm, 
ensured by regular calibration to the national frequency standard, and a rectangu-
lar probability distribution for the laser uncertainty, its contribution to the com-
bined standard uncertainty is: 

 mLuw μ
3
008,0

3
02,0 ±

=
±

=  (4) 

Optics non-linearity and electronics errors can be neglected as they are only a 
fraction of the wavelength error. 

Uncertainties due to environmental effects are the influence of the atmospheric 
conditions on the interferometer accuracy and repeatability. As the wavelength of 
the laser is specified as the vacuum wavelength λv it is necessary to correct for the 
difference with the wavelength in the air λa. The index of refraction n of the air, 
whose value is dependent on the air temperature, pressure, relative humidity and 
CO2 content, is given by the following equation: 

 
a

vn
λ
λ

=  (5) 

Using Edlen [4] equation and assuming standard and homogeneous air compo-
sition, 1 ppm error results from one the following conditions: 

• 1°C air temperature change 
• 2,5 mmHg change of the air pressure 
• 80% change of the relative humidity  

The thermometer and the pressure sensor built in the system have an accuracy 
of ±0.05°C and ±0.25 mmHg. The relative is measured with an accuracy of ±4%. 
It means that temperature; air pressure and humidity uncertainties are ±0.05 ppm, 
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±0.1 ppm and ±0.05 ppm. Assuming again rectangular probability distribution the 
standard uncertainties are 0.05 ppm/√3, 0,1 ppm/√3 and 0,05 ppm/√3. From this 
the standard uncertainty for the wavelength compensation is: 
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Deathpath error results from the uncompensated length of the beam between 
the interferometer and the retroreflector in the zero position of the stage carrying 
the scale. The deadpath error de is the product of the deadpath distance d and the 
change of the laser wavelength during measurement: 

 
w
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e dd
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λΔ

=  (7) 

Cosine error is the sum of the misalignment of the scale relative to the carriage 
and the misalignment of the laser beam to the mechanical axis the motion. This re-
sults in a difference between the measured and the actual distances. The error is 
proportional to one minus the cosine of the misalignment angle. The cosine is ap-
proximately equal to S2/8L2

mm, where Lmm is the measured displacement in mm 
and S is the lateral offset of the returning beam in µm. For our case S, as a result 
of careful alignment, can be estimated to be about 100 µm over a measuring range 
of 400 mm. This results in a 

 m
L
Sppm

mm
error μ00781,0

)400(8
100

8
)(cos 2

22

±===  (8) 

As the cosine error has a rectangular probability distribution its uncertainty is: 

 mu μ
3

00781,0
cos =  (9) 

Correction for the thermal expansion of the stage is necessary in order to main-
tain the required measuring accuracy. The correction relates the displacement 
measurement results back to the temperature of 20°C. The uncertainty of the cor-
rection, consists of two components: uncertainty due to the error of the tempera-
ture measurement and uncertainty due to the deviation of the thermal expansion 
coefficient from the nominal value 
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Table 1 Estimated best measuring capability 

Source of uncertainty Probability distribution Divisor Standard uncertainty (µm) 

Laser wavelength inaccuracy Rectangular √3 Uw=0,0046 

Wavelength compensation Rectangular √3 Ucomp=0,0163 

Deadpath correction Rectangular √3 Ud=0,0006 

Cosine error Rectangular √3 Ucos=0,0045 

Carriage thermal compensation Rectangular √3 Utc=0,0054 

Combined standard uncertainty Normal --- Ur=0,0183 

Expanded uncertainty Normal --- Ue=0,0367 

Conclusions 

The paper presents the development and design of a high precision carriage sys-
tem, having nanometer resolution and a high resolution optical microscope re-
sponsible for capturing line data. The line data is processed by advanced filtering 
technique in order to determine the line centers. These two components enable 
dynamic calibration of scales, hereby reducing calibration time and costs. 

Acknowledgments.   The author gratefully acknowledges the support provided to this project by 
the National Science Foundation (OTKA) under the contracts no. T048850. The author also 
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The estimated uncertainty components are summarized in the following table. 
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Management with Enhanced Human Control 

John von Neumann Faculty of Informatics, Budapest Tech 
Bécsi út 96/B, H-1034 Budapest, Hungary 

ware, and communication technologies in their background motivated the authors 
in a work for human intent based and human acceptable automation of product 
modeling. In an advanced virtual space called as model space, increasingly com-
plex products are described by information for engineering objects. Current prod-
uct modeling in comprehensive product lifecycle management (PLM) systems suf-
fers from quick development generated problems. Huge amount of relationships 
makes current product models less transparent. Decisions are not explained by 
their background in product models so that they can not be understood at applica-
tions. In this paper, the authors propose a contribution to solve the above problems 
by establishment of an extension to current product modeling that can be accessed 
through standard API. They outlined the problem and background in management 
of product information and conceptualized human thinking driven definition of 
product entities. Following this an extension to classical product modeling is pro-
posed towards intelligent content, for information content driven control of con-
ventional model entity generation, and for implementation in industrial PLM sys-
tems. 

Keywords  Product lifecycle management, intelligent product modeling, informa-
tion content in product model, control of product definition processes, tracking of 

1 Introduction 

Engineering activities have been moving into computer systems for two decades. 
In the meantime, these activities have been integrated in product lifecycle man-
agement systems where efficient tools are available for any engineering activity, 
starting from the first sketch in a model space to finished recycling. Engineers de-
fine product in a model space where high number of parts, assemblies, analysis re-
sults, manufacturing plans, and other engineering objects are defined and related. 
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Groups of engineers work on groups of engineering objects. Sometimes, several 
engineers work on the same group of engineering objects, concurrently. Concur-
rent engineering is organized to minimum innovation cycle so that results are ap-
plied at subsequent activity immediately. Engineers are in graphical dialogue with 
model creation processes and give and relate engineering object parameters. These 
are results of thinking process in course of which engineer consider intent of other 
engineers, the already decided engineering objects, and accepted and verified 
knowledge. Engineers can not communicate background of their decisions with 
modeling processes and thus background is not represented in product model. The 
only capability is definition of information, i.e. data and relationships. 

The above characterized engineering realizes a high level of object modeling 
and is a result of development of product modeling, product information manage-
ment, interoperability of systems, and human-modeling process communication. 
However, extensive attempts for the application of knowledge based methods in 
order to assistance of decision and improving of human-computer interaction have 
not resulted substantial advances in organized modeling of background of deci-
sions. Consequently, while knowledge based methods are applied in relating of the 
object parameters successfully in the form of rule and check sets, neural networks, 
optimizing algorithms, etc., the answer is still for the question what and not for 
how and why. Human intent, motivation, and arguments are not recorded in the 
model and are not available for subsequent decision making. Work of engineer 
who revises decisions or continues work along a chain of decisions is not sup-
ported by representation of background of decisions. 

The authors recognized the above problem as a definite need for new model en-
tities that represent background of decisions during engineering activities. In order 
to achieve this, thinking process of engineers during engineering object decisions 
were analyzed. A new modeling was defined between the current information 
based modeling and dialogues on human communication surfaces. 

Information-based product model in current engineering systems has reached a 
high level of its development. Practically any engineering object can be described 
and related from parts and their relationships to manufacturing, production and 
marketing of a product. In order to differentiate from its proposed extension and to 
consider it as a milestone, information-based product model is called as classical 
product model. 

In this paper, the authors propose a contribution to solve the above problems by 
establishment of an extension to current product modeling that can be accessed 
through standard API. They outlined the problem and background in management 
of product information and conceptualized human thinking driven definition of 
product entities. Following this an extension to classical product modeling is pro-
posed towards intelligent content, for information content driven control of con-
ventional model entity generation, and for implementation in industrial PLM sys-
tems. 
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2 Problem and Background in Management of Product 
Information 

In current industrial product lifecycle management (PLM) systems, product model 
includes a multilevel structure where engineering objects (EOs) are related and 
lower level objects are listed below a higher level object (Fig. 1). For example, a 
surface is followed by curves that was applies for its creation, constraints placed 
on the curves and on the surface itself, etc. This model is hard to survey because 
of the high number of object representations and relationships. Model entities and 
knowledge are represented as parameters and their relationships. Knowledge is 
also stored as information. In connection with human intent, the way to a decision 
is not included in the product model. 

 

Current (classical)  product model in PLM systems 

High amount of object representations

history of model construction

background of decisions, and
 intent of  influencing  humans.

No representation available for

 related object data 

Product

Level 1engineering object

Attribute

Parameter

Level i engineering object

Attribute

Parameter

Relationship

organized in product structure

Model entities and knowledge 
are represented as information

Application of product model entities

Decisions considering
decided engineering object

parameters

Decisions can not
be understood

Revision of decisions
on engineering object

parameters

Original intent
is not known

Consequences of  change
on engineering object

parameters

Tracking of affects is
impossible  

Fig. 1. Current product modeling: structure, entities and problem 

The above model is representative for recent industrial product modeling. It is 
not suitable for efficient support of human decisions at application of product 
models in these systems. In order to support this statement, three applications are 
considered (Fig. 1). It was recognized, that EOs are placed in contextual chains in 
product structures. They can not be defined individually to match some specification.
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 Instead, they are defined in context of other engineering objects. When EOs  
which context  they were defined change, they  change accordingly. Conse-
quently, definition of an EO depends on other EOs and possible effects of deci-
sions on those EOs also must be considered. The problem is that an engineer who 
considers early decided EOs in context of which a new EO must be defined, can 
not access to background of original decisions. Earlier decisions cannot be under-
stood. The problem is the same at revision of parameters of EOs. Tracking of af-
fects in contextual chains is practically impossible. Although contextual chains 
can be revealed in product models, representations are not available for original 
intent and for the way to decision in product model. Definition of a new EO can 
not be connected to earlier decisions organically in current product modeling. 
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Global relationships
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Fig. 2. Information structure of an EO 

Even if background information would be recorded in product model, high 
number of EOs in product structure graph and increasingly huge number of un-
structured EO relationships would make the related processing impossible. To 
solve this problem, a second recognition by the authors is existence of primary 
EOs in the contextual EO system. Decision on primary EOs including only pri-
mary parameters defines other parameters of primary EOs and a group of EOs 
those are associated to the primary EOs. This frame structure of EOs would make 

in 
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product model transparent if background representations would be available for 
human decisions. Before development of solution for this, it must be emphasized 
that automated decisions most represent humans with full responsibility for the 
product. Consequently, background representation must be relied on intent of hu-
mans who affect EOs. 

On the way to a possible solution for the above problem, first step was analysis 
of information represented in an EO. On the basis of this analysis, an extended EO 
definition is developed (Fig. 2). EO is placed in one of the levels of product struc-
ture. It is characterized by its attributes. An attribute is described by one or more 
parameters. EO is connected to other EOs by relationship definitions. In other to 
make a first step towards better organized relationship definitions, the authors 
proposed to divide EO related relationships into local and global groups. Local re-
lationships are defined on the level of EO parameters, while global relationships 
place EO in the structure of EOs. Local parameters record results of advanced pa-
rameter level analyses such as combinations and interactions of parameters, most 
influential parameters, etc. Global relationships record feature, primitive and con-
textual positions of an EO in a product structure. Finally, restrictions can be de-
fined for the application of an EO in relation to activities and projects. 

During the recent years, in efforts for better understanding of product model 
and improving decision assistance, high number of research results helped devel-
opment of product modeling. Some of relevant works are cited below representing 
information modeling, change management, preservation of design intent during 
product data management, knowledge based product development, images as data 
sources of model representations, configuration and adaptation of products, and 
collaborative design process amongst different firms. 

Authors in [1] describe a product information modeling framework in order to 
support the full range of PLM information needs. The framework is based on the 
NIST Core Product Model (CPM) and its extensions. It is intended to capture 
product, design rationale, assembly, and tolerance information to the full lifecycle. 

In [2], it is emphasized that in redesign and design for customization of prod-
ucts are changed. During product development process, a change to one part of the 
product often results changes to other parts. An analysis of change behavior based 
on a case study in rotorcraft design is introduced. Mathematical models were de-
veloped to predict the risk of change propagation in terms of likelihood and im-
pact of change. Likely change propagation paths and their impact on the delivery 
of the product were analyzed. 

Authors of [3] emphasize importance of construction history, parameters, con-
straints, features, and other elements of design intent and suggest implementation 
of product model data exchange with the preservation of design intent, based on 
the use of newly published parts of the International Standard ISO 10303 (STEP). 

Product data management (PDM) integrates and manages all the product ob-
jects. In [4], web-based PDM systems are reviewed. The PDM methodology is in-
tegrated with web architecture. Currently available PDM systems those have been 
integrated with web-technologies are reviewed. 
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In [5], a knowledge-driven collaborative product development (CPD) system 
architecture is proposed which will facilitate the provision of knowledge in prod-
uct development. This work is motivated by a definite need by distance product 
development for information and knowledge in the place, time and format re-
quired. 

Authors of [6] apply graph-theoretical formulation in order to bridge the gap 
between image and model representations in the area of automatic acquiring of 
generic 2D view-based model from a set of images. 

Product line engineering is developing to create lines efficiently [7]. In order to 
achieve efficient reconfiguration, adaptation must be done at a generic level. In 
[7], an approach is described for analysis and specification of features that vary as 
a part of reconfigurations at runtime in case of software products. 

The topic of [8] is creating a coherent set of ontologies to support a collabora-
tive design process amongst different firms which develop mechatronic products 
is a challenge due to the semantic heterogeneity of the underlying domain models 
and the amount of domain knowledge that needs to be covered. In order to manage 
the complexity of the modeling task they separate the models into the foundational 
layer, the mechatronic layer consisting of three domain ontologies, one process 
model and one cross-domain model, and the collaborative application layer. For 
the development process, they employ a methodology for dynamic ontology crea-
tion, which moves from taxonomical structures to formal models. 

3 Human Thinking-Driven Definition of Product Entities 

Modeling of background of decisions on engineering objects makes record on 
concepts, methods, knowledge those are defined by humans who have an influ-
ence on EO definitions. Source of decision background is human thinking process 
while human uses experience and expertise. Starting from this approach, the au-
thors analyzed and characterized products object modeling in recent PLM systems 
in [9]. They recognized primary role of human intent model and analyzed possi-
bilities for relevant descriptions [10] and developed methods for organized de-
scription and behavior based definition of EOs [11]. 

The authors conceptualized modeling of background of decisions on EOs as in-
formation content (Fig. 3). Human is identified then gets access to modeling on 
the base of role. Following this, human defines intent for the subsequent activity 
in the process of product development. The base of human intent representation is 
characteristics of human intent and elements from human thinking process and 
partial decision points. Information content is defined in accordance with human 
intent and prepared for assistance of decisions on engineering objects. Decision 
making function generates adaptive activities to control processes those generate 
information for the description of EOs in classical product model. 

Typical examples for elements of thinking process and interim decision points 
are shown in Fig. 4. In stage A of a thinking process human observes, perceives, 
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and retrieves things about an EO or a group a EOs. During the stage B, think about 
EO, understands, considers, and inferences. Following this, human conducts ex-
periments, verifies results, and then repeats stage B. At the end of thinking process 
interprets results. In the meantime, results are recorded at the end of each partial 
decision point. Result for any partial decision point must include content that can 
be processed into adaptive action that carries decision information for the control 
of definition of EO information. Fig. 4 shows a chain of interim decisions starting 
from a goal definition, placing the defined object in taxonomy, including earlier 
experience in product model and applying a procedure according to a selected al-
gorithm and a method that defines the application of the selected procedure. A rule 
to help at the definition of a critical parameter, a dependence definition, and fi-
nally a range of the critical parameter within which the intent holder engineer ac-
cepts the computed result are additional partial decisions. 
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Fig. 3. Modeling of information content 
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4 Extension to Information-Based Product Modeling towards 
Intelligent Content 

Captured and automatically operated intelligence in engineering systems is an old 
wish in product related engineering. The aim is to establish modeling functions in 
a modeling system in order to partly or fully substitute an engineer or a group of 
engineers at some decisions on EOs. In order to realize this aim, model must rep-
resent intent of all influencing humans at any conditions. Knowledge-based advis-
ing functions in current modeling systems, as it will be discussed later in chapter 
5, use some simple knowledge definitions at the definition of EO parameters. 
However, these tools can not substitute but only assist engineer at decisions. Aim 
of the research that is reported in this paper is powerful assistance of engineers 
who apply model defined by other engineers. In the proposed modeling, engineer 
places information content in product model that is enough to make decisions at 
the application of this model. 
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Method
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Rule

Dependence

Experiment

Procedure

Taxonomy

Experience

 decision points
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Parameter
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Verificate
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Fig. 4. Examples for record about human thinking process 

The proposed information content-based model is outlined in Fig. 5. Product 
structure graph and a comprehensive set of model entity generation functions con-
stitute minimum requirement for the functionality of the information-based prod-
uct modeling system to be extended. At the same time, knowledge advisory func-
tionality is also necessary to establish knowledge-based interface between 
information content and information-based sectors of a product model. 

In order to allow a better surveying of object descriptions and their relation-
ships than in the current information-based product models, a new multilevel 
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structure of product information is created and applied. The purpose of this struc-
ture is to separate identification, application, associative connection, object de-
scription, and representation data. Adaptive actions communicate change deci-
sions with this structure, coordinated in this structure, and executed from this 
structure. Advantage of this structure is that it organizes connections of EO de-
scriptions (Fig. 2) with its application, relationships and representation. Besides a 
contribution to solving of the problem of unstructured relationships, this structure 
helps at the creation of instances from generic model entities. 
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Fig. 5. Information-based product model extended with information content 

A decision on a parameter or a parameter group of an EO or a group of EOs 
must be relied upon human intent. The question is that what representations are 
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necessary to process human intent representation into decision. The authors pro-
posed application of new representations for meaning of concepts, engineering ob-
jectives, and contexts. Human defined intent and concept are applied at the defini-
tion of engineering objectives. An engineering objective is represented as a 
behavior and controls decision making on EOs taking contexts into consideration. 
Intuitive contributions to product development and model construction must be al-
lowed integrating them into the above structure or placed in the model with a no-
tice for responsibility of authorized person. 

The next question in information content representations is that how contextual 
connections can be represented and handled. The selected solution is definition of 
contextual connections on the basis type of relations. Two groups of context enti-
ties are for content-content and content EO relations (Fig. 6). By the application of 
this method, pairs of content types and content types and EOs are related in order 
to achieve a correct model that can provide engineer with contextual generation 
and background of context. In Fig. 6, product structure represents both product 
structure graph in the classical information-based product model and the proposed 
multilevel representation of product information. 

Few more words are devoted for the behavior space below. It includes specifi-
cations for EOs in order to represent engineering objectives. This approach is 
based on the recognition that any EO must serve some of the objectives. Objective 
definitions start from functions and represent all of the specifications. Functional 
structure description capability in recent information-based product modeling is 
necessary. It contains functions connecting engineering objects and thus it can 
serve as connection surface to engineering objectives. 
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Fig. 6. Contextual connections 
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5 Information Content-Driven Control of Conventional 
Model Entity Generation 

By the application of information content and multilevel structure of product in-
formation, surface for human dialogues is repositioned from the direct definition 
of EOs in classical product model to definition of human intent as initiation of in-
formation content processing chain. The original position of human as source of 
information for the control of EOs is taken by adaptive actions. The first question 
in this area is that where information content-based model can be interfaced with 
classical product model. Fortunately, recent developments in relating, grouping, 
and parameter definition capabilities of expert advising functions of classical in-
formation based product modeling offer a suitable surface for this purpose (Fig. 
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Fig. 7. Expert advising functions in classical product modeling 

Main capabilities for relating EOs are rules, checks, reactions, and formulas. A 
rule is included in a product model for the generation of engineering object pa-
rameters depending on a situation. A check is defined to recognize a situation and 
advises modification of model information. A reaction is defined to react events 
by specified activity. Formulas establish relations amongst engineering object pa-
rameters. 

7). 
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Capabilities are available for the definition of parameters of engineering ob-
jects. Virtual experiments are planned and executed by performing computations 
of output parameters in case of different values of input parameters in defined 
ranges of analyzed parameters. Optimizing of parameters is performed by proc-
esses considering built-in or user specified algorithms. Grouping capabilities are 
for the definition of arbitrary sets of parameters and relations help to organize 
these entities according to engineering objective definitions. 

When engineering objectives are available together with contextual connec-
tions for a set of EOs, decision on a parameter of an engineering object must be 
done considering all the affected parameters of all the affected EOs. In order to es-
tablish a suitable and feasible tracking of affects by a change at the definition of 
an engineering object, the authors introduced the concept of change affect zone 
(CAZ). CAZ is the subset of EOs in a product model EOs in which have a chace 
to be affected in case of change at a parameter of an EO. In Fig. 8, change of EOx 

affects EOs along two change chains (CHC). A change chain starts from the last 
EO that has a chance to be an affected one. In this context, there are initiated (IC) 
and consequence (CC) changes. An initial change is accepted when all conse-
quence changes are also accepted. 
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Fig. 8. Managing changes of EOs 

Dependency is the entity to carry relationships. The graph in Fig. 8 organizes 
dependencies (DE) between pairs of engineering objects. For example, depend-
ency DEAB is defined between EOA and EOB. Two change chains are crossing at 
EOB. Crossing connections are entities describing the actual adaptive actions and 
the crossing change chains together with the stratus of changes. Status of a change 
is changing during coordinating more or less interrelated decisions along change 
chains. It must be emphasized that this is not an automatic modeling process. En-
gineer is assisted by transparent structure and information content. On the other 
side, an advanced knowledge background record may allow for automatic decision 
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making when responsible human can verify it. The feasibility of automation is not 
only scientific and technical problem. Secure and reliable product based on human 
intent is essential. 

Status identifies the level of processing for a change of a parameter of an EO. 
There are two groups of change states. They are under processing and concluded 
ones. States are user defined according to local measurements. Under processing 
states may be, for example, under discussion, under revision, or argued. Con-
cluded states are accepted, decided, or executed. 

6 Implementation in Industrial PLM Systems 

As it was stated above in this paper, the proposed modeling was defined as an ex-
tension to classical product modeling in professional PLM systems (Fig. 5). Im-
plementation is outlined in Fig. 9. Extension to information-based product model 
represented in classical model space includes multilevel organization of informa-
tion and three contextual information content spaces. The rest of extension is con-
stituted by modeling functionality for information content. The programs covering 
this functionality can access modeling procedures, model data, and human inter-
face through standard API. In other words, new elements of product modeling are 
built around the modeling in current PLM systems by using of open system func-
tions in PLM systems. 

 

Access to
modeling procedures,
model data and

for outside programs

Application
programming

interface (API)

Classical PLM functionality

Group work management

Internet portal and specialized browser

Classical product model space

 Extension for information content

human  interface

Multilevel organization of information

Information content spaces

Modeling procedures for information

Product data management (PDM)

Interoperability tools

Product model

Functionality

for information content

 

Fig. 9. Implementation of information content-based product model 

Conclusions 

In this paper, development of products together with other engineering activities 
during their lifecycle is discussed considering recent virtual environments. It was 
recognized, that recent PLM systems include product modeling that records and 

Engineering Objective-Driven Product Lifecycle Management 555



retrieves data for related engineering objects (EOs). This state-of-the-art modeling 
is defined as classical product modeling. The authors recognized that the main 
drawbacks in current product modeling are lack of background information on de-
cisions on EOs at their application and high number of unstructured relationships 
among EOs. A development of current product modeling is proposed as a contri-
bution to efforts to give new capabilities for the modeling systems in order to 
solve the above problems. Contributions by the proposed modeling are a multi-
level organization of EO information, a new sector of product model for informa-
tion content, and a new method for organizing change attempts from initiated 
changes to decided ones. In the meantime, effects of initiated changes are tracked 
in a change affect zone (CAZ), along change chains (CHC). One of the main ob-
jectives the reported work was to establish a human acceptable intelligent automa-
tion of product development that is suitable for engineers who are fully responsi-
ble for their work. 
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In-Situ Investigation of the Growth of
Dimensional Structures 

Institute for Microelectronic and Technology, Budapest Tech 
Tavaszmező u. 17, H-1084 Budapest, Hungary

investigated. We are dealing with the realtime tracking of their growth with the 
help of RHEED. Particular behaviours of RHEED phenomenon are explained with 
the help of computing model. Some aspects to behaviour of RHEED and to the 
growth of superlattices, quantum dots and quantum rings are detailed here. 

1 Introduction 

A nanostructure is an object which has at least one dimension of intermediate size 
between molecular and microscopic structures. So, it is necessary to differentiate 
between the number of dimensions on the nanoscale. Nanostructured layers have 
one dimension on the nanoscale. Only the thickness of the layer is ranged be-
teween 0.1 – 100 nm. They are two dimensional (2D) structures e.g. quantum 
wells (QWs), Super lattices (SLs). The objects which have two dimension on the 
nanoscale, they are one dimensional (1D) structures e.g. nano wires (NWs). The 
structures which have all three dimension on nano-scale, they are zero dimen-
sional (0D) structures e.g. quantum dots (QDs). These nano-scale objects are 
called jointing as low-dimensional structures (LDS). The electronic structure of 
the LDS differs from the electronic structure in three dimensions (3D). 

These properties service possibilities for new applications e.g. quantum com-
puter. In the last time the fild of quantum information processing has experienced 
extremly rapid progress. The quantum computer is a device for computation that 
makes direct of use of quantum mechanical phenomena, such as superposition and 
entlanglement, to perform operations on data. The semiconductor technology pro-
vides the richest set of tools for construsting implementation of quantum-bit 
(qubit). E.g., two coupled QDs can serve as qubits. 

LDS have been widely studied for applications also in optoelectronics. Until 
recently they had not considered as the absorbers in solar cells. However, it has 
recently been suggested that higher energy conversion efficiencies are possible if 
such LDS are incorporated into the active region of solar cells. The efficiency of 
the solar cell can enhance drastically with the using of different LDS (QW, NW, 
QD). 
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Scientific and technological development has made it possible to grow materi-
als with different properties onto each other, and this way we can build QWs, 
quantum islands and QDs, etc. – which leads to the possibility of creating novel 
devices and applications. The MBE (molecular-beam-epitaxy) is the nearly exclu-
sive technique of growth the above mentioned LDS. The technology of LDS needs 
in-situ observation of the growth process, which is widely realized by reflection 
high-energy electron diffraction (RHEED) technique. 

The growth of perfect crystal layers and LDS needs the control of epitaxy. For 
this control we need the knowledge and understanding of growth mechanism. The 
RHEED pattern and its intensity oscillation carry in-situ information for us about 
the crystal growth. The getting of growth information from the reflected – dif-
fracted pattern, we need the understanding of the interaction between the grasing 
incident electron beam and the growing crystal surface. 

We will briefly deal with the basic pieces of information carried by RHEED. 
After that we will investigate some special aspects of the RHEED behaviour e.g. 
damping and phase change of oscillation. Finally we will discuss the relation be-
tween the formation of different quantum objects and RHEED. 

2 Growth of Low-Dimensional Structures by MBE 

The evaporation under ultra-high vacuum (UHV) is a classical method for prepar-
ing thin film. Depending on conditions, the deposited films can also be crystalline. 
In this case the preparation method is called MBE. When the crystalline film 
grows on a substrate different from that of the deposited material, so the process 
called heteroepitaxy. MBE technology is based on the controlled interaction of 
beams of atoms and molecules on a heated crystalline surface under UHV condi-
tions. MBE is the most versatile method for preparing well defined surfaces, inter-
faces, layer structures and different nanostructures of elemental- (Si, Ge) and 
compound semiconductors (GaAs, InAs, etc.). MBE method allows also growth of 
film structures with sharp doping profiles and different chemical composition (e.g. 
AlGaAs) different lattice constant (e.g. GaAs/InGaAs junction). Multilayer struc-
tures with alternating doping or alternating band gap can be growth. A new field 
of band-gap-engineering was made possible by the development of MBE. 
Forthermore, QW, QD and other quantum structure can be grown with the help of 
MBE. 

Different MBE variants have been developed. They are solid-source MBE (SS-
MBE), gas-source MBE (GS-MBE), metalorganic MBE (MOMBE) etc. The MBE 
chamber is equipped with pump system that gives base vacuum pressure in the 
range of 10-11 Torr. The UHV conditon is required to reduce the back ground con-
taminant. It can be hinder the contamination of the deposited structure. The UHV 
enviroment quarantee the collosion-free path of the atoms and molecules from the 
source to the target. In the UHV chamber, the growth of the LDSs can be in-situ 
monitored. 

558 Á. Nemcsics



3 RHEED as a Tool for In-Situ Growth Characterization 

3.1 The Static and Dynamic RHEED 

RHEED is a widely used monitoring technique during MBE growth. The orienta-
tion, quality and reconstruction of the grown surface can be determined by the 
RHEED pattern. Compared to other in-situ investigations, the glancing-incidence-
angle geometry of RHEED is ideally for the in-situ observation of growth process 
and furthermore has very high surface sensitivity. The penetration depth of elec-
tron beam into the surface, can be changed by the variation of the incidence angle. 
The intensity of the RHEED pattern oscillates under appropriate conditions during 
the growth process [1]. One period of these oscillations corresponds exactly to the 
growth of one complete monolayer (ML) in the case of the layer-by-layer growth 
mode. The growth rate, and the composition in the case of alloy materials can be 
determined with the help of RHEED oscillations [Nemcsics-96]. 

RHEED and its oscillations of intensity are very complex phenomena. This 
technique is a versatile tool for in-situ monitoring, in spite of the fact that we do 
not know many details of its nature. This oscillation is characterized by the period, 
amplitude, phase and damping of the oscillations, the behaviour at the initiation of 
growth, the recovery after growth and the frequency distribution in the Fourier 
spectrum of the oscillations. The origin and describing of oscillation were investi-
gated by several authors [2-5]. Many properties and behaviours of the oscillations 
are not yet understood. For example, some of these problems are the different 
phases of the specular and nonspecular RHEED beams [6], and the varied behav-
iour of the oscillations in the case of III-V and II-VI materials [7]. There are still 
more interesting and open problems in the topic of the decay of intensity oscilla-
tions and of the inicial phase change, etc. Several authors have tried to describe 
these phenomena [8]. Several effects can be interpreted by the above mentioned 
geometrical desription. The oscillations in the case of two-dimensional growth 
mode, the disappearence of oscillations by step propagation, and the exponential 
decay of the oscillations can be explained by this geometrical description, too [8, 

The RHEED is a suitable technique to investigate the binding properties on the 
surface. Furthermore, it is appropriate to distinguish special crystallographical di-
rections, for which X-ray diffraction (XRD) is unable. This crystalographical di-
rection are e.g. on the (001) surface, where the [110] and [11 0] directions have 
different properties in crystalographical and in technological view, too. However 
the dynamic RHEED is approritate to determine and calibrate the growth parame-
ters, such as e.g. growth rate and molecule flux [9, 10]. One of the interesting 
problems is the initial phase change of the oscillation, which is depend on the di-
rection of the incident electron beam, and the technological parameter, too. 

9]. 

The amplitude and period of the initial swing of RHEED oscillations are differ-
ent from what follows. Except for the first period, the measured decay of the oscil-
lations fits well to an exponential function [9]. The incident electron beam 
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pinges on the surface with low angle. If we change the incident or the azimuthal 
angle, the initial phase of the oscillations changes, too. For the phase change in-
vestigations, GaAs (001) serves as good model material [6, 8]. There are several 
models, which describe this phenomeon in broad range of incidence angle [11, 
12]. These generally scattering based models take into account more MLs. These 
approaches describe qualitatively well the phase switch in the range of incident 
angle to about 4° but the fitting e.g. at low angle under 2° has some deviation from 
the measured curve. 

3.2 Particular Behaviour of RHEED 

The phase of the oscillation depends on the incident angle of the electron beam. 
However the very useful kinematic theory does not predict the phase shift of the 
oscillations, which depends on the condition of the electron beam. The contribu-
tion of inelastic processes such as Kikuchi scattering to the phase shift penomenon 
is not completely taken into account [6]. The RHEED phenomenon is partly re-
flection-like and partly diffraction-like. The effect of phase shift is described by 
the position of the minima of the oscillations. The behaviour of the minima and 
maxima of the oscillations can also be explained with a geometrical picture, which 
will be employed in this case. Because the specular spot is not a reflected beam, 
the interaction of the electron beam and the target surface must be described quan-
tum mechanically. The glancing-incidence-angle electron beam touches the sur-
face over a large area. The reflected-diffracted information obtained does not 
come from the whole area. The interaction between the surface and the electron 
beam exists only under special conditions, therefore we need to consider the sur-
face coherence length (SCL) (w) [13]. The wave function after the interaction 
⏐Xa〉 is written as follows: 

X W r W ra B T a= ( ) ( )1 2 χ  

where WB(r) and WT(r) are the wave packet of the electron beam and the inter-
acting surface of the target, respectively. With the solution of this equation it can 
be shown that the SCL depends on the interaction potential between the incident 
electron and the target and depends less on the wave packet [13]. 

We can suppose that the SCL (w) is of the same order as the coherence length 
(Λ) of the beam. The energy of the electron beam is on the order of E = 10 keV, 
with a de Broglie wavelength λ = 12.2·10-12 m. The coherence length of the elec-
tron beam Λ is between 12.2 nm and 3.7 nm [14]. The spot size of the illuminating 
electron beam on the surface in the incident direction depends strongly on the in-
cident angle. We can suppose that the SCL depends on the incident angle, too. The 
relation between the size of characteristic growth terrace (s) and the SCL (w) in 

im

560 Á. Nemcsics



the case of a polycrystalline surface was investigated [13]. This concept can be 
applied in this case. An estimate of the characteristic dimension of a growth ter-
race can be given from experiments. The terrace average width (s) and the migra-
tion length of Ga (l) depend on the substrate temperature. The RHEED oscillations 
are present if l ≤  s and absent if l ≥  s. In our case the migration length is 7 nm 
because the substrate temperature is 580°C [8]. 

The binding energy on the (001) surface in the directions [110] and [11 0] is 
not the same, which explains the dangling bonds. This anisotropy is manifested in 
the different growth rates. The growth rate in the [110] direction is larger than that 
in the perpendicular direction [15]. This anisotropy is apparent not only in the 
growth of the crystal (in other words composition of the crystal) but also in the 
etching (that is decomposition) of the crystal. The growth rates in the [110] and 
[11 0] directions are different by more than a factor of two. This factor can be es-
timated with the help of the ratio of the etching rates of both directions. 

We can suppose that the SCL and the average terrace width have commensu-
rate dimensions at glancing-incidence-angles (w ≈ s). This supposition seems 
right, because the touching length of the electron beam (also the SCL after our 
supposition) changes very abruptly at angles less than 1° and in this region the 
function t3/2/T is constant accordingly as w > s. The relation of SCL and average 

terrace width is changed with changes of the incident angle. If the incident angle 
increases, the SCL becomes smaller than the average terrace width (w < s), so and 
thus reflected-diffracted information comes from only a part of the average ter-
race. 
 

 

Fig. 1. The computed t3/2/T ratio vs. Incident angle in different crystallographical directions 

For the calculation we used the polynuclear growth model in the two-
dimensional case [5]. The simplified picture takes into consideration diffraction 
contributions only from the top most layer and the RHEED intensity is taken as 
proportional to the smooth part of the surface top layer [9]. The computational 
model is based on lattice node arrangement [16]. The surface area supplying the 
information decreases with the increasing incident angle of the beam. The differ-
ent crystallographic directions mean different growth rates. Here the ratio 
r[110]/r[11 0] is estimated to be 2.4 at growth temperature (600 °C). The oscilla-

tions were computed for two different ratios of  r⏐⏐/r⊥, where r⏐⏐ and r⊥ are the 
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components of the growth rate in the observation direction (parallel with the elec-
tron beam) and the perpendicular direction, respectively. The calculated function 
of t3/2/T versus azimuthal angle in the two different directions is shown in Fig. 1. 

The growth time for one complete monolayer in the two different directions is the 
same (T), but the phase is different (t3/2) because of the anisotropic growth rate. 

These curves correspond with the measured data. If the SCL is larger than the av-
erage terrace width then the t3/2/T ratio remains constant (which constant value is 

determined by the r⏐⏐/r⊥ ratio). If the SCL is smaller than the average terrace 

width, then the t3/2/T ratio decreases, too. 

The behaviour of t3/2/T vs. incident angle was investigated under 1.8° glanc-

ing-incidence-angles. In real situations, the diffracted-reflected electron beam gets 
information not only from the topmost monolayer. A larger incident angle causes 
a larger penetration depth. The description of this phenomenon probably can be 
improved in either range by considerating more monolayers below the surface 
during the growth process. The calculated curves for the decay of the oscillations 
correspond very well with the measured data in the investigated range. 

3.3 Some Aspects to the Deading of the RHEED Intensity 
Oscillations 

Here, we investigate the decay of oscillation in the case of InGaAs growth on 
GaAs (001) surface. With the increase of In-content the decay of oscillation be-
came faster. The least-squares-method was used to fit an exponential function to 
the decay of intensity. Except for the first period the measured decays fitted well 
to an exponential function. The first period is characterized not only by a period 
length different from that of the following oscillations, but also by an unusual in-
tensity. 

The exponential decay can be roughly modeled within a simplified picture, 
which only takes into consideration diffraction contributions from the topmost 
layer. We can suppose that at the start of the growth the surface of area A is per-
fectly smooth, i. e. Θ

0
 = l, where Θ

0
 is the coverage of the uppermost layer. In or-

der to describe the increase of surface roughness during growth, we introduce a 
coverage reduction factor b, which gives the reduction in coverage from layer to 
layer. This factor may be regarded as a measure for the smoothness, therefore b 
can also be considered as epilayer quality ideality factor [9]. The first layer grown 
on the perfect surface is not complete, but has a coverage Θ1 = b with b < 1, but 

close to unit. The next layer has Θ
2
 = b

2
, or generally the nth layer: 

Θn
nb=  
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is given by I0 = c⋅A, where c is a constant which characterizes the diffraction 

power. After the growth of the first layer the intensity is I1= b⋅c⋅A, and generally 

after the nth layer: 

 I b cAn
n=  

A continuous description results from the replacing of n by r⋅t yields I(t) = b
rt
 

c⋅A, where r is the growth rate given by r = 1/τInGaAs(x) and t is the growth time. 

This can be written in the following form: 
I cA t d= −exp( / )τ  

where τd is the decay time: 

τd r b
=

−1
ln

 

with τd > 0, since b < l. In the fit of the experimental intensity decay the fit pa-

rameter was the coverage reduction factor, the growth rate being calculated from 
the period of the RHEED-oscillations. The growth rate increases with increasing 
composition x and therefore the decay time τd should decrease with x, if b is con-

stant. The decay time constant is a function of composition, in agreement with the 
experimental results [9]. Calculating the coverage reduction factor from the ex-
perimentally observed decay time, one can see that b is not a constant with respect 
to composition x but decreases with increasing x. For this behaviour a qualitative 
explanation can be given: If the composition increases, the growth rate increases 
due to the preparation conditions. Therefore, the Ga and In atoms at the surface 
have less time for diffusion along the surface resulting in less perfect layers, i. e. 
in a smaller coverage reduction factor b. If a linear relation between b and l/r is 
assumed, this results in: 

( )( )
( ) ( )

ji

InGaAs i InGaAs j

b xb x
x xτ τ

=  

where b(xi), b(xj) are the coverage reduction factors and τInGaAs(xi), τIn-

GaAs(xj) the period lengths of RHEED-oscillations for composition xi and xj, 

resp. The decay time as a function of composition, i. e. 
τd x r x b x( ) / ( ) ln( ( ))= −1 , from the experimental results one can calculate b(x). 
With τInGaAs x r x( ) / ( )=1  known from the RHEED-oscillations we obtain 

b x sInGaAs( ) / .τ = −0 30 1 within an accuracy of 10%. From this we may conclude 
that the model used here in spite of its simplicity gives a satisfying first order ex-
planation of the RHEED-intensities observed in the experiment. 

If in a first approximation the RHEED intensity I is taken as proportional to the 
smooth part of the surface top layer, the intensity of the perfectly smooth surface 
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4 Some Aspects to the Production of the Heterojunctions and 
Nanostructures 

4.1 Growth of Strained Heterostructures 

The critical layer thickness (CLT) in the heteroepitaxy was investigated experi-
mentally as well as theoretically [17]. Under real growth circumstances the meas-
ured CLT depends not only on misfit but on the growth parameters, too [18]. 
RHEED intensity oscillations are used for accurate determination of the threshold 
layer thickness in 2D growth mode which is technology dependent, too. The lat-
tice mismatch also affects the behaviour of RHEED oscillations. The oscillation 
amplitude decreases rapidly during the InGaAs growth due to its strong depend-
ence on the InAs mole fraction. This decrease also indicates the formation of the 
3D growth mode. 

The magnitude of intensity oscillations continously decreases during the 
growth process. With the increase of In composition not only the growth rate be-
comes faster but the decay of oscillations, too. With increasing composition x the 
decay time τd decreases. The measured value of the decay time constant is a func-

tion of composition τd(x), where the exponential function was fitted by the least-

squares method. The fitted function is ( )τ d a x b c= ⋅ − +exp , where the parameters 

in our case are a = 24.85, b = 0.103 and c = 4.1 [9]. 
The measured values of the decay time constants depend on the composition. 

Most probably there is a relationship between the behaviour of the RHEED oscil-
lation decay and CLT. The oscillation amplitude decreases rapidly during InGaAs 
growth due to the 3D growth which has a strong dependence on the InAs mole 
fraction. Not only the mismatch is responsible for this decay but the other techno-
logical conditions, too. The decay of oscillation amplitude exists even without 
mismatch e.g. at pure GaAs layer growth. The changes of the In content modify 
not only the mismatch but the conditions of growth (e.g. growth rate), as well. 
Therefore, the misfit and the technological parameters have a joint influence on 
the behaviour of amplitude decay. 

The exponential function is a good approximation of the I(t) function at every x 
values. Provided that both processes are independent from each other the phe-
nomenon of decay at arbitary x values can be described by two time constants as 
follows: 

( )I t A t

d
A t t

M G
= ⋅ −

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ = ⋅

−
+
−⎛

⎝
⎜

⎞

⎠
⎟0 0exp exp

τ τ τ
 

where τM and τG are the assumed time constants of the separated part effects 

which are responsible for the influence of misfit and the growth respectively. Ac-
cording to this model, the x dependent decay from misfit can be written as fol-
lows: 
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where the τd(x) and τM(x) time constants are functions of the composition x, 

and the e(x) term contains the dependence from decay constants. In the case of 
pure GaAs growth (x = 0) there is no decay caused by misfit. It means that at x = 0 
the reciprocal value of the decay time constant originates entirely from crystal 
growth phenomenon. Function τd(x) is known. The value of 1/τM at x = 0 is zero. 

As a first approximation, the 1/τM function describing the mismatch can be ob-

tained by moving the 1/τd function in negative ordinate direction. We can easily 

determine the τM(x) function from its reciprocal form. In order to be able to com-

pare the calculated decay with the theoretical CLT we should change to layer 
thickness instead of period time because now we only have function of time vs. x. 
The grown thickness under one period of oscillation is one monolayer which cor-
responds to half of the lattice parameter. After evaluating the function of thickness 
vs. x instead of the function of time we can compare the calculated threshold 
thickness with the theoretical CLT. There is a good agreement between our calcu-
lation and the isotropic and anisotropic model [19]. 

As a first approximation it was supposed that the dependence of 1/τG on the 
composition (x) is not significant. Although we have received similar course be-
tween the theoretical CLT and our calculated threshold layer thickness one can 
find difference between curves as well. The reason of the deviance can be in the 
fact that the τG also depends on the composition. 

We can investigate the technological influence in the case of pure GaAs 
growth. We can increase the growth rate by increasing of the Ga flux. Let us see 
an example! At the Ga source temperature of 935 °C the growth rate is r = 3.85 
1/s (τGaAs = 2.61 s) [3]. In this case the decay of oscillation can be described with 

decay constant τd = 15.3 s, where -because of the homoepitaxy - τM is missing 

therefore τd and τG are equal. The above mentioned growth rate corresponds to the 

case of InGaAs growth (τInGaAs = 2.61 s) x = 0.13 where (TGa = 925 °C and TIn 

= 540 °C). With the increase of the growth rate the decay constant decreases. In 
the case of InGaAs growth the increase of growth rate means simultaneous in-
crease of InAs mole fraction, too. The more pronounced decay of oscillation can 
be traced back not only to the change of growth rate but to change in the In con-
tent as well. The course of RHEED intensity oscillations strongly depends on the 
observed material. The change of τG can be caused by the change of growth rate 
and/or change of In/Ga ratio. The supposed tendency of τd is supported by both 

above mentioned phenomena. The threshold thickness is defined as the thickness 
where the oscillation becomes weak enough. The supposed dependence of τG on 
the growth rate / composition seems valid because the deviance between CLT and 
the calculated data becomes less. The growth rate dependence was proved in the 
case of InGaAs growth by in-situ XRD measurement where the deposition tem-
perature was 490 °C [20]. 
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This description shows only the right tendency of the τG dependence. Reality is 
more complicated. We have not taken into account e.g. the material contrast and 
the different sticking coefficient of Ga and In. The CLT derived from this assump-
tion shows relatively good agreement with CLT data from the literature. We can 
improve this agreement by supposing the composition / growth rate dependence of 
τG. 

4.2 The Strain Induced Quantum Dot Growth 

RHEED is also appropriate to observe the QD formation and to determine some 
parameters of QD. Nowadays, the production of self-assembled quantum struc-
tures has been intensively investigated for basic physics and device applications, 
too. It is very important to understand their growth process and the knowledge 
about their shape is particular significant. The archetypal system of these nano 
structures is the lattice-mismatched system such as InAs on GaAs, where the 
strain-induced process leads to the formation of QDs [21, 22]. Electronic structure 
of QD, which governs electronic and optical properties, depends on the shape 
[23]. In-situ information about the dot shape has been provided by RHEED. The 
chevron-shape spot appear in RHEED patterns from self-assembled InAs QDs 
grown GaAs (001) surface at [011] azimuth direction [24]. It is generally agreed 
that the essential driving force for coherent lattice mismatched QD formation is 
strain relaxation [25]. 

Besides the above treated 2D-3D transition [26], we can investigate the wetting 
layer (WL), characteristic times of the formation process [27], critical coverage of 
the layer, segregation of the components during QD formation [28], shape of the 
dot, change of the lattice mismatch and surface lattice parameter [29]. For exam-
ple, the characteristic times of the QD formation can be determined with the help 
of pattern change and the intensity of RHEED picture. The shape of the formating 
dot can be investigated also by the pattern and by the so called chevron-shape spot 
of RHEED [29]. The RHEED gives more possibilities to investigate the parame-
ters. For example, the 2D-3D transition can be investigated not only with the help 
of oscillation decay [27] but also with the help of change of diffraction pattern 
[29, 30] and chevron-shape spot [30]. 

The InAs/GaAs heteroepitaxial system has a lattice mismatch of ca 7% and un-
der very specific conditions the growth mode follows a version of the Stranski-
Krastanov (SK) mechanism, which results in the formation of coherent (disloca-
tion-free) 3D islands, after the growth of between one and two MLs in a 2D layer-
by-layer pseudomorphic mode. The 3D islands are usually referred to as self-
assembled QDs. During the 2D-to-3D transition the island rapidly reach a satura-
tion condition, with a rather narrow size (volume) distribution, where each growth 
conditions, principally deposition rate and substrate temperature. The essential 
driving force for coherent QD formation, after a WL has formed, is strain relaxa-
tion, wherebly the energy gain from the increse in surface area via dot formation 
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more than compensates the increase in surface area via dot formation more than 
compensates the increase in interfacial free energy. 

In the case of InAs/GaAs QDs, the shevron-tails were attributed to perpendicu-
lar to the facets (reciprocal rod nornal to (113) and (1 13) facets because the angle 
between the two chevron-tails is about 55° [31]. For [110] incident azimuth, an 
electron beam which enters via (113) facet and exits from the (113) is refracted 
into the [001] direction. This gives rise to streaks perpendicular to the (001) sur-
face. Alternative approach is based on refraction effect, which can explain the ori-
gin of RHEED pattern [29]. It was observed that refraction from inclined facets on 
small crystalites on a specimen surface should result in discrete displaced spots, 
not continuous streaks [31]. 

4.3 Development of Droplet-Epitaxial Quantum Dot 

In the field of nanostructures, the self-assembly lattice matched quantum struc-
tures employing droplet epitaxy is an interesting and novel alternative to the estab-
lish technology of strain-driven QD formation [32, 33]. In the case of droplet epi-
taxial QD, two growth regimes depending on temperature were found and 
explained by the help of extended rate equation model [34]. It was the first to indi-
cate the chevrons and their relation to the faceting in the case of droplet epitaxy 
[35]. The in-situ investigation of the evaluation of the quantum structures is very 
important to understand their growth kinetics. 

The growth experiments were performed in a SS-MBE system on AlGaAs 
(001) surface. The sample temperature was 200 °C. The θ = 3.75 ML Ga was de-
posited with the flux of 0.75 ML/s without As flux. The annealing was carried out 
at 350 °C temperature under the 5×10-5 Torr As pressure. The production of the 
QDs were tracked continuously in the direction of [110] with the help of RHEED. 
In the case of initial stage of the surface, the RHEED pattern showed sharp 
streaks. After the Ga deposition, the pattern became diffuse on the RHEED screen. 
In the case of QDs, almost at the same time with the offering of As the RHEED 
pattern changed from diffuse to spotty. During the annealing phase, the pattern 
changed from spotty to spots with tails. 

The sharp RHEED streaks disappear and the diffraction picture becomes dif-
fuse during the Ga deposition. The deposited Ga is in liquid phase. The disappear-
ance of the RHEED pattern originates from the appearance of the liquid phase (Ga 
droplet) on the surface. In the annealing phase of QD production, the RHEED pat-
tern becomes from diffuse to spotty nearly simultaneously with the opening of As 
source. The sufficient As quantity (5×10-5 Torr) and the low temperature (200 ºC) 
make the building-in (infiltration) of As in Ga phase that is the crystallization pos-
sible [36]. This process of infiltration takes about two-three minutes to the sharp 
chevron image. So, a crystallized shell comes into being on the Ga droplets. The 
appeared spotty RHEED pattern originates from the transmission electron diffraction.
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 The electron  beam goes  through  the crystalline  GaAs shell layers. It is ob-
served, if there are crystallite formations or droplets on the surface, bulk scattering 
of the grazing beam can occur and the RHEED pattern may become dominated by 
spots rather than streaks due to transmission electron diffraction. The scattering 
from several planes modulate strongly the intensity along the reciprocal lattice 
rod. So, the streaks observed from two-dimensional surface are not observed when 
transmission dominates. For the transmission case, the reciprocal lattice is an array 
of points each broadened owing to the finite size of the scattering region. During 
the annealing, the As diffuses inside of droplets, while excess As builds in (infil-
trates) in the shell [36, 37]. So, the droplet crystallizes trough slowly. At the same 
time, chevron-shape spot develops on the RHEED screen [35]. 

 

 

Fig. 2. Electron scattering on QD; Geomertical arrangement (upper part); Origin of the RHEED 
pattern (middle part); Temporal evaluation of the QD (lower part) 

The side-facet angle of dropletepitaxial GaAs QD corresponds with the half 
angle between the two chevron-tails [35]. The angle between two RHEED streaks 
starting from same reciprocal lattice point is about 55°. 

The observed RHEED pattern can be recognized by the product of square 
modulus of the separate Fourier-transform of the periodic constituents. In this case 
the intensity pattern is proportional with the product of intensity originated from 
transmission and from the pyramidal hut. A lucid explanation of the observed 
RHEED pattern and the temporal evaluation of QDs can be shown in Fig. 2. 

4.4 Development of Droplet-Epitaxial Quantum Ring 

Very recent experimental studies applying this droplet epitaxial technique demon-
strate not only growth of QDs, but quantum rings (QRs) [38, 39] and even double 
QRs were grown [40]. Today is not yet available a theoretical description of the 
underlying growth mechanism. The growth experiments were performed also on 
AlGaAs (001) surface. The sample temperature was 300 °C. On the surface Ga 
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was deposited as described before. During the annealing, the temperature re-
mained the same (300 ºC), but the As pressure was 4×10-6 Torr. The process were 
tracked also continuously in the direction of [110] with RHEED. 

In the case of QR production, the course is the same to stage of Ga deposition. 
But after the Ga deposition, the change of the observed RHEED pattern is quite 
different. After the Ga deposition, the RHEED pattern becames diffuse. After the 
offering of As background of 4×10-6 Torr, the RHEED pattern develops slowly. 
The developed pattern contains in the middle a streak with a small spot and around 
elongated larger spots. The density of QDs and QRs are different, so the influence 
of the open (001) surface on the RHEED pattern is also different. The effect can 
be explained, similar like as in former case, with the appearence of the liquid Ga 
droplets on the surface. The annealing phase begins after the offering of As com-
ponent with the pressure of 4×10-6 Torr, while the substrate temperature is 300 °C. 
This process takes about five minutes. During the annealing, the RHEED pattern 
consists of a streak with spots. The crystall structure and the form of the nano 
specimen influence together the RHEED pattern. 

 

 

Fig. 3. Electron scattering on QR; Geomertical arrangement (upper part); Origin of the RHEED 
pattern (middle part); Temporal evaluation of the QR (lower part) 

The volume of the QDs is large enough to receive transmission pattern during 
the electron scattering. The main lateral expansion LQD and height HQD of QD – 
according to the measurement – are 50 and 5 nm, respectively (see Fig. 2). The 
mean free paths of the electron Λ in GaAs between the crystal planes without col-
losion at the typical incidence angle of RHEED (about 2°) are less than 20 nm. So, 
in our case, there are several (ca. 9) lattice planes to receive transmission charac-
ter. The situation in the QR is different. (The mean diameter of the principal ring 
DQR is 60 nm.) The thickness of the ring LQR - according to the measurement - is 
20 nm and the height HQR is 2 nm (see Fig. 3). In this case the measure of LQR is 
comparable with Λ and the height HQR consists only few planes. This is a marginal 
case where the dominate character of the diffraction pattern can be either trans-
mission-like or reflection-like. The QR production takes long time during the an-
nealing phase. The As  background pressure is  low here . So, the process of 
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talization is slow. In this case, the liquid condition remains longer time, so there is 
enough time for the material transport, which leads to the formation of QR [41, 
42]. Because, the crystalization occurs mainly after the transport process, only that 
can be demonstrated in the RHEED picture. Intermediate stages – because these 
happen mostly in amorpous state – provide the same diffuse RHEED pictures. The 
resulted RHEED picture is originated from the product of the reflec-
tion/transmission image and the diffraction image of the rotational-shaped object. 

crys
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Monitoring of Heat Pumps 
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toring heat pumps. The description and the analysis of individual activities in all 
the components of a heat pump are given from the point of view of monitoring 
problems. The components of the monitoring system are also analyzed, with re-
spect to their operation and installation. 

The schemes for installation and connecting the components of the monitoring 
system, depending on the strategy of the control system are given as well. 

1 Introduction 

A heat pump is a cooling device, operating on the principle of left-side cycle. It is 
used for transporting heat energy from lower to higher temperature levels by 
means of mechanic work or heat energy. In engineering practice, heat pumps with 
a compressor, that is those which operate by consuming mechanic work, have 
primarily been used. Devices with a compressor have a higher efficiency factor 
than absorption systems. With implemented systems that have a compressor the 
total efficiency factor reaches the value of 1: 3, 5. 

2 Technical Description 

Heating or cooling systems based on heat pump exchange heat energy with re-
newable sources, which are usually the outdoor air and groundwater. 

The consumer of thermal energy is either a building or a technological process. 
The system is comprised of three subsystems: the source, the transporting unit 

and the consumer of heat energy. A continual supply and removal of heat energy 
must be ensured for the continuous operation of the system. A flow of working 
mediums must exist in all three subsystems. 

The analyzed water – water systems are made up of two water and one cooling 
cycle. The flow of working mediums is enabled by the pump in water circular 
flow and by the compressor in the cooling cycle. Working mediums are water and 
refrigerant, Freon. 
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3 Monitoring Water – Water Heat Pumps 

3.1 Introduction 

The monitoring system is used for inspection of heat pump components by observ-
ing the relevant state parameters. Parameters show the state of the observed sys-
tem components. 

The monitoring system is at the highest hierarchical level, above the control 
system. In case the operation of the system is disturbed, the monitoring system 
through the control unit switches off the supply of energy into the system, thus 
preventing damage. 

The lack of proper monitoring and intervention might lead to serious damage, 
and even explosion of the condenser, fracture of the compressor and freezing of 
the evaporator. 

3.2 Monitoring the Condenser 

Within the heat pump, the condenser is the most sensitive component in the sys-
tem. Condensation is a self-regulating process, therefore without heat removal 
from the condenser the internal energy of the refrigerant and thus the pressure 
constantly increases. After a certain time, the pressure reaches a critical value and 
the weakest element of the transmission chain or the condenser fractures. A 
transmission chain is made up of a driving electric motor with a crankshaft, a pis-
ton rod with a pin, and the piston itself. 

A flexible or copper tube which connects the compressor with the condenser is 
exposed to mechanical load resulting from the pressure in the refrigerant. It is de-
sirable this tube to be the weakest component in the chain. If the pressure in-
creases excessively and the tube ruptures, this leads to a damped expansion of the 
refrigerant from the system into the atmosphere. 

With respect to explosion, shell-tube condensers are the most dangerous. A 
large amount of energy is stored in shell-tube condensers, expressed by p*V. The 
condenser shell, shield might drastically rupture so as to result in a sudden expan-
sion of the refrigerant into the atmosphere, and the impact wave might cause great 
movement, collapse of the surrounding objects. 

To eliminate this danger, it is necessary to connect the pressostat for monitor-
ing pressure to the compressive branch of the compressor. The pressostat is set to 
the maximally allowed pressure in the refrigerant and if the working, operation 
pressure in the system reaches this value, it switches the system off. 

Depending on the monitoring system, there are several ways of intervention. 
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3.3 Monitoring the Evaporator 

In water-water systems, the evaporator is another component which should be 
monitored while in operation. The evaporator is filled with water, and if water 
does not flow it can freeze. Frozen water has a significantly greater volume, there-
fore the components of the evaporator are exposed to considerable mechanical 
load. If the resulting load is greater than the strength of the materials of the parts, 
it may result in fracture. 

The above described situation occurs if the water in the evaporator does not 
flow. Water transports heat energy into the evaporator. Disturbances occur most 
frequently when the pump does not deliver water into the evaporator. Hardly ever 
does it happen that the flow of water is impeded due to clogging of the pipeline or 
the evaporator. 

A thermostat with a sensor is most frequently used for monitoring evaporators. 
The thermostat directly measures water temperature in the evaporator and if the 
temperature reaches the minimally allowed value it switches the system off. 

3.4 Monitoring the Compressor 

Two factors should be taken into consideration when compressors are in question. 
First of all, inside the compressor, the appropriate lubrication has to be ensured 

in all its assemblies. 
With smaller size compressors, due to smaller dimensions, the satisfactory lu-

brication can be provided by immersing the crankshaft into oil. The crankshaft 
disperses oil in the casing of the compressor. This type of lubrication is fairly reli-
able. If oil freely returns to the compressor, it will certainly lead to lubrication. 
Only through the sight glass may the level of oil be visually monitored. 

With larger compressors, transmission of oil is made possible by means of an 
oil pump. It is necessary to monitor the operation of an oil pump. The presence of 
oil in the appropriate assemblies is monitored indirectly through pressure in oil 
leaving the oil pump. A differential pressostat has been designed to monitor the 
pressure difference between oil leaving the oil pump and oil in the storage sump. 
If the difference in oil pressure is lower than is expected the pressostat switches 
off the entire system. 

Secondly, each fracture in the compressor leads to a great decrease in the sys-
tem capacity. The suction and compression valve, as well as the piston rod, frac-
ture most frequently. It is possible to determine these damages only indirectly 
through suction pressure. If any kind of damage occurs in the compressor, the ca-
pacity decreases and the amount of transported refrigerant is reduced. The pres-
sure in the evaporator increases due to the reduced amount of the refrigerant. It is 
possible to monitor damages by placing a pressostat into the suction branch of the 
compressor. 
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3.5 Monitoring the Electric Motors 

Coils of driving electric motors should be protected from overload, dropout, and 
phase misbalanced. Without this kind of monitoring, wire insulation in the coil 
might burn through in case of excessive current. In order to prevent damage, the 
intensity of the current in the coil should be monitored continually. Electric mo-
tors should be monitored regardless of their type, whether they are single-phase or 
three-phase. If the intensity of the current exceeds the prescribed value, the moni-
toring device should switch the whole system off. 

It is necessary to monitor the level and the difference in the level of voltage 
with three-phase electric motors. In case of insufficient voltage in the phases, the 
coils get damaged, they burn through. Devices with different executions have been 
designed for monitoring. 

Their main purpose is to switch off the system, through the control phase, in 
case of insufficient current performances. 

3.6 Monitoring the Amount of the Refrigerant 

The amount of the refrigerant in the system is monitored visually through the sight 
glass, and possibly through sensors. Sensor monitoring is rarely applied since the 
executions of heat pumps are improving in quality, and it rarely happens that the 
refrigerant leaks. If it does happen the consequences are really unpleasant. 

The heating power drastically decreases, therefore the device is constantly 
switched on. As the amount of the refrigerant decreases, the cooling intensity is 
gradually reduced as well as the lubrication of the cylinder inside the compressor. 
If the compressor operates under these conditions for a long time, the cylinder and 
the compressor head heats up and may even seize. 

A sensor for monitoring the amount of the refrigerant in the system is called a 
pressostat. The pressostat is connected to the suction branch of the compressor. As 
the amount of the refrigerant decreases, the pressure in the suction branch drops as 
well. The pressostat records the level of the pressure, therefore if the level is lower 
than is prescribed the pressostat switches the system off. 

3.7 Monitoring the Condition of Filters 

The condition of filter is usually monitored indirectly, that is visually through the 
sight glass or through sensors by means of a pressostat. The symptoms indicating 
that the filter is clogged are completely the same as those indicating that the 
amount of the refrigerant is reduced. In the suction branch, the pressure drops in 
proportion with the clogging of the filter. A characteristic symptom that the filter 
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is clogged is the temperature drop along the shield of the filter. The resulting dif-
ference in temperature can be determined by using a differential thermostat. One 
sensor is placed in the inlet, and the other in the outlet filter tube. 

In practice, usually a single pressostat and sight glass are placed. The same in-
struments monitor the amount of the refrigerant and the clogging of the filter. 

4 The Structure of the Heat Pump Monitoring System 

The type of the monitoring system being used and the way it functions depend 
both on the strategy and the structure of the control system. 

The complete monitoring of the heat pump is achieved if the structure of the 
monitoring system contains all the above mentioned components of monitoring. 

The minimally required structure of the monitoring system must include 
monitoring the condenser, the evaporator and driving electric motors. If these 
components are not monitored, the heat pump must not be switched on. 

It is also desirable to monitor all the other components, but it is not obligatory, 
since those kinds of disturbances do not cause drastic damages, failures in the sys-
tem. 

5 Types of Monitoring System Effects 

The effect of the monitoring system depends on the control strategy. 
In accordance with the control system, the monitoring system can be discrete 

and continual as well. 
The mechanism of monitoring system effects is always the same, if distur-

bances occur, it switches off the whole heat pump system. 
How this switching off is carried out depends on the type of the control system. 

Discrete control can be strategically carried out directly and indirectly. 
With discrete indirect control system, monitoring operates indirectly as well. 

In case of disturbances, the control system switches off the electromagnetic valve, 
the compressor continues to operate, therefore the pressure drops and the 
pressostat turns off the control phase. By switching off the control phase, the sys-
tem stops. 

With discrete direct control system, monitoring operates directly as well. In 
case of disturbances, monitoring system directly switches off the control phase. 

Continual monitoring is based on the principle of semiconductors. The con-
troller is a microprocessor with enormous possibilities. Control system sensors are 
adapted to the microprocessor and are used to replace discrete components, such 
as various pressostats and thermostats. 
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6 Discrete Components of the Monitoring System 

Monitoring system for the discrete control system 
If the controller is discrete, the components of the control system are discrete as 
well. 

Discrete control system components are: a pressostat for low and high pressure, 
differential pressostat, thermostat, differential thermostat, sight glass, phase obser-
vation device, excessive current relay or thermistor. 

The pressostat for high pressure should be connected to the discharge of the 
compressor. It detects the pressure in the compressive tube of the compressor and 
in the condenser. One and the same sensor monitors and protects the compressor 
and the condenser from mechanical overload. If the pressure exceeds the pre-
scribed limit, it switches off the contactors through the control system and thus 
stops the supply of electric energy. 

The pressostat for low pressure is connected to the suction of the compressor. 
It detects the pressure in the suction tube of the compressor. 

If working pressure drops below the prescribed value, the pressostat switches 
off the contactors and thus stops the supply of electric energy. Working pressure 
decreases if: the amount of refrigerant is reduced due to lack of sealing, the filter 
is clogged, and the flow of water in the evaporator stops. 

If working pressure increases above the prescribed value, another optional low 
pressure pressostat switches off the contactors. The rise in working pressure is 
caused by damages in the compressor, such as fracture of the valve, piston rod and 
the piston. 

Differential pressostat is connected to the compressor. It detects the difference 
in oil pressure between the suction and compressive branch of the oil pump. It 
monitors the lubrication of the compressor. If the difference in pressure drops be-
low the prescribed value, the pressostat switches the system off. Compressors 
without an oil pump do not require monitoring of this kind. 

Thermostat. The sensor of the thermostat is placed on the shield of the evapo-
rator. It detects the temperature of the evaporator. If the temperature drops below 
the prescribed value, the thermostat switches the system off. The fall in tempera-
ture is caused by either insufficient circulation of water in the evaporator or the 
complete lack of it. Insufficient flow is the result of damage in the pump or clog-
ging of the evaporator, possibly of the tubing. 

Differential thermostat. One sensor of the thermostat is placed on the inlet 
and the other on the outlet filter tube. The thermostat detects the difference in 
temperature between the inlet and outlet coolant. If the measured difference in 
temperature is greater than is prescribed, the differential thermostat switches the 
system off. The fall in temperature is caused by clogging of the filter. 

Sight glass is built into the tube in front of the thermo expansion valve. It is 
used to monitor the condition of the refrigerant visually. If bubbles appear in the 
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Intervention is manual. In case the monitoring is automatized, the low pressure 
pressostat replaces the sight glass. 

Phase observation device is successively built into the control phase. It detects 
the level of voltage in the feed network. If the measured difference between the 
levels of voltage in the phases is greater than is prescribed, the phase observation 
device stops the control phase, thus stopping the whole system. 
The excessive current relay is built into the power line for feeding the electric mo-
tor. It detects the intensity of the current which flows in the coils of an electric 
motor. If one of the currents has the intensity greater than is prescribed the relay 
stops the control phase and thus the whole system. 

Thermistor is the sensor of the semiconductor and it is built into the coil of an 
electric motor. It replaces the excessive power relay. It detects the temperature in 
the coil. If the temperature exceeds the prescribed value, thermistor logic stops the 
control phase and thus the system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 1. Scheme of monitoring system in case of discrete indirect control strategy 
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refrigerant, it is a sign that the e pressure has dropped in the suction branch. The 
causes are: lack of the refrigerant or clogging of the filter. 
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Fig. 2. Scheme of monitoring system in case of discrete direct control strategy 

Conclusion 

It is necessary to monitor the heat pump, at least with the minimum number of 
components. Lack of monitoring may lead to serious damage and fractures. 

The principle of the monitoring system operation is always the same, in case of 
failure it directly or indirectly switches off the control phase. By switching off the 
control phase the supply of energy is cut off and the whole system of the heat 
pump stops. 
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Nomenclature 

R,S,T – three phase 
N - Null 
Po – phase observer 
RTr-inside air thermostat 
Tr – water thermostat 

EV – electric valve 
TEV – thermo expansion valve 
Cp – circulate pump 
K – compressor 
Pu – centrifugal pump 
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HP – high pressure pressostat 
DP – different pressure pressostat 
LP – low pressure pressostat 
TS – thermistor switcher 
DT – different thermostat 
EM – electric motor 

 

EMg – electromagnet 
Ko – contactor 
MS – manual switcher 
SG – sight glass 
F – Filter 
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The Nozzle’s Impact on the Quality of Fabric on 
the Pneumatic Weaving Machine 

Faculty of Light Industry and Environmental Protection, Budapest Tech 
Doberdó út 6, H-1034 Budapest, Hungary 

world. The quality of the fabric is sensitive to the flow condition of weaving ma-
chine. In this paper, I investigate the impact of the shape of nozzle on the fault of 
weaving technology. I did laboratory and industrial measurements. According to 
the results of them, I planed a new nozzle. In the industrial situation, I proved, the 
quality of fabric – which was produced by the new nozzle – had smaller faults. 

1 Brief Description of Air Jet Looms 

In air-jet looms, the weft is introduced into the shed opening by air flow. 
The energy resulting from air pressure is converted into kinetic energy in the 

nozzle. The air leaving from the nozzle transfers its pulse to stationary air and 
slows down. 

To this end, in order to achieve a larger rib width, V. Svaty developed in 1947 a 
confuser, which maintains air velocity in the shooting line. 

The confuser drop wires are profiles narrowing in the direction of shoot, and 
they are of nearly circular cross section open at the top. These drop wires are fitted 
one behind the other as densely as possible. Therefore, they prevent in the shoot-
ing line the dispersion of air jet generated by the nozzle. 

Fig. 1.1 shows the arrangement and design of the confuser drop wires applied 
in machines of the P type, as well as the arrangement schematic of weft intake. 
The nozzle (1) is secured to the machine frame, and the confuser drop wires (2) 
and the suction pipe (3) are fixed to the loose reed. 

The confuser drop wires are profiles narrowing in the flow direction, and they 
have a conicity of 6°. These profiles (section A) may be made of metal (Fig. 1.1.a) 
or plastic (Fig. 1.1.b). 

To be considered almost as a closed ring from the aspect of flow, a baffle plate 
of nearly circular cross section is placed on top of the latter. 
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In the top part – in comparison with the metal confuser – they substantially re-
duce the air outflow, and therefore the reduction of air jet velocity will be smaller 
in the direction of shoot in the confuser drop wires. 

The slay (1) is oscillated by a specific drive mechanism, to make sure that dur-
ing the shoot, the swinging motion of confuser drop wires does not possibly influ-
ence the conditions of flow. This is because in case the displacement of the con-
fuser drop wires is large during the shoot, the air flow conditions are unfavourable 
from the aspect of introducing the weft into the shed, and hence the warps may 
reach into the inner space of the confuser. 

 

 

Fig. 1.1. Arrangement and design of the confuser drop wires applied in a type P machine 

a/ metal confuser and its fixing,  b/ plastic confuser 

In a type P machine, the nozzle is secured to the machine frame, while the con-
fuser drop wires swing with the rib (Fig. 1.2). 

During the shoot, the nearly stationary position of the slay is ensured by an ec-
centric articulated movement. In machine P 165 mentioned as an example, the in-
troduction of the weft is carried out in 0.08 sec, four times in a second. 

By the application of the confuser drop wires, a rib width of b=165 cm was 
achieved. This is where the name of loom type P 165 comes from. The confuser 
drop wires cover 75 to 85% of the rib width. 

The design of the loom nozzle is shown in Fig. 1.3, indicating the velocity pat-
terns of the air leaving the nozzle, in addition to the weft. 
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Fig. 1.2. Movement of the confuser drop wires 

 

Fig. 1.3. Velocity distributions evolving behind the OEM nozzle 

In front of the nozzle there is a yarn box, the function of which is to store one 
shoot of yarn. The box is designed in a way that the yarn can be removed from it 
almost without resistance. 

One type of these boxes is the pneumatic yarn box (Fig. 1.4). 
The pneumatic yarn box has a simple design, and its stores the yarn of specified 

length in a tube with a slow airflow, in the form of a loop. For introducing the 
weft, depending on the structure of the yarn, compressed air of 1.5 to 3.0 bar pres-
sure is required. 

 

 
Fig. 1.4. Pneumatic yarn box 
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2 Testing of the Nozzle 

To determine the characteristics of the outflow from the nozzle (Fig. 1.3), let us 
assume the compressibility of the medium and the fact that the outflow is of the 
isentropic, single-dimension and quasi-stationary type. Without dwelling on the 
laws of isentropic flow, if the relationship between the (P0 environmental) pres-
sure and the nozzle pressure prevailing in the outflow end cross section is 
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then 
P0 is the pressure in the outflow (narrowest) cross section 

Pfuv is the pressure of air entering the nozzle 

k is the adiabatic coefficient for air 

 k = 1.4 

In this case, the Mach number characterising the flow is: Ma > 1 
If the outlet cross section is the narrowest cross section of the nozzle, then the 

air leaves the nozzle with a local sound velocity and this velocity is not exceeded 
under any pressure condition. The air exiting from the nozzle expands explosively 
at the moment of leaving the nozzle, and a complicated uncontrollable flow re-
sults. This flow will tear off the yarn end protruding from the nozzle or forces the 
yarn end on an undesired trajectory. 

If the intention is to make sure that the velocity of outflow air is increased, then 
a widening extension is to be provided after the narrowest cross section. The outlet 
having an extension is called a Laval-nozzle. The role of the widening extension 
after the outflow aperture is to make sure that the air is able to expand – before es-
caping – to the pressure prevailing in the outflow cross section. Therefore, a well 
arranged flow pattern is generated at the outflow. 

In this case the outflow velocity is: 
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where the velocity of air entering the nozzle is vf. 
Since the rate vf is comparable with the rate v0, the rate vf is to be taken into 

consideration in the calculation. 
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When examining the cross sections of the nozzle shown in Figure 1.3, the con-
clusion is that the cross section of the nozzle slightly narrows in the direction of 
the outflow. Therefore, the narrowest cross section exists in the plane of the outlet, 
where the pressure is equal to the ambient pressure. Furthermore, we shall indicate 
with an asterisk the characteristics prevailing in the narrowest cross section. 

P*=P0=1 bar 
P*=P0=1 bar 

P0 is the ambient pressure 

0 0.526
fuv

P
P

<  

from which 

0 1 1.9
0.526 0.526fuv

P barP bar〉 = =  

Consequently, in each nozzle pressure where 

1.9fuvP bar〉  

the air leaves the nozzle with a local sound velocity and expands explosively. 
In view of the operating conditions it can be determined that the condition Pfuv > 
1.9 bar is met in 70 to 80% of the cases. 

For these cases, we have designed such a nozzle, where the expansion of air 
takes place in the nozzle and then in the outflow cross section a larger outflow ve-
locity v0 – to be determined by 2.1 – can be achieved. 

Examining the characteristic supply air pressures, it seems to be preferable to 
design two nozzle shapes for creating a new nozzle shape: 

 Shape I:               the so-called parallel nozzle 

   for an operating pressure of   Pfuv = 1.5 to 2 bar 

Shape II:   the so-called widening nozzle 

                for an operating pressure of    Pfuv > 2 bar. 

In the case of the parallel nozzle, we have replaced the existing narrowing cross 
section outflow stub by a parallel cross section stub.  

 

Fig. 2.1. Parallel nozzle 
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In the case of the widening nozzle, keeping the inner cross section (Ø Db) of 
the OEM nozzle intact, we have fitted an extension widening like a Laval tube to 
replace the outlet stub. 

 

 

Fig. 2.2. Widening nozzle 

In dimensioning the widening extension, the laws of single dimension isen-
tropic flow have been applied. 

Since the outflow cross section does not depend linearly on pressure Pfuv, we 
have sought such a dimensioning pressure, which is able to withstand with a rela-
tively smooth outflow the nozzle pressure variations ranging between 2 and 3 bar. 

On the basis of empiric experiments, we have determined from the dimension-
ing nozzle pressure the outlet cross section of the widening nozzle. 

By cutting off the outlet stub of the OEM nozzle, both the widening stub and 
the parallel stub can be adjoined to the original nozzle body by a threaded joint. 

3 Measuring Equipment 

For measuring the velocities generated in the axis of the confuser array, we have 
assembled a test machine, which is also suitable for examining the factors that in-
fluence the velocity distribution in the axis of the confuser array. Therefore, we 
have assembled the test machine in a way that it simulates real life conditions as 
much as possible. 

We have assembled the test machine from the spare parts of functioning ma-
chines, on the basis of the dimensions (positions) taken from these machines. 

When designing the test machine, we have made sure that changing the posi-
tions of and replacing the components are possible. 

The schematic diagram of test machine arrangement is shown in Figure 3.1, 
where: 

1 Test stand 

2 Recorder 

3 Thermal wire probe stand 

4 Thermal wire probe 

5 Thermal wire velocity meter 

6 Nozzle 
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7 Nozzle holder 

8 Motion droppers 

9 Movable fasteners 

10 Air supply line (∅ 8) 

The air supply of the test machine has been controlled from a loom. In this 
way, it has been possible to model the movement of the weft under laboratory 
conditions. 

The schematic arrangement of the test machine is shown in Fig. 3.1. 

 

 

Fig. 3.1. Test machine 
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4 Laboratory Measurements 

We have measured the flow velocities prevailing in the axis of the confuser array 
by a thermal wire velocity metering process on the test machine shown in Fig. 3.1, 
by simulating the operating conditions. In the course of measurement we have 
kept altering the nozzle (OEM nozzle and the widening/parallel nozzles developed 
by us) 

 

 

Diagram 4.1 

Diagram 4.1 shows the change in the velocities (operational velocities) gener-
ated by the three nozzles under pressure P = 2 bar in the axis of the confuser. 

The diagram proves that with the widening nozzle, a velocity increase of about 
15 to 20% can be achieved in the axis of the confuser as against the OEM nozzles. 

This higher velocity accelerates the running of the weft yarn and hence the 
looping of the weft is reduced as proven by factory experiments. 

5 Observing the Movement of the Weft 

Considering the process of weft intake as a quasi-stationary process, we have stud-
ied the movement of the weft by illuminating it with a synchro-nuctator. The op-
eration of the device is based on the fact that from the main shaft, the flashing of a 
light source is controlled in each weft period, and in an appropriately dark envi-
ronment, the same phases of a process rapidly taking place can be observed. 

We have taken photos of the yarn positions illuminated by the synchro-
nuctator. In the photos, depending on the shutter time, the position of the weft can 
be observed in one or more (5 or 6) subsequent weft periods. 
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On the receiving side, the behaviour of the weft can be well-observed in Pic-
tures 1 and 2. It can be seen that when an OEM nozzle is applied, and the shooting 
is completed, the weft is looped, the shape of the loop varies and it frequently 
misses the suction aperture. 

 

  
Picture 1 Picture 2 

It is also a finding that – with a good approximation – the weft arrives at the re-
ceiving side always in the same loom position, which indicates that the weft veloc-
ity is the same. 

When applying the widening nozzle, in association with the decreasing of yarn 
looping, the movement of the yarn is much more organised in the course of weft 
intake. The weft arrives at the receiving side without a loop and always enters the 
suction aperture (Pictures 3 and 4). 

 

  
Picture 3 Picture 4 

6 Weaving Experiments 

To guarantee that the experiments are objective, the factory experiments have 
been carried out by the engineers of the weaving plant and they counted the num-
ber of weaving faults in one linear meter of the woven fabric. 

Factory experiments were carried out in the weaving mill of Sopronkőhida 
Weaving Plant – in order to observe the looping of the weft yarn. 

In the experiments – among others – the impact of the nozzle shape on weft 
looping was examined. 
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In examining the nozzle shape, the impact of the OEM nozzle and that of the 
so-called parallel and widening nozzles made by us was tested. The experiments 
were carried out on machine No. 429 of the weaving mill. The machine No. 429 
was run with the same weft yarn and at the same reducer pressure with all the 
three nozzles in two shifts each. Next, the number of loops was counted on the 
woven fabric – in the right hand side 25 cm area of the fabric – and this was con-
verted to one linear meter of fabric. The number of loops made by each nozzle: 

OEM nozzle:   954 loops per linear meter 
Parallel nozzle:   454 loops per linear meter 
Widening nozzle:    82 loops per linear meter 

This experiment was repeated one month later with a different yarn and at a 
different nozzle pressure (Pfuv) again on machine No. 429. In this experiment, 
however, only the impact of the widening and OEM nozzles was examined. The 
number of loops made by each nozzle: 

OEM nozzle:   19 loops per linear meter 
Widening nozzle:     6 loops per linear meter 

The weaving experiments and pictures 3 and 4 prove confidently that by means 
of applying the widening nozzle developed by us, the number of weaving faults 
resulting from looping can be reduced by as much as 70 to 80%. 

Summary 

In order to improve the quality of fabric produced on a pneumatic loom, we have 
examined the impact of nozzle shape under laboratory and industrial conditions. 
We have found that when the OEM nozzle of the loom was replaced by the Laval 
nozzle developed by us, the improvement of fabric quality became remarkable. 
The drop in the number of weaving defects is 70 to 80%. 
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A Comprehensive Evaluation of the Efficiency of 
an Integrated Biogas, Trigen, PV and 
Greenhouse Plant, Using Digraph Theory 

1 Dept. Mechanics and Aeronautics, Sapienza Universita di Roma 
via Eudossiana 18, 00184 Rome, Italy  

2 GRUPPOFOR, S.r.l., Via di Trigoria, 191, 00128 Rome, Italy  

evaluating the total efficiency of a complex Plant that has been designed for the 
combined production of food, heat, cooling, and electrical energy. This task re-
quired three basic activities. Firstly, the overall plant scheme was studied in detail in 
order to identify the elementary blocks, each one having its own efficiency value. 
Each block corresponded to a single node of the digraph. Secondly, the system had 
to be considered as a whole. The development of the global scheme required the 
identification of all the directed arcs that were corresponding to the energy flows. 
Finally, a new algorithm for the evaluation of the overall efficiency was applied to 
the resultant digraph. This method allowed us to obtain the solution in algebraic 
symbolic form, automatically, provided that the digraph arc list was supplied to the 
developed PC code, together with the flow repartitions. The algorithm is quite ro-
bust and could also be used in systems with flow recirculation. 

1 Introduction 

During recent decades Society has been dealing with several important problems, 
the resolutions of which are essential for the survival of the human race. Among 
these are the quest for sustainable agricultural techniques and green energy. Related 
to energy production, the problem of carbon dioxide emission has come to global 
attention and the Kyoto Protocol has been signed by the representatives of most 
Countries. Modern Science and Technology have the answers to these requirements 
and some new concept Plants have been established all over the World to produce 
energy from renewable sources. The next step consists of integrating the production 
of both energy and food, synergically. Some endeavors are being developed in 
Central and Southern Italy, where new projects have been completed for the pro-
duction of electrical energy, heat, cooling, and high quality vegetables from bio-
logical horticulture. Since the Plants are very complex it is not easy for investors to 
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develop reliable business plans. Furthermore, realistic predictions on the economic 
balance can only be made after a detailed study of all the single parts of the complex 
mosaic and of the interactions between them. These drawbacks could be avoided if 
a preliminary study of the system efficiency has been performed. The basic idea that 
has been developed in this paper consists of approximating the physical plant as a 
set of arcs and nodes, the latter having characteristic values of the efficiency. 

The efficiency of a simple system is quite easy to evaluate. For instance, the ef-
ficiency of a system composed of a series of single stations is the product of the 
efficiency values of the single stations. It is also well known that in systems that are 
composed of a number of machines which work in a parallel configuration the 
overall efficiency is the weighted average of the single efficiencies, taking as 
weights the corresponding input works. For more complex systems the evaluation 
of the efficiency becomes more complicated. In some cases, specific algorithms 
have to be conceived, especially where the energy circulates between some blocks. 
For systems that consist of a large number of elementary machines (blocks), the 
efficiency is not conceptually difficult to calculate, but it may become rather time 
consuming and complicated, with a significant increase in error occurrence in the 
calculations. 

 
Fig. 1. An overall view of the Plant 

In this paper a new algorithm, based on digraph theory, is applied to a complex 
Plant designed for the combined production of electricity, heat, cooling and fresh 
vegetables. 

Elements of originality are believed to be both in the design of the overall Plant 
and in the algorithm that evaluates its efficiency. 

2 A Survey on the Plant under Development 

A project for a polygeneration Plant has been developed, after more than one year's 
research, and some areas of Central and Southern Italy have been identified as 
possible candidates for its actual establishment. The polygen system is composed of 
some basic stations that have been used alone for decades all over the world as 
single production processes: 
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• biogas production station; 
• trigeneration station; 
• greenhouse; 
• photovoltaic field (integrated with the greenhouse); 
• multipurpose buildings; 
• flow and process control station. 

2.1 Biogas Production 

The system collects green biomass from the local agriculture and elaborates it in an 
anaerobic digester, where a series of processes takes place in order to allow mi-
croorganisms to break down biodegradable material in the absence of oxygen. The 
product of this process is biogas and fertilizer (see also [3], [5], and [6]). If the 
biomass supply and the process are well controlled, the digester neither emits 
pollution, nor radiations, nor any other dangerous matter in significant quantity, 
especially when compared with the other systems of energy production. Typically, 
biogas is composed of methane (around 50% or more) and carbon dioxide (from 
35% to 50%), plus nitrogen (from 0% to 10%) and small quantities of hydrogen, 
hydrogen sulfide, and oxygen. In fact, the only significant process waste is a high 
quality fertilizer. 

2.2 Trigeneration 

After filtering and conditioning, the biogas is ready to be used to supply an internal 
combustion engine (see also [1]) that is specifically designed and optimized to run 
under a biogas supply regime. Its output shaft is mechanically connected to a gen-
erator. Most of the electrical energy that is being produced is conveyed to the grid 
with no particular problems. Other amounts are used within the Plant. 

Since the internal combustion engine must be cooled, some heat can be regained 
from this operation. The amount of heat is quite large, that is to say it is about as 
great as the electrical energy produced. Hence, it is so important to retrieve energy 
that would be wasted otherwise. Therefore, as usual in the cogeneration Plants, the 
heat is extracted and used as much as possible. In our system, some of the recap-
tured heat is used as a source for processing and air conditioning. However, there is 
also a significant amount that can be used as a source of cooling. This is possible 
thanks to the application of absorption cycle refrigeration. The basic thermody-
namic process is not a conventional thermodynamic cooling process which works 
with compressors. It is based on evaporation, where faster-moving hotter molecules 
carry heat from one material to another one that preferentially absorbs hot mole-
cules (see [4] for theoretical aspects). Usually ammonia or lithium bromide salts are 
used. 
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2.3 Greenhouse 

The trigeneration stage releases a great amount of heat that can be converted, totally 
or partially to cold, because the temperature of the cooling water is high enough for 
the absorption process to work. Either heat or cold can be used to condition the 
environment inside a greenhouse that is built within the Plant area. The greenhouse 
consists of a series of steel and glass constructions that are dedicated to vegetable 
production. Integrating the Plant with a greenhouse is very advantageous because 
this action generates a strong connection with the agricultural operators that provide 
the green biomass. 

2.4 Photovoltaic Field 

The above mentioned greenhouse can be regarded as a natural machine that is able 
to keep a certain quantity of irradiated solar energy. This characteristic is useful 
during wintertime. On the other hand, during the summer, the irradiated energy 
exceeds the needs for the natural growth of the vegetables. This occurrence is 
dramatically true in hot Countries, where farmers are used to adopting shading 
apparatuses. Therefore, the idea of using PV panels for ray interception arises as the 
natural way both to avoid excessive radiation and to get an increase of production of 
electrical power. The practical arrangement of this constructive solution is not easy 
and can be developed only with the assistance of an agro-technical project team. 
Finally, it is worth noting that the carbon dioxide conveyed within the biogas flow 
can be filtered and used as a fertilizer, as for the hydroponic crops (see also [2]). 

2.5 Multipurpose Buildings 

The availability of heat, cold, and electricity makes it possible to promote many 
kinds of commercial and social enterprises. Therefore, the same kind of construc-
tions used for the greenhouses can be adopted as an area where several kinds of 
project may occur. 

2.6 Flow and Process Control Station 

The management of the overall system is a rather difficult task, because there are so 
many variables that need to be monitored and controlled. Therefore it is convenient 
to set up a central control room where a management team could observe the whole 
process and take the best decisions in order to improve security, avoid failures, and 
increase profit. 
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3 Description of the Algorithm 

The method used in this paper was originally conceived for the evaluation of the 
efficiency of machines. However, the approach is more general and can be easily 
applied to any complex system that can be represented by means of flows that 
transmit energy amongst non ideal blocks. 

Step 1. Definition of the directed graph G corresponding to the system 
The initial stage consists in the definition of the elementary units that correspond to 
the single stations. Each station is modeled as a block which receives and transmits 
input and output energies. The balance of the single unit is not null because the 
output work is always less than the input. The ratio of the output work divided by 
the input work is referred to as the efficiency of the single block. One single block 
may receive energy from several blocks and may transmit energy to several other 
blocks. 

Step 2. Addition of the virtual external world node 
Apart from the n  nodes that represent the blocks, another block is added to the set 
of vertices. This block, labeled as 1, represents the external world from which the 
power is originated to enter the system. Furthermore, it represents also the recipient 
of the power that exits from the system. 

Step 3. Definition of the efficiency matrix E 
Once the external block 1 has been defined, an efficiency matrix E  can be intro-
duced as a diagonal matrix whose generic i th−  element of the principal diagonal 
is equal to the efficiency of the i th−  block. Since the system regards the world as 

an external block, the element (1,1)E  has to be set as equal to the inverse of the 

overall system efficiency 1
Tη

. 

Step 4. Evaluation of the Boolean adjacency matrix A of the directed graph 
Matrix A  is obtained by simply setting as true any element i j−  that corresponds 

to an arc whose tail and head vertex are, respectively, i  and j . 

Step 5. Definition of the Colored adjancency matrix M 
The colored adjacency matrix M  can be obtained by substituting the true value of 
the generic element i j−  with the label that corresponds to the same arc. 

Step 6. Selection of the arc weights in M and definition of the set of n unknown 
The works coming in from and going out to the external world are labeled with the 

symbols mkL  and uzL , respectively, where k  and z  are the blocks involved in 

the corresponding energy transmission. The total energy coming out of the single 

j  block is named je . If the block i  transmits energy to two or more blocks, say, 

a , b , and c , the partition coefficients ,i ap , ,i bp , and ,i cp , are introduced, with 
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c

i j
j a

p
=

=∑  (1) 

in order to distinguish how much energy goes to the receiving blocks. For ex-

ample, ,i i ae p⋅  represents the energy that block j  has transmitted to node a . 

Partition factors are known values, whereas energy ie  is unknown. 

Step 7. Introduction of the balancing virtual edges in M 
For each flow that transfers power from the external world block, one arc has to be 
added. Analogously, one other arc ought to be added for each flow that transfers 
power from any internal block to the external world. 

Step 8. Determination of the output vector V 
Introducing the N-dimensional vector Y , whose elements are all unit, the output 
vector is given by 

 V M Y= ⋅  (2) 

Step 9. Determination of the reduced works matrix L 
Matrix L  is simply given by the equation 

 L M E= ⋅  (3) 

Step 10. Evaluation of the exit reduced works vector X 
The whole set of exit reduced works is then given by vector 

 TX L Y= ⋅  (4) 

Step 11. Definition of the set of n equations 
Except for the 1-st rows, n  equations are obtained by taking the rows from 2  to 

N  of the set of equations 

 [ ]0T TM Y E M Y⋅ − ⋅ ⋅ =  (5) 

Step 12. Solution of the system of n equations 
This procedure is performed in a closed form by using an algebraic manipulation 
programming language. 

Step 13. Computation of the overall efficiency 
The overall efficiency is given by solving the first equation of the system (eq:siste), 

where Tη  is the only unknown. 
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3.1 Example of Application 

The system represented in Figure 2 has been analyzed in order to better explain how 
the algorithm works. Following the above mentioned steps, matrix 

 

M 

0 Lm 0 0 0 0 0

0 0 e2p2,3 0 0 0 e2p2,7

0 0 0 e3p3,4 e3p3,5 0 0

0 0 0 0 0 e4 0

0 0 0 0 0 e5 0

0 0 0 0 0 0 e6

Lu 0 0 0 0 0 0
 

(6) 

is obtained at step 5 . Then, at step 9  the reduced work matrix 
 

L 

0 Lm2 0 0 0 0 0

0 0 e2p2,33 0 0 0 e2p2,77

0 0 0 e3p3,44 e3p3,55 0 0

0 0 0 0 0 e46 0

0 0 0 0 0 e56 0

0 0 0 0 0 0 e67

0 0 0 0 0 0
 

(7) 

can be calculated. 
Finally, the total efficiency is given at the last step 13 , in symbolic form 

 ( )2 7 2.7 2.3 3 6 4 3.4 5 3.5 .T p p p pη η η η η η η⎡ ⎤= + +⎣ ⎦  (8) 

 

Fig. 2. A schematic representation of a system with n = 6 blocks (labels from 2 to 7) and N = n+1 
total blocks (including the external world block 1) 
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4 Application of the Algorithm to the Actual Plant 

Figure 3 shows a schematic representation of the whole system. Each block is 
represented by the value of its efficiency. The node numbers correspond to the 
blocks briefly described in Table 1. The numerical values of the efficiencies have 
been estimated by considering each single block, which has been regarded as a 
station that receives and transmits energy, not necessarily of a same kind (e.g. 
chemical energy may enters, while mechanical work exits). Therefore, each single 
value has been evaluated as the ratio of the output energy divided by the input en-
ergy. It is worth noting that when there is a demand for cooling energy, the heat 
flows have to be reversed because the valuable quantity is cold. 

 

 

Fig. 3. A schematic representation of the system under study 

The external world node 1 includes: the Sun, the Greenhouse interior, the elec-
tric grid, the customer's environment and the carbon dioxide tank. Finally, energy 
equivalences have to be considered to evaluate efficiency of those stations which 
transform the nature of the input energy. Hence, an energy equivalent content must 
be estimated for those input or output flows representing energy although not in 
conventional form (e.g. biomass, methane, rays of sunshine). 
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4.1 The System of Node Equations 

Following the steps, the system of node equations can be found in a symbolic form 
completely automatically, as herein reported. The flow that exits from the block i  

is denoted by ie , while the partition factor among nodes i  and j  is referred to as 

.i jp . 
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4.2 Solution of the System of Equations 

Using a manipulating programming language the closed form solution can be 
found. The expressions of all the unknown flows can be found by solving the sys-
tem of equations listed in the previous paragraph from the second to the last one. 
The value of the total efficiency can be found by solving the first equation with 

respect to Tη . The symbolic expressions are too long to be included in the paper. 

However once the values of the single efficiencies and the partition factors are as-
sumed, the expression of the total efficiency becomes similar to that of a system in a 
parallel configuration, for example, 

 2 5 9 14 15

2 5 9 14 15

0.11 0.31 0.27 0.27 0.25 ,m m m m m
T

m m m m m

L L L L L
L L L L L

η + + + +
=

+ + + +
 (9) 

which has been obtained by assigning reasonable values to the single block ef-
ficiencies and by assuming an equal distribution of the output flows that exit form 
each block with multiple arc tails. 

Table 1  List of correspondence between the blocks and the operating stations 

Node Block Node Block Node Block 

1 World 12 Anaerobic Digester 23 Heat exchanger 
2 Thin film PV 13 Slurry 24 Heat exchanger 
3 BOS 14 Green biomass 25 Filtering 
4 Inverter 15 Cattle dung 26 Carbon dioxide 
5 Methane 16 Desiccator 27 Heat exchanger 
6 Mixer 17 Fertilizer 28 Generator 
7 Int. comb. engine 18 Filtering 29 Condenser 
8 Alternator 19 Conditioning 30 Evaporator 
9 Harvest 20 Distributor 31 Absorber 

10 Biomass processor 21 Heat exchanger 32 Heat exchanger 
11 Fermenter 22 Control   

Conclusions 

In this paper an Integrated Biogas, Trigeneration, Photovoltaic and Greenhouse 
Plant has been presented. This complex system has been developed in order to deal 
with today's global economic crisis. In fact, many valuable products can be obtained 
from this Plant, such as electrical energy, heat, cold, liquid and gas fertilizer, and 
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organic vegetables. Since this system is rather complex, a sophisticated algorithm 
has been conceived to evaluate its overall efficiency. The application of this algo-
rithm shows that the typical expression of the efficiency consists of a weighted 
average of the energy amounts that are provided by the different sources (Sun and 
biomass). Natural gas can also be used when necessary. The numerical results show 
that the total physical efficiency ranges from about 11% to 31%. High losses are due 
to the Photovoltaic component. However, when economic implications are con-
sidered, it is clear that the PV gets more attention from the investor given that the 
daily fuel is cost free. 
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dle a slightly modified version of the minimal Traveling Salesman Problem in an 
efficient and robust way and produces high-quality solutions within a reasonable 
amount of time. The requirements of practical logistical applications, such as road 
transportation and supply chains, are also taken into consideration in this novel 
approach of the TSP. This well-known combinatorial optimization task is solved 
by a bacterial memetic algorithm, which is an evolutionary algorithm inspired by 
bacterial transduction. A new method is also proposed to deal with the time de-
pendency in the cost matrix. The efficiency of the implementation, including time 
and space constraints, is investigated on a real life problem. 

Keywords: Traveling Salesman Problem, time dependent fuzzy costs, eugenic 

1 Introduction 

In every aspect of life, productivity and extensive cost-reduction are two vital fac-
tors that have to be taken into consideration. 

Logistics can be regarded as an art of delivering every goods to their intended 
destinations by using up as narrow resources (transfer capacity, cost and time) as 
possible. The primary objective is to satisfy the needs of every customer without 
sacrificing the quality of the service or wasting limited resources (time and money 
respectively). 
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In the field of logistics, as in every optimization task, the size of the search 
space is often so enormous that widely available or practical methods could not 
cope with the task of providing quality solutions efficiently any longer. Either the 
performance of the algorithm is not adequate, or the quality of the solutions is not 
satisfactory. One such hard problem, which is also derived from logistics and 
serves as a foundation of many other applications, is the famous Traveling Sales-
man Problem. 

1.1 The Traveling Salesman Problem 

The Traveling Salesman Problem (TSP) is a nice example of combinatorial opti-
mization problems in the field of logistics. The problem is loosely modeled after 
an average traveling salesman whose job is to visit each city at least (and prefera-
bly at most) once while the traveling cost or time must be kept as low as possible. 

The salesman starts his/her journey from the company headquarters and after 
the journey he/she must return to this place. Given a list of cities and the distances 
between them the goal is to find the shortest possible tour that contains each city 
exactly once and returns to the first city. [2] 

 

 

Fig. 1.1. An example of a Traveling Salesman Problem on German cities 

Although one might think this problem is solely theoretical, even in its purest 
formulation it has several applications, such as planning, logistics, and the manu-
facture of microchips. The slightly modified traveling salesman may also appear 
as a part of larger problems, for example genome sequencing. 

In the former example the concept of city represents DNA fragments and the 
distance is defined as a similarity measure between DNA fragments. Additional 
constraints in these applications may render the problem considerably harder. [1] 
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1.2 Combinatorial Optimization Problems 

In order to formalize the Traveling Salesman Problem an introduction to the com-
binatorial optimization problems is necessary. An optimization problem is a com-
putational problem in which the task is to find a solution in the feasible region 
which has the minimum (or maximum) value of the objective or measure function. 
In this context feasible solution is the set of all possible solutions of an optimiza-
tion problem. The measure or objective function is a function associated with an 
optimization problem which determines how good a solution is. 

Definition 1.1. Optimization problem: An A optimization problem can be for-
mally defined as a quadruple: [3] 

 ( , , , )A I f m g=  (1) 

• I is a set of instances of A 
• Given an instance x, f(x) denotes the set of feasible solutions where S is 

the set of solutions. 

 ( ) ( ) { }: , :f I S S s s S→Ρ Ρ = ⊆  (2) 

• The measure or objective function is an m function which given an in-
stance f assigns a positive real number to a feasible solution y according 
to its goodness. 

 :m I S +× →  (3) 

• g is the goal function which is either min or max. 

Definition 1.2. Optimum solution: y is the optimum solution of optimization prob-
lem A regarding instance x if y is the best solution amongst the set of feasible solu-
tions. Here the term best is defined against the measure m and the goal function g. 
This function maps an instance x to an optimum solution. [3] 

 

( )

( ) ( ) ( ) ( ){ }
: , , :

' ', ,

opt I S x I y f xA

y opt x m x y g m x y y f xA

→ ∀ ∈ ∈

= ↔ = ∈
 (4) 

Combinatorial optimizations are optimization problems where the set of feasi-
ble solutions is discrete. 
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1.3 Traveling Salesman Problem as an NP-Hard Task 

The minimal Traveling Salesman Problem can be regarded as a graph problem 
with edge weights [13] 

 

( )
{ } ( ){ }

( )[ ]
1 2

,

, , , , ,

: , : ,

TSP cities conn

cities n conn i j

cities cities i j

G V E

V v v v E v v i j

d V V C d v v

=

= ⊆ ≠

× → =

…  (5) 

An instance in the TSP problem is a set of interconnected cities (GTSP) and a 
distance (d) for each pair of cities. The set of feasible solutions to an instance con-
tains all possible permutations of the vertices in the graph, i.e. all possible directed 
Hamiltonian cycles in GTSP. The distance measure is defined as a sum of distances 
between adjacent cities in the tour. The goal is to select a directed Hamiltonian 
cycle with minimal total length amongst all possible directed Hamiltonian cycles 
in the instance graph: 

 ( ) ( ) ( ) ( )( ) [ ] [ ]( )
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, 1, 1
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x I y f x m x y C C

π π π

π ππ π

π

+
=
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= →

∀ ∈ ∈ = + ∑

… … …  (6) 

The corresponding decision problem (the decidable question whether a directed 
Hamiltonian cycle exists in a G graph whose total length is smaller than a given 
m0) is known to be an NP-complete problem as a polynomial time many-to-one 
reduction (Karp reduction) exists, here the TSP will mark the corresponding deci-
sion problem of the minimal TSP optimization problem: [21] 

Theorem 1.1. The TSP is an NP-complete decision problem 

Proof. It is obvious that the TSP is an NP problem, as a graph and a possible di-
rected Hamiltonian cycle with a total length smaller than m0 certifies that the prob-
lem lies in the NP complexity class according to the Witness theorem. Therefore it 
is enough to find a Karp-reduction to a well-known NP-complete decision prob-
lem. H denotes the decision problem whether a directed/undirected Hamiltonian 
cycle exists in a G graph. H is known to be NP-complete. [14] H can be regarded 
as a special subset of the TSP where every edge-weight is 1 and m0 is equal to the 
number of vertices in the G undirected graph. Therefore such a mapping is a poly-
nomial time many-to-one reduction, a Karp-reduction. The corresponding decision 
problem is NPO-complete. [20] 
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1.4 The Modified Traveling Salesman Problem 

In the field of logistics it is essential to solve the minimal Traveling Salesman 
Problem in a fast and efficient (close to optimal) manner. Some minor modifica-
tions will be introduced to the original TSP. These alterations make the problem 
considerably harder to solve than the traditional metric TSP but it suits the needs 
of logistical applications better. 

Let us take a bustling metropolitan area anywhere around the World as an ex-
ample. The city center which is also a place where people make ends meet and do 
business is encompassed by increasing layers of industrial and residential areas. In 
traditional city designs where residential and business/industrial areas are sepa-
rated people have to travel great distances on a daily basis. This leads to rush 
hours and eventually inevitable traffic snarls and inequalities. Instead of the geo-
logical distance it is more convenient to apply time as a cost function. While trav-
eling through a metropolitan area, the distance remains identical regardless the 
date of departure, the elapsed time greatly depends on it. That means two identical 
routes may have different cost depending on the date of departure. 

This cost function can no longer be considered a metric as neither symmetry, 
nor triangle inequality hold true anymore. As the triangle inequality is not valid 
anymore, shortcuts may exist: Often it is more rewarding to travel on a longer but 
less time consuming route. Sometimes trailer trucks have to wait at one place dur-
ing holidays due to government restrictions and regulations. These inevitable cost 
increases have to be taken into account as well. Even multiple visits in the same 
city might be reckoned if it decreases overall cost. Thus, a further parameter is in-
troduced into our cost function: the time. 

It is obvious at the first glance that this model suits the needs of logistics better. 
The proposed optimization problem is not harder than the original TSP, albeit a lot 
of approximation algorithms and heuristics are based on assumptions which are no 
longer valid in this context. 

Without the loss of universality let us assume that time is always measured 
from the date of departure and time dependent cost functions are chosen according 
to this date. (Different cost functions belong to trucks departing in the morning 
and different ones to evening departures) 

Based on the model defined in section 1.3 a new method is introduced to calcu-
late time dependent continuous cost matrices: [8] 
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The set of solutions are series of vertices (tours) where each vertex occurs at 
least once in the tour. The measure of a solution is defined as an aggregated cost 
function of the graph cycle. 

The time is calculated using the recursive formula above, where the date of de-
parture from the next vertex (city) in the tour is equal to the date of departure from 
the previous city plus the cost of travel between the previous and next vertices 
transformed to time. Tau is a transformation which transforms cost to time. This 
allows us to define cost as an abstract principle, which may not have physical 
meaning at all. 

Function idx is a function which maps tour stages to cities. This function is sur-
jective as its values span its whole co-domain. 

1.5 Main Concepts behind Evolutionary Algorithms 

• Gene:  A functional entity that encodes a certain property 
• Allele:  The value of a gene 
• Genotype: The combination of an individual’s alleles 
• Phenotype: All properties of an individual 
• Individual: Chromosome, a candidate solution to the problem 
• Population: Group of individuals 
• Generation: Peer (contemporarily existing) individuals 
• Fitness function: The measure of the individuals’ goodness 
• Evolution: Development and advance of the population 
• Selection: The survival of certain individuals 
• Crossover: Combination of two distinct individuals’ chromosome 
• Mutation: Random change in the chromosome 
• Convergence: The approximation of phenotypes to the optimum 

1.6 Bacterial Evolutionary Algorithms 

Bacterial evolutionary algorithms [19] are based on bacteriologic adaptation and 
form a subset of evolutionary algorithms [11]. It is widely inspired by evolution-
ary ecology, which tries to observe the adaptation of living organisms in the con-
text of their environment. The main idea behind evolutionary ecology is that in a 
heterogeneous case, there is no single individual that fits the whole environment. 
One needs to reason at the population level. [4] 

In bacterial evolutionary algorithms the bacterial mutation, cloning, and gene 
transfer replace the selection, crossover, and mutation operators known from 
traditional genetic algorithms. The method was inspired by the gene transfer 
(transduction) of bacterial populations. Transduction is the process by which DNA 

612 M. Farkas et al.



is transferred from one bacterium to another by a virus. It also refers to the process 
whereby foreign DNA is introduced into another cell via a viral vector. [10] 

Bacterial evolutionary algorithms may have better convergence properties 
when applied on certain problems than corresponding genetic algorithms. In many 
cases less generation is sufficient to reach a quasi-optimal solution and due to the 
presence of clones in bacterial mutation the population can be smaller. [6] 

1.7 Memetic Algorithms 

Evolution is not exclusive to biological systems as any complex system that ful-
fills the traits of an evolving system (shows the principles of inheritance, variation 
and selection) is subject to evolution. Therefore the term meme was introduced as 
the basic unit of cultural transmission, or imitation (unit of imitation in cultural 
transmission) by Richard Dawkins in his book the Selfish Gene. [7] 

Meme in the context of global optimization algorithms can be regarded as an 
inheritable problem specific knowledge. Memetic algorithms are the synthesis of a 
local and a population based global search. [17] 

There are two different approaches to memetic algorithms. According to the 
genetic algorithm community memetic algorithms are a special form of genetic al-
gorithms that are extended with local hill-climb methods. In this interpretation 
memetic algorithms are hybrid genetic algorithms. [9, 17] Nevertheless this is a 
simplistic viewpoint since generally speaking, memetic algorithms are rather some 
form of population based global metaheuristics (not always GA) where individuals 
perform heuristic local search in the problem domain. This search is based on 
some particular problem specific information (meme). [15] 

Algorithm 1.1. Memetic algorithm: 

• Population construction: The population is formed from individuals that 
represent a feasible solution to the optimization problem. Individuals can 
be constructed randomly or using a given heuristics. 

• Local search: Each individual performs local search on the problem do-
main (e.g. Monte Carlo Simulated Annealing) 

• Interaction: Individuals interact with each other within the population. 
This can be either a competitive interaction, which is any competitive act 
or race between the members of the population or a cooperative one. 
Generally speaking, the aim of the cooperation is to share information 
amongst the members of the population. An example for cooperation in 
the case of bacterial memetic algorithms would be the gene transfer 
phase. 

• Repetition of the above 2 steps until the exit conditions are fulfilled. This 
step is often amended with the measure of diversity and other population 
characteristics. 
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As one might observe the above loose definition of memetic algorithms ade-
quately describes almost every evolving competitive and cooperative systems 
where members of a population search a common goal. Memetic algorithms are 
therefore not limited to the application of linear, genetic representations. As a con-
sequence of this, the later conceptualization is more allowing than the traditional 
one. 

Mainly due to the introduction of per individual local search and the concept of 
the memes, memetic algorithms tend to find high quality solutions faster than their 
traditional evolutionary counterparts. 

2 Formulating a Solution for the Modified TSP 

In the following a method will be proposed, which is based on bacterial memetic 
algorithms [5] and it is capable to solve the modified Traveling Salesman Problem 
described earlier. As mentioned before, metaheuristics only give us a problem in-
dependent framework but there are certain problem specific parts in every meta-
heuristics that need to be chosen in accordance with the problem. Characteristics 
of the heuristics greatly depend on these problem specific parts. For example in 
the case of bacterial memetic algorithms the implementation of a proper bacterial 
mutation and gene transfer operators, which suit the needs of the problem itself, is 
essential to obtain correct behavior and assist the interchange of genetic informa-
tion within the population. The bacterial mutation provides the sufficient hill-
climbing properties. 

The first step in the development of evolutionary algorithms is often the encod-
ing the problem into a genetic representation. Appropriate fitness or cost function 
also plays an important role. 

Every metaheuristics has some ubiquitous parameters that are also somewhat 
problem dependent. E.g. cool down factor in the case of simulated annealing and 
gene transfer count in the case of bacterial memetic algorithms. Choosing these 
parameters wrongly often leads to the premature convergence or heavy disruption 
of the population in case of the generation based metaheuristics. 

In memetic algorithms the other problem dependent part is the local search it-
self, which drives individuals in the population towards a local optimum using 
problem specific knowledge. The local search algorithm shall be adopted to work 
on linear genetic representations. Local search algorithms must also be determinis-
tic as stochastic behavior is part of the evolutionary algorithm itself. 

2.1 Encoding of the Modified Traveling Salesman Problem 

An obvious linear genetic representation of our modified Traveling Salesman 
problem is the following: 
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A tour in an arbitrary graph can be expressed as a sequence of vertex indices. If 
every vertex has an associated index (possibly an integer value), that is a bijective 
mapping exists between the set of vertices in a graph and the set of integers be-
tween [0, n) then every tour can be transformed into a sequence of integers and 
each sequence of integers has a corresponding tour in the graph. 

Every tour in a graph starts from the same city (this is indexed with 0); there-
fore the start city is not present in the genetic representation of the tour. Thus with 
the exception of 0, every integer between [0, v(GTSP)) appears at least once in the 
linear genetic representation. If segment multiplier is set to one then the length of 
each chromosome is equal to the number of vertices – 1 (as the initial city is not 
counted); thus every integer between [0, v(GTSP)) appears at least and at most 
once, this solves the original TSP problem where each city is visited only once. 

 

 
Fig. 2.1. The encoding of a tour 

2.2 Creating the Initial Population 

The creation of the initial population can be crucial in reaching high quality solu-
tions quickly. In order to achieve this goal some easily implementable heuristics 
are brought in, which can find a better than average tour within a very short time. 
These heuristics guarantee that some individuals with above the average fitness 
are always present in the initial population. This is an eugenic element in the algo-
rithm. [22] 
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Method 2.2.1. Random creation: During the initial construction all but a few in-
dividuals are created randomly. The length of the chromosome is also chosen ran-
domly. If the segment multiplier is 1 then n equals to the number of vertices in the 
graph otherwise it is a random number between (v(GTSP), mseg v(GTSP)] where mseg 
stands for the segment multiplier. First of all the presence of all cities in the ran-
dom tour must be ensured therefore a random permutation is created, which has a 
length of v(GTSP) - 1. After that random integers between [0,v(GTSP)) are inserted 
into random places in the chromosome n – v(GTSP) times. This method guarantees 
that at least a major part of the population is distributed uniformly in the search 
space. As mentioned earlier this is essential in order to attain the apt genetic vari-
ance of the population. 

Method 2.2.2. Nearest neighbor (NN) heuristics: The nearest neighbor heuristic is 
responsible for the creation of one individual in the population if it is enabled.  It 
is a deterministic heuristics with a predictable result thus it is not necessary to cre-
ate more than one individual using this method. The algorithm recursively takes 
the nearest neighbor from the set of remaining cities in the graph. Initially this set 
contains all cities except the start city (0). The term nearest is not necessary de-
fined over a metric space but rather means the city that costs the least to travel to 
from the currently visited city. If a city is chosen as the next visited city then it is 
immediately removed from the set of remaining cities and it is appended to the se-
quence of already visited cities. The algorithm stops when the set of remaining cit-
ies is empty. 

 

 

Fig. 2.2. The NN heuristics 
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Method 2.2.3. Secondary nearest neighbor (SNN) heuristics: The secondary near-
est neighbor heuristics, as its name might suggest always chose the second least 
costly city after each consecutive step in the recursion. The rest of the algorithm is 
the same as it was in the nearest neighbor algorithm. 

Method 2.2.4. Alternating nearest neighbor (ANN) heuristics: The alternating 
nearest neighbor heuristic can be regarded as a combination of the above two me-
thods as it takes the nearest and second nearest cities in alternating order after each 
step. This method produces an above average result with a certain amount of dis-
crepancy, which is useful for genetic variety. All three methods can be used in our 
implementation to construct deterministic individuals. 

2.3 Calculating the Aggregated Cost of a Tour 

The distance matrix plays an important role in the algorithm. This matrix is an or-
dinary matrix where each item can be a scalar, a fuzzy value or a function of time. 

When the distance matrix contains solely scalar values the corresponding opti-
mization task is an asymmetric TSP problem (or symmetric TSP if the matrix is 
symmetric itself). Each matrix item stores the constant cost of travel between the 
adjacent cities. 

Distances can be defined as a fuzzy value. Any matrix item can be a triangle 
membership function. 

The distance between two arbitrary cities can be expressed as a function of 
time. In this case the cost of travel between these cities depends on the time of de-
parture from the source city. The time elapsed between the traveling is calculated 
using a transformation function. This can be anything that can meaningfully con-
vert cost into time. To simplify our model we chose metric distance as a universal 
cost of travel and travelers perform linear motion with a constant average velocity 
between each city. 
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Cost evaluation is a linear function with respect to the number of vertices in the 
graph. Despite that this evaluation can be rather time consuming but this greatly 
depends on the functions embedded inside the continuous distance matrix. 
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2.4 Bacterial Mutation 

Bacterial evolutionary algorithms use bacterial mutations instead of the mutations 
implemented in standard genetic algorithms. [18] The bacterial mutation is an op-
erator performed on every single individual in the generation. 

First, the bacterium is replicated in Nclone instances. Chromosomes are divided 
into fixed length but not necessarily coherent segments. A randomly chosen ith 
segment of the chromosome is altered in the clone bacteria (mutation) but the 
same segment in the original bacterium is left intact. 

After that, each clone bacteria including the original one are evaluated accord-
ing to the fitness function and the ith segment of the fittest bacterium is transferred 
into the other bacteria. 

This process – mutation, evaluation, selection, and replacement – is consecu-
tively applied on each segment of the chromosome. At the end of the bacterial mu-
tation the most fit clone bacterium is selected and the others are destroyed. As a 
result of the mutation a more or equally fit bacterium is created. [6] 

Initially Nclone clones are created from the original bacterium. At the beginning 
these clones share exactly the same chromosome. Chromosomes are divided into 
segments. 

Method 2.4.1. Loose segment mutation: The key difference between our imple-
mentation and traditional bacterial evolutionary algorithms is that segments are 
not necessarily cohesive, alleles from one segment can come from anywhere with-
in the chromosome and do not need to be adjacent in the chromosome. Therefore a 
segment is an ordered collection of indices that point to alleles in the chromosome. 
Permutation provides a very convenient way to achieve such a behavior: A permu-
tation of the vertex indices can be split into coherent segments. These segments 
store indices to alleles in the original chromosome. 

 

 

Fig. 2.3. Incoherent segments 

Method 2.4.2. Coherent segment mutation: In this case, as opposed to the loose 
segment mutation, segments are cohesive and alleles from one segment need to be 
adjacent in the chromosome as well. The chromosomes are divided into coherent 
segments where each allele in one segment is adjacent in the chromosome. Seg-
ment creation is a very simple procedure: the chromosome of each bacterium is 
split into segments with a predefined length. The rest of the algorithm is the same 
as the loose segment mutation. 
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Fig. 2.4. Coherent segment 

Algorithm 2.1. Bacterial mutation on a segment: Bacterial mutation on a segment 
is basically a random permutation in the case of each clone. Nclone number of lseg-

ment long permutations are made: 
• In the original bacterium the segment is left intact. 

• In one bacterium the segment is reversed. 

• Other segments are permuted randomly. 

After the bacterial mutation was performed on the segment the bacteria are eva-
luated according to the fitness function and the fittest bacterium is selected. In our 
implementation the rest of the clones are destroyed and new clones are derived 
from the fittest bacterium after each subsequent per segment mutation. When the 
segment length variance is allowed the length of each segment may vary with a 
given probability after every successive segment mutation. That means after reor-
dering the alleles in a specific segment, random alleles (which appear at least one 
more time elsewhere in the chromosome) may disappear from the segment –thus 
shortening the chromosome- or random alleles (including the 0 allele) may be in-
serted somewhere into the segment. 

 

 
Fig. 2.5. Bacterial mutation 

The time complexity of the mutation is O(Nclones n
2) and space requirement is 

O(Nclones n). 

2.5 Gene Transfer 

The gene transfer is a phenomenon when a part of the source bacterium is trans-
ferred into the chromosome of the destination bacterium. The gene transfer helps 
to spread advantageous genetic material within the population and it is based on 
the assumption that fitter individuals have more advantageous coherent chromo-
some segments than less fit ones have. [6] First and foremost members of the pop-
ulation are sorted in a descending order according to their fitness measure. After 
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that the whole population is divided into two parts (upper and lower 50%) a good 
(advantageous) and a bad (disadvantageous) part. 

Only a limited number of gene transfers (Ninf) are performed in each generation 
in order to prevent premature convergence. A source and a destination bacterium 
are selected randomly from the advantageous and the disadvantageous part of the 
population. Only the destination bacterium is altered and straight after the gene 
transfer it is reinserted into the ordered population. 

As a consequence of the gene transfer a randomly selected segment with a pre-
defined length (this is different to the segment length introduced in the mutation 
operator) is transferred into the target bacterium from the source bacterium. This 
pre-defined segment length will be referred as ltransfer. 

 

 

Fig. 2.6. Gene transfer 

Algorithm 2.2. Gene transfer: A random source segment is selected from the 
source bacterium (see Fig. 2.6.) (7,6,9) and this segment is transferred to the target 
bacterium (between 11 and 10). In the target bacterium this segment is inserted 
into the chromosome at a given offset (after the fourth allele). If the offset genera-
tion is enabled then the destination offset can be different from the source offset 
and it is chosen randomly. Otherwise the destination offset is the same as the 
source offset. The alleles in the inserted chromosome must be deleted from eve-
rywhere besides the target chromosome. (E.g. the first allele in the transferred 
segment, which is found at the second place in the destination chromosome and 
therefore in the chromosome of the infected bacterium 7, is deleted from its origi-
nal place. 4 immediately follows 3 in the infected chromosome.) 

At the beginning of the population based gene transfer, the individuals are 
sorted according to their fitness measure. The fitness calculation requires O(Nidv 
v(GTSP)) consecutive distance calculation and the sorting requires on average 
O(Nidv log Nidv) comparison. After each gene transfer the infected bacteria is rein-
serted into the sorted population. It is also required to recalculate the fitness meas-
ure of the target bacteria. (n distance calculation and Nidv comparison) This has the 
time complexity of O(Ninf (n + Nidv)). The aggregated time complexity of the gene 
transfer is: 

 ( ) ( )( ) ( )( )inflogidv TSP idv idvO N v G N N n N⋅ + + ⋅ +  (10) 
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2.6 Local Search 

The local search techniques are crucial parts of every memetic algorithms and they 
can be viewed as methods that rely on vital problem specific knowledge. In the 
case of memetic algorithms local search algorithms are responsible for the im-
provement of the candidate solutions in the population. Usually these algorithms 
are not sophisticated enough to find the optimum solution alone so they are com-
bined with black box global optimization methods (metaheuristics) such as the 
bacterial evolutionary algorithms. A local search algorithm starts from a candidate 
solution and then iteratively moves to a neighbor solution. This is only possible if 
a neighborhood relation is defined on the search space. [12] 

In the case of the TSP there are multiple different neighborhoods defined on a 
candidate solution and generally a local optimization with neighborhoods that in-
volve changing up to k components of the solution is often referred to as k-opt. 
[12, 16] 

Method 2.6.1: 2-opt local search: The 2-opt local search is a very simple algo-
rithm that can improve candidate solutions by exchanging edge pairs in the origi-
nal graph. The algorithm works on the metric TSP but with certain constraints it 
can be adapted to a non-metric TSP as well. Edge pairs (AB, CD) are iteratively 
taken from the graph and the following inequality is examined: |AB| + |CD| > 
|AC| + |BD|. If the inequality above is true then edge pairs are exchanged; AB and 
CD edges are deleted from the graph and AC and BD edges are inserted instead. 
One of the sub-tours between the original edges is reversed. 

 

 

Fig. 2.7. A graph before and after a 2-opt step 

As mentioned before non-metric TSPs are treated otherwise. The inequality 
above does not guarantee that the modified tour will have lower aggregated cost 
because cost function is not necessarily symmetric. After the edge exchange both 
the original and the modified tours are evaluated according to their fitness measure 
and only the less costly tour is kept. 

The 2-opt local search, which deterministically improves a tour in a metric TSP 
problem, is only a random algorithm in the case of non-metric TSPs. The 2-opt lo-
cal search has a worst-case time complexity of O(2! n2) in naive array-based im-
plementations. 

Method 2.6.2: 3-opt local search: As one may have observed in the 2-opt local 
search, which comprised an edge pair exchange, the 3-opt local search algorithm 
works on edge triples. The selected edge triples are removed from the tour, which 
thus falls into 3 distinct sub-tours. Besides the original edge order there are two 
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possible ways to reconnect these sub-tours (the other possibilities can be obtained 
as a result of consecutive 2-opt steps). The output of a 3-opt step is always the less 
costly tour. 

 

 

Fig. 2.8. A possible 3-opt move 

The 3-opt local search has a worst case time complexity of O(3! n3) in naive ar-
ray-based implementations. 

2.7 Putting the Parts Together 

First and foremost the tour construction heuristics construct Nidv random and 
maximum 3 deterministic tour by using one of the deterministic tour construction 
method described in 2.1.2. 

The population is driven by a bacterial evolutionary algorithm. A bacterial mu-
tation is performed on every member of the population and the intermediate popu-
lation is ranked according to the fitness value of the individuals. The sorted popu-
lation is divided into two parts which serve as the source and the destination of the 
gene transfers. After the bacterial mutation Ninf consecutive gene transfer is per-
formed on random source and destination bacteria. After each gene transfer the al-
tered bacterium is reinserted into the ordered population. 

The memetic part of the algorithm is the problem specific local search, which is 
performed on each member of the population. The bacterial mutation, gene trans-
fer and the local search together result in the next generation of the population. 
The bacterial evolutionary algorithm drives the entire population towards the 
global optimum while problem specific local optimization algorithms, such as the 
2-opt and the 3-opt local search methods, improve candidate solutions locally. 

3 Possible Applications 

3.1 PCB Drilling 

An important real-life application of the minimal TSP optimization is the PCB 
(Printed Circuit Board) drilling. In every aspect of production activities, produc-
tivity and cost  reduction  are two crucial  factors. During PCB manufacturing 

622 M. Farkas et al.



tiple holes are drilled into the PCB material, these holes can serve as soldering 
points or interconnects between different layers of the circuit board. In a complex 
PCB there can be thousands of soldering points or interconnects. In order to re-
duce processing time and related costs the total length of the tool path must be 
kept as short as possible. 

3.2 VLSI Signal Distribution 

Another similar application of the minimal TSP is also from the field of electron-
ics: The signal distribution inside a VLSI (Very Large Scale Integrated) circuit be-
tween several terminals. A proper signal distribution network greatly contributes 
to the lower power consumption of the VLSI circuits; therefore it is essential to 
find an optimum solution. The description of this problem is beyond the scope of 
this paper but our example case comes from the famous VLSI related TSPLIB 
graphs. 

The example network was taken from a “classical” reference instance TSP 
(www.tsp.gatetech.edu, xqf131). The total length of the optimal tour is 564. The 
quality of the solutions produced by the algorithm greatly depends on the parame-
ters of the bacterial memetic algorithm. The more generations and individuals we 
have the more precise solutions are produced however computation time increases 
as well. As already mentioned earlier, evolutionary algorithms transform a certain 
optimization problem into another one. In this case the optimization task is to find 
the optimal parameters that result the best possible solutions. 

 

 

Fig. 3.1. A possible solution to the xqf131 VLSI network 

 Ngen=100, Nidv=40, lmutation=4, ltransfer=50, Nclones=12, Ninf=12 

Using the parameters above a shortest tour with a length of 566.42 was ob-
tained (15 test runs were conducted with an average of 567.59 and standard devia-
tion of 1.27) which is only 0.4% worse than the optimal tour of the corresponding 
TSP problem. 

mul
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Standard deviation is adequately low, which means that these results are easily 
reproducible, and the average is also very close to the global optimum. These fac-
tors make the algorithm applicable and practical in real life scenarios. 

The calculation of the optimal tour in the xqf131 network took approximately 
4-5 minutes on an Intel Core2 Duo T7400, 4GB RAM workstation with a peak 
memory consumption of 20280 kB. 

The scope of future research activity is to adapt the algorithm to the Vehicle 
Routing Problem (VRP) and to set general rules that can help to achieve the most 
efficient parameters of the bacterial memetic algorithm according to the size and 
other features of the given TSP graph. 
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Towards Intelligent Systems with Incremental 
Learning Ability 

Center for Intelligent Technology (CIT) 
Dept. of Cybernetics and Artificial Intelligence, FEI TU of Košice 
Letná 9, 042 00 Košice, Slovak Republic 

and it is a creation of human made systems with ability to learn incrementally. The 
approach is agent based and speed of learning is very high. The paper presents the 
concept of the starting project which is now underway in CIT and have ambition 
to create a strong project proposal towards domain oriented intelligent system with 
strong ability of incremental learning, knowledge fusion and sharing for its agents. 
We are ready to launch a server client approach and any community can join and 
make its own contribution in this project. 

Keywords: universal incremental learning system, Agents, knowledge, fusion of 
knowledge, pattern recognition, neural networks, fuzzy systems, evolutionary sys-

1 Introduction 

The Human-made intelligent system is a dream of the mankind and still it is very 
big problem of its definition and basic concept of these systems. Basically we can 
state that the industrial revolution around us is underway and AI and related fields 
are trying to find its position and contribution with aim top bring a new better 
technology and provide investors higher profit and better conditions for human 
life and future of humanity. 

Generally we can state that for any process made by human we need certain 
amount of Intelligence (even we do not know what it is) but generally we can state 
that 

 GI =  HI  +  MI (1) 
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Where GI is Global Intelligence necessary for accomplishing a process, HI is 
Human Intelligence necessary for accomplishing a process and MI is Machine In-
telligence necessary for accomplishing a process. Generally proportion between 
HI and MI tells something about the Autonomity of the process. If we do assume 
that GI is always constant 1 then we do scale all the parameters in definition in-
terval <0,1> that means that HI and MI are between <0,1> we can state that the 
Autonomity is high if HI is converging to 0 and MI is converging to 1. Based on 
this assumtion we define Autonomity Measure of Intelligence AMI as follows: 

 AMI =  HI / MI (2) 

that means that AMI has a definition interval of <0 , LN) (LN is large number), 
HI is between <0,1>, MI is between <0,1> . So based on that AMI describes a 
“fully” Autonomous system if AMI is 0. The AMI should be linked to MIQ 
which is very difficult to describe and for sure it MUST be domain oriented. The 
problem is “WHO” will define HI and MI and I think it must be only made by 
human or community which define HI and MI by observation of the process. A 
good example of changing AMI is piloting a large plane 20 years back and now. 
AMI is completely different and is a nice example how things are changing to-
wards AMI equal to 0. 

These ideas and tools are important to implement. There is a strong believe that 
4 main stream of technologies will affect this goal and these are: nanotechnology, 
Information technology, Cognitive technology and Biolotechnology. Conver-
gence of these technologies should be the way how to create an Intelligent System 
and bring these systems into everyday use. 

 
 
 
 
 
 

 

 

 

 

Fig. 1. Importance of the technological convergence 
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2 Multiagent Sophisticated System 

Our lab is setting up a new project for creating a Multiagent Sophisticated System 
(MASS) where we want to make an attempt for creating a prototype which will be 
able to fulfill basic requirements for conditions as follows: 

• Agent-based concept with server-client approach where client is an 
Agent and server is a “Master of Agents”. We do not like “full democ-
racy in Agent Systems 

• Each Agent will be a source for information which will be stored in 
“Masters – knowledge base” (MKB)  with fast access technology 

• Each Agent will be able to use a common MKB for its own “life” and ac-
tivities 

• Conflicts will be handled by very care and each conflict will be solved ei-
ther by human or by preference rule base which is created by human 

• Interactive technology is an important part of MASS 
• We will start our project in domain – it will be much easier to handle a 

specific problem using domain oriented problems. 
• The candidates for these domains are related to projects and funding for 

this MASS. 

There are number of problems in this concept which can be summarized by the 
following questions: 

1 What kind of Pattern recognition systems for “real” discrimination be-
tween classes we will use? 

2 What kind of feature space we will use and will it be static or dynamical? 
3 What kind of answers will the MASS provide to the user – crisp or 

fuzzy? 
4 What if the user observes the error of MASS – how will the MASS create 

the feedback and “correction” in this situation? 
5 What will be a  form of knowledge database and what kind of technology 

will be used for information fusion 
6 Can we use Grid related architecture in this research problem for server 

concept? 

These questions are very difficult and are very domain related. The pilot project 
is made by MSc students and it is related to various playing card recognition using 
simple WEB camera. We will set up a server and put public a client download-
able from world/wide and we will ask people show to a client any playing card in 
front of the WEB camera. 

The system will be a pilot system for creating a speed up learning using many 
agents worldwide. We do hope that we will be able to proof the basic concept of 
the system and proceed for more domains and more complicated and complex 
problems. 
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Currently we are working on toy problem regarding the playing cards and 
bank notes. Our Dream is to create a System which will be able recognize any 
playing card using WEB camera. We plan to set up the Web page of the system in 
December 2009 and offer to the World Wide community a client download and 
participate on World Wide learning of playing Cards. This toy problem can be a 
nice example of the system and also can reveal number of problems regarding to 
the global goal of building Intelligent Systems for Technological Applications. 

3 MASS and SIFT for Pattern Recognition 

Multi-Agent Sophisticated System (MASS) is considered as an approach or policy 
how to create families of Intelligent Systems. In this paper we describe MASS and 
its utilization in image pattern recognition methods. 

The development of image matching by using a set of local interest points can 
be traced back to the work of Moravec ([1], 1981) on stereo matching using a cor-
ner detector. The Moravec detector was improved by Harris and Stephens ([2], 
1988) to make it more repeatable under small image variations and near edges. 
Harris ([3], 1992) also showed its value for efficient motion tracking and 3D struc-
ture from motion recovery, and the Harris corner detector has since been widely 
used for many other image matching tasks. While these feature detectors are usu-
ally called corner detectors, they are not selecting just corners, but rather any im-
age location that has large gradients in all directions at a predetermined scale. 

The ground-breaking work of Schmid and Mohr ([4], 1997) showed that in-
variant local feature matching could be extended to general image recognition 
problems in which a feature was matched against a large database of images. They 
also used Harris corners to select interest points, but rather than matching with a 
correlation window, they used a rotationally invariant descriptor of the local image 
region. This allowed features to be matched under arbitrary orientation change be-
tween the two images. Furthermore, they demonstrated that multiple feature 
matches could accomplish general recognition under occlusion and clutter by 
identifying consistent clusters of matched features. 

The Harris corner detector is very sensitive to changes in image scale, so it 
does not provide a good basis for matching images of different sizes. Earlier work 
of Lowe ([7], 1999) extended the local feature approach to achieve scale invari-
ance. Work also described a new local descriptor that provided more distinctive 
features while being less sensitive to local image distortions such as 3D viewpoint 
change. This method was named Scale Invariant Feature Transform (SIFT). Later 
Lowe ([8], 2004) described how SIFT could be used in object recognition. The 
recognition part of this work is based on this but some methods were modified. 
Because SIFT was very successful, its approach was modified resulting to similar 
methods like PCA-SIFT ([9], 2004), FastAproximatedSIFT ([10], 2006) and 
SURF ([11], 2006). 
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4 MASS and SIFT for Pattern Recognition 

As was mentioned before, this master thesis builds on [8] and it is using original 
SIFT method invented by Lowe. However some changes were made in the addi-
tional approach which is needed when using SIFT in object recognition (result of 
this approach is a transformed rectangle boundary around each recognized object 
according to its pose). These changes will be described in the following parts after 
which the system MASS will be described as well. 

This work is using distance ratio between the first and second closest neighbor 
as well as Lowe’s approach. The difference is that first and second closest 
neighbors could represent the same object. This provides better results especially 
with objects which contains common parts like playing cards. Also the distance 
ratio used in this work is 0.7 instead of Lowe’s 0.8. 

Because this part was not described clearly in [8], some implementation details 
are provided but the point of this part is the same. If I(θi,σi,xi,yi) are information 
from descriptor in test image and M(θm,σm,xm,ym) are information from matched 
database descriptor, then for rotation r, scale s, translation tx in x axis and ty in y 
axis could be written the following: 
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where r is from interval <0; 2π) and σi, σm are absolute keypoint scales counted 
by formula for the absolute keypoint scale σa: 
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where σ is refined keypoint scale and so is the relative size of the octave in 
which the keypoint was found (2, 1, 0.5, 0.25 ...). 

Error e is used instead of half the parameters error range from Hough transform 
as was used by Lowe. The following formula is used to count error for all matched 
descriptors in every cluster: 
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where [uc vc]
T is counted location of the test image descriptor with use of train 

image descriptor location and affine parameters, [u v]T is the real location of test 
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image descriptor, s is scale (counted from affine parameters), w is the width of 
trained object and h is the height. Only the matched descriptors with error less 
than 0.03 remain for re-solution of affine parameters. 

After we have final affine parameters for remaining clusters, we will sort the 
clusters according to count of its members. The cluster with the biggest member 
count will be the best cluster in the first step and all other clusters which contain 
some matched descriptors from this best cluster or descriptor matches set, made 
from already removed clusters, are removed. In the next step, the best cluster will 
be the second best cluster and we will repeat this till the last remaining cluster 
(obviously it will be the worst cluster that remained). After this, multiple clusters 
of the same object should be removed. 

Problem is that there could be a special case especially with objects like play-
ing cards. Playing cards has marks which are the same in four or two corners. 
Therefore we can still have clusters which belong to the same object but consist of 
different descriptor matches (the difference is only that they are in other corner, 
but same). To avoid having doubled frame which differs only in opposite orienta-
tion, the intersection count of descriptor matches is used. If there are less than 3 
descriptor matches outside of intersection, the worse cluster is removed. 

Everything from the previous part was implemented as a plugin for MASS. 
This part will describe MASS and plugin types which are used in this system. 

MASS could be described as multi-agent, incremental, plugin system with cli-
ent-server architecture. With plugins for object recognition it is possible in parallel 
manner for many clients around the world to learn various objects or to recognize 
them. Gained knowledge will be stored on server which will host the object rec-
ognition setup in MASS. 

Fig. 2 describes the plugin system of MASS. Red plugin types are required and 
together they represent the smallest possible system. Green plugin types are op-
tional. As you can see there can be more filter and processor plugins in the system 
and processor plugins can by placed whether on client or server side. Flow plugin 
is special because the same plugin is placed on both sides and these sides are 
communicating together. Every plugin type will be now briefly described. 

Flow is required part of the system. This plugin type is managing the client-
server communication. If some user input is needed, form is included in the 
plugin. 

Output is required part of the system. Its task is to provide and react on results 
provided by server. The reaction could be manipulation with some connected ro-
bot or device. 

Input is optional part of the system. It provides input data from devices like 
webcams, microphones, sensors… 

Filter is optional part of the system. It is changing its input, which can be from 
Input or other Filter plugin. The purpose is similar to Filters known from image or 
audio processing. 

Processor is optional part of the system. It can be placed whether on client or 
server side of the system. Processor should change the input data to data which 
can be used in classification, clustering or other types of Handler plugin tasks. 

632 T. Reiff and P. Sinčák



 

Fig. 2. MASS plugins system 

Handler is optional part of the system. This plugin should have all the function-
ality required for manipulation with data in database. Classification, clustering and 
other similar operations should be implemented in this type of plugin. 

Store is optional part of the system. Here should be implemented everything re-
lated to data storage. This could be implemented all by authors or they can imple-
ment link to SQL or similar database system. Moreover also internet can be con-
sidered as some sort of database. 

Chosen domain for experiments was playing cards. Because the result of this 
object recognition is not only recognition of object but also its frame, correct rec-
ognition needs to be defined. 

If recognized object class agrees with the real class and object surface which is 
not covered by frame of recognized object or part of this frame which surface is 
not covering the object do not exceed one fourth of the object surface, then given 
recognition is considered as correct. 

Experiments are using 21 different playing cards (Fig. 3). These cards were 
trained with use of regular webcam under various illuminations. Because the count 
of descriptors for cards was various, two categories of cards were created to setup 
better test scenes. First category is strong cards with more than 200 descriptors 
and the second is weak cards with less than 201 descriptors. 

To test the quality of SIFT, we will have 3 different scales and 3 different view 
angles for the test images (Fig. 4). Together it forms 3*3=9 categories and each 
will have 5 test images. First scale was chosen to be 1 and the next scales increase 
randomly. Cards count is scale dependent and for first scale there will be 2 cards 
(1 weak, 1 strong), for second scale 3 cards (1 weak, 2 strong) and last scale will 
have 6 cards (2 weak, 4 strong). First view angle is the same as training angle and 
other angles are random. 
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Fig. 3. Objects used in experiments 

   

Fig. 4. Examples of test images 

All test images contain together 165 cards. Results were that 149 cards were 
correctly recognized, 13 cards were not found and 4 cards were recognized incor-
rectly. The reason why this is 166 is that from 4 incorrectly recognized cards has 3 
cards only bad frame and 1 card was recognized in spite of it was not there. You 
can see result examples on Fig. 5 also with this extra card. 

From the results were made two charts (Fig. 6). First is showing correct recog-
nition, not found and incorrect recognition percentage by all test image categories. 
The second chart is only showing percentage in all categories. 

It would be good to mention facts about speed of training and recognition. Av-
erage training time was little less than 3 seconds and after all cards were trained, 
database had 5599 descriptors. Recognition took about 6 seconds in average. 
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Fig. 5. Results examples (all correctly, bad frame, extra card) 

Finally Fig. 7 shows examples of all correctly recognized cards. No doubt that 
object recognition done in this thesis could be implemented to run faster, but try to 
imagine that somebody will show you 21 cards each for 3 seconds and then you 
will have 6 seconds to recognize and bound them like computer did on these ex-
amples. It could be a problem. 
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Fig. 6. Results charts (by all categories, in all categories) 

Conclusion 

Briefly said, SIFT has proved its quality by nearly 90% correct recognition rate 
and MASS has proved its legitimacy and future profitability by its essence. 

The object recognition part of this work has only small contribution because it 
is using Lowe’s approach with only few small changes. 

The main contribution lies in the system MASS. With this system it is really 
easy to implement, test or develop various methods for various tasks. This makes 
the research easier and faster. In case of object recognition in MASS, it is possible 
to start building a huge object database. This database could be used by autono-
mous systems for better understanding of their surroundings. With this informa-
tion they could be able to analyze more complex situations resulting in better be-
havior in their environment. 
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Future work could be improving object recognition approaches especially part 
2.3 where instead of descriptor matches count, another criterion could be used to 
rate clusters. For example we can use surface of descriptor matches presence. An-
other possibility is to work on MASS to release final core which could be used as 
a framework for many artificial intelligence tasks. 

 

 
 

   
 

 

Fig. 7. Examples of all correctly recognized cards 
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Systems Engineering Approach to Sustainable 
Energy Supply 

Institute for Electric Power Research, Budapest, Hungary 

st

the rapidly increasing accumulation of greenhouse gases in the atmosphere that 
cause climate change risks. 

Despite an enormous amount of efforts done to reduce the uncertainties sur-
rounding the danger of climate change, there is a little progress toward a global 
understanding about how to tackle the global warning disaster. It appears that 
none of the number of options considered to date to meet carbon targets is ample 
to address this extremely difficult problem. 

This report is devoted to the analysis of interactions between the major uncer-
tainties in forecasting the development of world energy needs, the impacts of the 
changing supply paradigms and the enabling technologies’ R&D needs. 

Obviously, the energy sector is looked at from a holistic perspective in view of 
the fact that a coordinated and comprehensive modernization framework is needed 
to achieve the main goals. The articulate vision of the major future energy supply 
issues outlined in the report helps to create a common understanding and a shared 
purpose of the numerous stakeholders regarding the most important and urgent 
development needs. 

1 Introduction 

Climate change is a global problem facing everyone in the 21st Century due to 
greenhouse gas emissions from human activity, the most significant of which, in 
quantitative forms, is carbon dioxide produced by burning fuels. CO2 emissions 
have increased by more than 20% over the last decade. If the future is in line with 
the present trends, CO2 emissions, oil and natural gas demand will continue to 
grow over the next decades. Stabilizing emissions at today’s level would cause the 
concentration of CO2 to continue to rise. Stabilizing the concentration of CO2 im-
plies that the global net CO2 emissions to the atmosphere must peak and than de-
cline year after year. 

The scientific community state that limiting climate change risk will require 
movement to a very different energy system. The focus of the near term should be 
on preparation  for  dramatic  transformations  in  the  energy systems  through 
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nology experimentation, exploration and development. The key reason to develop 
and deploy advanced energy technologies is to control the cost of stabilizing 
greenhouse gas concentration. 

While the current global economic crisis could make long term actions more 
difficult, it could also provide an unexpected impetus. If wisely allocated, funds 
invested in economic recovery can help address climate change which also ad-
vancing “green technologies” and industries what can lead to a new wave of eco-
nomic growth. 

The actual energy strategy making seems to be a veritable Tower of Babel. 
There are different groups of interest whose efforts collide in developing a new 
strategy. It is the task of systems engineers to provide the necessary linkages that 
enable to function these desperate actors as a strategy making community. In gen-
eral, a systems approach involves defining objectives for the system and then 
looking at the ways they might be achieved by exploiting the potential synergies 
between elements of the system or finding new ways to overcome existing barri-
ers. 

A major issue in climate-change abetment decisions is the considerable uncer-
tainty surrounding the problem including not only the scientific understanding of 
the processes driving climate change and the risk of possible catastrophic effects 
but also the economic values to be linked to these impacts. 

This report is devoted to the analysis of interactions between the major uncer-
tainties in forecasting the development of energy use, the change of supply para-
digm and the trends of socially optional R&D investments. 

2 Energy Supply Constraints 

Accurate long-range forecasting of even the most basic energy data is difficult. 
Over the past several decades, a large portion of energy forecasts and relevant 
strategic recommendations turned out to be inaccurate and mistaken [1]. The gap 
between actual and forecasted energy consumption generally increase over time. 
However it is worth noting, a number of elements of past forecasts were correct 
and may well persist into the future, they include the following: 

• The gradual electrification of the economy will continue and the econ-
omy will become more electricity intensive. 

• Natural gas will continue to increase its share in primary fuel-mix, al-
though it is uncertain how long this trend will last. 

• Environmental protection will remain a high priority and global warming 
will remain a major concern. 

• World population will continue to increase primarily in the developing 
countries. They will account for an increasing share of world energy con-
sumption. Therefore future energy and environmental technology devel-
opment will be increasingly dictated by developing nations’ needs. 

tech
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• Renewables will continue to increase in importance and account for a 
larger share of energy mix, however, their overall contribution will re-
main modest. 

Ascertaining the likely energy trends and parameters for the world over the 
next decades remains a crucial exercise with major economic, environmental and 
political consequences. 

Even the most sophisticated energy forecasts are strongly influenced by events 
and trends of the time of the forecasts. 

The total energy demand growth is influenced by three major factors: the in-
crease of world population, the economical growth and the decrease of energy in-
tensity. 

Fig. 1 shows the predicted impact of these factors on the energy consumption 
by 2030. China and India account for over the half of incremental energy demand 
to 2030 while the Middle East emerges as a major new demand center. 

According to population projections, world population will continue to grow 
until around 2050. The fastest rates of world population growth (above 1,8%) oc-
curred briefly during the 1950s then for a longer period during the 1960s and 
1970s.The 2008 rate of growth has almost halved since its peak of 2,2% per year, 
which was reached in 1963. 

As to the influence of the growth of population, it is interesting to note, that one 
toe/capita/year seems the minimum energy needed to guarantee an acceptable 
level of living despite many variations of consumption patterns and lifestyles 
across countries. The influence of per capita energy consumption on the human 
well-being begins to decline somewhere between 1 and 3 toe per inhabitant. 

Advanced studies stated that with 1 toe per capita energy developing countries 
can provide any standard of life ranging from the present low level to a level as 
high as the industrialized regions in the mid and late 1970s for the majority of the 
population [3]. Large improvements in living standards can be achieved by shift-
ing from traditional, inefficiently used, non-commercial fuels to modern energy 
carriers. As an example, the efficiency of commercial energy use is about 25% or 
more whilst the efficiency of non-commercial energy use for cooking purposes 
range around 10%. 

The key to improving well-being without a major increase in primary energy 
consumption is the modernization and increased end-use efficiency in the use of 
fuels and end-use appliances. 

Economic growth is closely related to growth in energy consumption because 
higher the economic growth more energy is used. Statistical studies found that the 
relationship between growth in energy use and gross domestic product growth be-
came weaker after the first energy crisis, but later it seems to have become 
stronger again in the most developed countries. The rate of growth in world GDP 
to 2030 reflects the rising weight in the world economy of the non-OECD coun-
tries, where growth will remain the fastest. An IEA published world average is 
about D Energy = 0.5 D GDP. This value was taken in constructing Fig. 1. 
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Fig. 1. Three factors determine growth in energy demand [2] 

It is possible to decouple energy consumption and economic growth to some 
extent. More efficient use of energy may compensate the influence of economic 
growth and reduce energy consumption. Energy intensity is the ratio of total pri-
mary energy supply to GDP. There is an inverse relationship between energy pro-
ductivity and energy intensity. Energy intensity improvements have provided 
enormous reductions in energy needs over the last fifty years. On a world level, 
energy intensity dropped at a rate of 1.8% per annum from 1990 to 2000 and 1.4% 
per annum from 2000 to 2006. The decrease can be explained mostly by the eco-
nomic growth and growing energy needs of China. The reductions of energy in-
tensity were the result of a combination of improvements in the efficiency of en-
ergy consuming devices, changes in the energy intensity of industrial processes 
and shifts in consumer demand away from energy intensive products toward lower 
energy intensity products and services. A clear decline in the energy intensity of 
developing countries can be observed as foreign investment increases. The reason 
for that is the use of modern technologies that came with foreign technologies, a 
leapfrogging over the old fashioned traditional technologies in use in these coun-
tries. 

While there are sufficient conventional (hydro-carbon based) sources of energy 
to meet even these projections of future demand, the environmental consequences 
would be unacceptable. To accommodate the large increase in demand for energy 
without major environmental consequences, it is necessary to expand the choice of 
energy sources and at the same time increase the efficiency of energy use. 

The world’s future energy system, satisfying the growing energy needs will 
evolve from today’s energy system. During its more than 150 years history, the 
global energy system continues to diversify. Even fuels whose market shares de-
cline show trends of expanded  deployment as  the  energy  use  grows  overall. 
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hancing the energy supply security will require diversifying the fuel mix as well. 
There is no single answer as to the optimum fuel mix option, that will be deter-
mined by national circumstances. Interesting to note that almost all of the increase 
in fossil energy production will occur in non OECD countries. 

It is clear that the low carbon energy must expand in the future energy mix. The 
key factor in expanding the choices of affordable and acceptable energy sources as 
well reducing energy needs is the development of new technologies. Recent re-
search shows that aggressive development of a full portfolio of advanced tech-
nologies could reduce CO2 emission levels by about 45% in 2030. The results re-
veal that a combination of new and existing technologies will be required. 

A major topic in some recent forecasts concerns the future market potential for 
distributed generation and decentralized small energy systems.  

3 New Supply Paradigm 

Providing for energy consumption by means of local energy sources is becoming 
increasingly competitive with centralized supply. Over decades, centralized sys-
tems have provided the potential for efficient resource allocation and generated 
substantial economics of scale in the process of building and operating reliable en-
ergy conversion plants and transportation systems. Electricity was originally gen-
erated by burning coal in the city centres, delivering electricity to nearby buildings 
and recycling the waste heat to make steam to heat the same buildings. Over time, 
coal plants grew in size, facing the pressure to locate them far from the population 
because of their pollution. Later hydro, oil, natural gas and nuclear energy have 
subsequently been introduced as primary energy sources for large scale power 
plants. Eventually, a huge grid was developed and the power industry built the 
generation facilities far from users. These conditions prevailed from 1910 through 
1970 and it was widely recognized that central generation was optimal because it 
delivered power at the lowest cost versus other alternatives. 

During the last decades, a number of events have highlighted the vulnerability 
of the current centralized energy supply infrastructure. Unilateral decisions by 
primary energy exporting or transit countries can have dramatic consequences. 
The disputes on natural gas prices during the winter of 2005/2006 and 2008/2009 
led Russia to cut its gas supply to Ukraine and consequently to Europe. 

A great part of the centralized electricity supply system is approaching the end 
of its lifetime. The recent major blackouts highlighted how the complexity and 
vulnerability of the electricity grid can cause widespread social and economic 
troubles. 

Large central power plants using fossil fuels produce large amount of green-
house gases. It is evident that shifting from the centralized energy supply system 
to small-scale decentralized systems, where energy production and consumption 
are usually tightly coupled, might improve reliability and security of supply 
through using more distributed energy sources. New problems emerging by the 

En
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mass introduction of dispersed generation can be solved by developing a new in-
telligent energy system. 

Although most distributed energy systems are not new in a technological re-
spect, they are receiving increased attention today because of their ability to pro-
vide a wide range of services: heat and power, peak power, demand reduction, 
backup power, improved power quality and ancillary services to the power grid. 

The development on harvesting distributed renewable energy resources has to 
focus on the improvement of energy capture and conversion efficiencies, and re-
ducing investment cost. 

A system approach to the local renewable energy resources is a promising con-
cept addressing distributed generation as an alternative solution for technical, eco-
nomical and environmental constraints of conventional power system. 

Radical proposals to replace existing grid infrastructure, given its wide de-
ployment, high capital costs and well-understood technologies, are unlikely to 
succeed. A model of infrastructural coexistence and service displacement would 
be applied. There are radical changes that can be done near-term to exploit infor-
mation technology to improve the reliability, visibility and controllability of exist-
ing grid and to support demand side participation in load reduction. Longer term, 
the Internet suggests alternative organizing principals for a 21st Century grid offer-
ing a model of infrastructural co-existence and service displacement. The same 
approach can yield a new architecture for local energy generation and distribution 
that leverages the existing energy grid, achieves new levels of efficiency and ro-
bustness. The power delivery systems have the potential to make the kinds of leap 
in capabilities and cost efficiencies happened in telecommunications and most 
other industries during the past decades. 

The future grid will seamlessly integrate many types of electrical generation 
and storage systems with a simplified interconnections process analogous to 
“plug-and-play”. Interconnections standards will enable a wide variety of genera-
tion and storage options. 

The residential sector is an important model area for efficiency improvements, 
and large scale deployment of dispersed energy resources as it accounts for 22 
percent of global energy consumption. 

Consumers in residential sector need as cheap energy as possible but like their 
traditional “supplied” status too. Because of lack of skills this group needs plug-
and-play solutions. A major part of the energy use is for space and water heating. 
There have been continued technical improvements in the efficiency of the large 
household appliances. However, these improvements have been offset by in-
creases in the use, numbers and size of large appliances and the growing number 
of smaller, mostly electronic devices. In Hungary, only 13% of the total final 
household energy consumption is provided by electricity. The major part (87%) of 
the residential energy consumption produced by burning gas or oil directly and 
this burden would not be influenced at all by an increased efficiency of electricity 
use. But, advances in building design could make huge savings in energy use for 
space heating. 
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A more efficient way of using energy of local fuels is to burn them in combined 
heat and power generating (CHP) units to provide both heat and electricity. Using 
CHP concept to supply the needs of households entails either installing a separate 
unit in each develling or constructing a local heat distribution network [4]. 

The cogeneration concept leads to improved energy utilization by burning less 
fuel and reducing harmful emissions. Considering the limited transportability of 
heat decentralised, dispersed supply systems based on locally available alternative 
resources open a new field for innovative applications of cogeneration options. 

The most extensively available local alternative sources for CHP applications 
are carbon-based: energy crops, agricultural and forestry wastes and municipal 
wastes. Although, their use produces carbon dioxide emissions, this is largely 
compensated by the carbon dioxide removed from the atmosphere by growing 
vegetation in a planned rotation or in the case of municipal wastes by preventing 
more damaging emissions of methane. Recently questions have been raised by a 
variety of authors about the indirect effect of bio energy production on deforesta-
tion rates, crop prices and non-CO2 greenhouse gas emissions. 

Biomass for energy use can be produced and converted efficiently into more 
convenient forms such as pellets, gases, liquids and electricity over a range of ap-
plication forms. Direct combustion remains the most common technique for deriv-
ing energy from biomass for both heat and electricity. Biomass CHP systems pro-
vide efficiencies as high as 80%. Beyond biomass, ground source heat solar heat 
and photovoltaic have the potential to be widely implemented for household pur-
poses. 

Ground source heat pumps extract the energy from the sun. A few meters be-
low the ground, the earth keeps a constant temperature of around 11-12 C° 
through the year. Ground source heat pumps can transfer the heat from the ground 
into a building to provide space heating and in some cases preheating domestic 
heat water. The heat pumps use electricity to pump the heat and they generate 
considerably more energy (300-400%) in heat than they consume in electricity. 

Heat pumps, which are already used in parts of Continental Europe, are fa-
voured over biomass for delivering low carbon heat as biomass supply is limited 
and the transport of large volume of biomass into urban environments is problem-
atic. 

Solar thermal panels use the energy from the sun for heating too. They have 
been found to be most cost-effective when they produce a larger part of the house-
hold’s average hot water needs. Recently, the emergence of combined systems can 
be observed. The combined solar systems integrate the hot water supply and the 
space heating in one system. 

Solar photovoltaic has the most potential for cost reduction, performance im-
provements and material breakthrough, which could lead to a dramatic change in 
the use of solar rooftops. 
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Before analyzing the best technology mix options, a short review of a few non-
renewable based dispersed generation options is necessary. It must be mentioned 
that the most popular DG technologies are based on natural gas. 

Small gas-turbines: a few decades ago they worked mainly as emergency 
sources. Nowadays having higher efficiency – first of all with CHP option – they 
are used for continuous production too. 

Reciprocating engines: the traditional diesel emergency units are able for con-
tinuous operation, and their reliability is high, but because of the high price of die-
sel oil this DG solution loses its grip. At the same time the natural gas fuelled re-
ciprocating engines with CHP option are very popular. The high combined 
efficiency, relative low emission rate and the reliable operation bolster up the 
popularity. 

Micro-turbines: they are featured with simple but relative reliable mechanical 
design – single shaft, air bearing, and permanent magnet generator – and high ro-
tating speed. Solid state inverter is used to produce high quality power. CHP op-
tion is available. They are usually fuelled by natural gas. Hydrogen and cleaned 
bio-gas are also applicable. 

Stirling engines: a rediscovered technology. The working material is heated up 
externally. The environmental impact is determined by the external fuel and heat-
ing units. In the cleanest version the sun shine is used for heating. Their efficiency 
is very high, it is near to the theoretical value of Carnot cycle.  

Fuel cells: emerging technology. The units may be fuelled by hydrogen or natu-
ral gas. Practical applications are mostly based on natural gas. Wide power range, 
high efficiency, CHP possibility are the most important features. Main disadvan-
tage is the short lifetime. 

A secure, clean and economically sound future smart electricity system will be 
flexible enough to integrate a spectrum of local resources thus combining the 
benefits of centralized and distributed systems. A growing strategic portion of the 
supply demand gap will be fulfilled by low emissions, efficient generation located 
close to loads. A smart grid would use digital technology to collect, communicate 
and react to data making the system more efficient and reliable. The intelligent 
grid needs a flexible power grid communication architecture that provides a com-
mon service platform for disseminating power grid status information to the power 
producers, end-users and other participants. 

Just like the internet, the electricity grid will be interactive for both power gen-
eration and power consumption actors. Enabled by smart metering, electronic con-
trol technologies, modern communication means and the increased awareness of 
costumers, local energy supply management will play a key part in meeting emis-
sion reduction and efficiency improvement targets while facilitate the fulfilling of 
the growing demands. 

The best mix of renewable energy technologies at a site depends on renewable 
energy resources, technology characterization, various incentives and financial pa-
rameters. 
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4 Technology Development Risks 

To reduce the potential threat of climate change, many scientists and policy mak-
ers envision long scale reductions in CO2 emissions. The development of cheaper 
and more efficient technologies will be critical for reducing costs and increasing 
the social and political visibility of substantial greenhouse gas emissions reduc-
tions over time. Although, efforts that employ currently available technologies can 
slow the growth of emissions, considerable technology advancement is needed to 
reduce the cost of near-term emissions reduction options and much larger reduc-
tions required to stabilize concentrations (Fig 2). Development of a portfolio of 
advanced technologies is the most promising approach to reduce CO2 emissions 
[10]. The goal of reserving the global concentration of CO2 while satisfying the 
continued growth of energy consumption present a huge but vital challenge for the 
research, development and demonstration efforts. 
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Fig. 2. Development of a portfolio of advanced technologies is the most promising approach to 
reduce CO2 emissions [10] 

Achieving the necessary technological advances requires investments in a 
number of technologies at different stages of development. An investment portfo-
lio to develop technologies needs to include a broad range of options to be able to 
deal effectively with future uncertainties. An uncertainty matrix is shown in Table 
1 in order to allow for capturing uncertainties in energy forecasting in a broader 
and systematic way [5]. 
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The matrix provides a categorization of uncertainties by the type of knowledge 
relationship and the objective of uncertainty. It distinguishes between three types 
of knowledge relationships that are assumed to be established among an actor and 
an object. Those are unpredictability, incomplete knowledge and multiple knowl-
edge frames. Each of the three knowledge relationships can refer to different ob-
jects of uncertainty within the natural, technical and social systems. The use of 
uncertainty matrix offers a new and more structured way of approaching the issue 
of uncertainty. 
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regulatory 
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It is widely recognized that energy technology progress has been influenced by 
events and policies such as the oil price sleeks, the renewable programs, acid rain 
concerns. The quick responses to the rapidly changing political and economical 
realities frequently result in new energy priorities and shifting in R&D spending 
[6]. We have to keep in mind that the priorities for technology development will 
change as the 21st Century evolves. The technology R&D strategy must be re-
viewed on a regular basis to incorporate new information. A part of the informa-
tion, such as fuel costs and availability and climate change motivated policies are 
uncertainties that will guide the priorities but are not directly controlled by the 
R&D efforts. These uncertainties will shape the critical R&D portfolios in the fu-
ture (Fig. 3) It be can seen that increasing risk of climate damages will have a 
large impact on investments in risky R&D programs. Rising natural gas and other 
primary fuel prices push the economy to shift toward a high-technology base with 
steady increases in adoption of energy-efficient technologies. 
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Technology forecasts often err by confusing what is technically feasible in an 
engineering sense with what is likely to be deployed in the future [5]. We have 
long decades of optimistic forecasts for various technologies and concepts those 
have not achieved significant market penetration. For example, the future contri-
bution of solar energy and renewable has been consistently misforcast for the last 
decades. Although many advocates have great expectations for renewable energy, 
all of the major studies indicate that the contribution of certain renewable will re-
main limited for at least the next 10 to 20 years. Photovoltaic, fuel cells, and other 
technologies have been predicted to become economically viable within short time 
for a long time. These technologies appear to hold great promise for the future and 
they may someday become viable. 

 

 

Fig. 3. Future R&D portfolios meeting key uncertainties 

However, the experience of the past decades suggests that it is not without con-
siderable risk to suggest that these technologies may be 5 years away from being 
commercially viable. The current methods for assessing technology readiness or 
maturity does not capture the risk involved in adopting a technology. A holistic 
approach to technology risk should include not only the readiness level of a given 
technology but also dampening factors that could lead to reconsideration of adopt-
ing a given technology even one that is of highest maturity [7]. Examples of 
dampening factors may be obsoletion and leapfrogging. The reasons for obsola-
tion are many and this retiring factor has to be addressed for evaluating a given 
technology. 
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which may accelerate development by skipping less efficient, more expensive or 
more polluting technologies and move directly to more advanced ones. The adop-
tion of solar energy technologies in developing countries could be an example, 
where the mistakes made by industrialized countries in creating a fossil fuel based 
energy infrastructure is not repeated, but they can jump directly into the solar en-
ergy era. 

It is possible that there are additional dampening factors that could also intro-
duce some level of risk in choosing a high maturity technology. There is no single, 
general effect of technological change on the costs of abatement. It is possible that 
technological change can increase the marginal costs of abatement. The bottom 
line is that optimal investment in R&D depends crucially on the type of technol-
ogy considered and the uncertainly in both damages and the R&D process. 

Under the uncertainly about both eventual climate-related damages and techni-
cal success, it is unclear how much R&D is desirable and which categories of 
technologies should be developed. On one hand, there is a value to waiting to 
learn more about climate change damages which put a downward pressure on 
R&D investment, on the other hand there is a value to investing in risky projects 
in order to learn more about the probability of success, which put upward pressure 
on financing risky technologies [8]. 

A few generic lessons learned from the experience gained in the past fifty years 
[9]: 

• First, policy driven intensive R&D can accelerate technological devel-
opment, 

• Second, the growth of installed capacity of new technology results a drop 
in initial costs, 

• Third, the time required for the decline of capital cost of new technolo-
gies is uncertain, 

• Fourth, the role of private R&D can be very effective in reducing the 
costs of a new technology but its focus is weak on long-term objectives 
under market conditions. 

The rate and magnitude of technological development is a major component in 
estimating the reduction potential of future anthropogenetic carbon emissions. 
There are two reasons why technology is important for climate change analysis. 
Firstly, it is the application of fossil fuel technologies that has caused the anthro-
pogenic contribution to climate change. Secondly, a change to a low carbon soci-
ety will require wide-spread development and mass deployment of new, low car-
bon technologies. Consequently, we must develop a foresight capability to scope 
out the complexity and uncertainties of the future environment in which technol-
ogy will be developed. 

The risk of obsoletion occurs when a better technology is on the horizon in the 
near term or a technology is outdated. Recently the concept of leapfrogging is be-
ing used in the context of sustainable development as a theory of development 
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Conclusions 

The projected growth in the world in the next decades implies an important in-
crease in energy needs. Unsustainable pressures on the environment and on natural 
resources are inevitable if energy demand remains closely coupled with economic 
growth and if fossil fuel use is not reduced. 

Decentralized energy systems can significantly contribute to increase the over-
all efficiency of existing energy systems, decrease the dependency of fossil fuel 
resources and consequently to reduce CO2 emissions. 

Achieving the necessary technological advances to mitigate the climate change 
risks requires investments in a great number of technology development programs. 
Technology development depends not only on the technological opportunities that 
currently exist, but also on evolving opportunities created by the ever-changing 
economical, political and scientifique environment. 

Systems Engineering Approach to Sustainable Energy Supply 651

References 

[1] Bezdek, R.H., Wendling, R.M.: A Half Century of Long-Range Energy Forecasts. 
Journal of Fusion Energy 21(3/4), 155–172 (2002) 

[2] Drenckhahn, W., Pyc, I., Riedle, K.: Global Energy Demand and its Constraints. VGB 
Power Tech, 1-2, pp. 28–34 (2009) 

[3] Goldenberg, J.: Energy and Human Well-Being. UNDP World Energy Assessment 
(2001) 

[4] Chaudry, M., Ekanayake, J., Jenkins, N.: Optimum Control Strategy for a MicroCHP 
Unit. Int. Journal of Distributed Energy Resources, 265–280 (October-December 
2008) 

[5] Bruguach, M., et al.: Towards a Relational Concept of Uncertainty. In: MOPAN Con-
ference, Leuven, Belgium (2007) 

[6] Krómer, I.: Managing the Uncertainties in Power Engineering R&D Planning. In: 6th 
Biennial International Workshop Advances in Energy Studies, Graz University of 
Technology, pp. 345–350 (2008) 

[7] Valerdi, R., Kohl, R.J.: An Approach to Technology Risk Management. In: MIT ESD 
Symposium, Cambridge, MA (2004) 

[8] Baker, E., Adu-Bonnah, K.: Investment in Risky R&D Programs in the Face of Cli-
mate Uncertainty. Energy Economics (2006) doi: 10.1016/j.eneco.2006.10.003 

[9] Capros, P., Mantzos, L., Voyonkas, E.L.: Technology Evolution and Energy Model-
ling: Overview of Research and Findings. Int. Journal of Global Energy Issues (1), 1–
32 (2000) 

[10] Clarke, L., Calvin, K., Edmonds, J.A., Kyle, P., Wisw, M.: Technology and Interna-
tional Climate Policy, The Harvard Project on International Climate Agreements (De-
cember 2008), http://www.belfercenter.org/climate 



Fuzziness of Rule Outputs by the DB 

Budapest Tech 
Bécsi út 96/B, H-1034 Budapest, Hungary 

fuzzy approximate, a possible influence of the fuzziness of fuzzy sets involved in 
approximate reasoning model is given. In the reasoning process the observed rule 
in the rule base system is weighted by the measure of fuzziness at the highest 
point of the common area of the rule premise and system input. The basic opera-
tors in the fuzzy approximate reasoning system are the distance-based (DB) opera-
tors. 

1 Introduction 

In fuzzy control systems the typical fuzzy approach is as follows: for measured 
fuzzy input data, and given rule base system an output signal should be generated 
to reach the better state of the controlled system using fuzzy approximate reason-
ing method. However, applications of type-1 fuzzy systems (FS) are used to ap-
proximate random, imprecise or incomplete data or to model an environment that 
is changing in an unknown way with time [1], [2]. Based on the facts, that there is 
a paradox of type-1 fuzzy systems which can be formulated as the problem that 
the membership grades are themselves precise real numbers, L. A. Zadeh intro-
duced type-2 and higher-types FS in 1975 [3]. Type 2 fuzzy sets give a model to 
handle the fuzziness of fuzzy values, which is very often left out by the control 
problems. For many applications the data generating system is known to be time-
varying but the mathematical description of the time-variability is unknown, the 
measurement noise is non-stationary and the mathematical description of them 
unknown. In those cases the results of type-1 fuzziness give imprecise boundaries 

Márta Takács 

takacs.marta@nik.bmf.hu 

Abstract.  After a short introduction about type-2 FS and basics of Mamdani type 

Based Control Problems Operators-

I.J. Rudas et al. (Eds.): Towards Intelligent Engineering & Information Tech., SCI 243, pp. 653–663. 
springerlink.com                                                                  © Springer-Verlag Berlin Heidelberg 2009 



Since the introducing of the fuzziness of fuzzy values [4], there are periods of 
different intense activity in type-2 fuzzy set theory and applications investigation. 
In recent years we can find in [1], [2] a summary of basic terms of T2 fuzzy sys-
tems, and there are several published results related to the reasoning methods 
based on T2 fuzzy systems [8], [9]. 

In the same period there are practical motivations for the introduction of new 
operators on fuzzy sets, like uninorms. In many applications related to multicrite-
ria decision making problems the aggregation of variables is one of the key issues. 
Such situations can be modelled by uninorms [10], [11], [12], and distance-based 
operators [13]. Expanding uninorm based reasoning methods with type-2 fuzzy set 
theory an effective method can be constructed to handle applications, where type-
1 fuzziness of uncertain linguistic terms are used and have a non-measurable do-
main of FS-s, or results imprecise boundaries. 

The question is raised: how should the fuzziness of fuzzy sets and fuzzy opera-
tors be effected on the fuzzy approximate reasoning process? Applying the uni-
norm operators and distance-based operators with the changeable parameter e in 
fuzzy approximate reasoning systems is done taking into consideration that the 
underlying notions of soft-computing systems are flexibility and the human mind. 
The choice of the fuzzy environment must support the efficiency of the system, 
and it must comply with the real world. This is more important than trying to fit 
the real world into the inflexible models. 

Maximum distance-based operator as one from the family of distance based 
operators is an idempotent, commutative, associative, left continuous, increasing 
operator on each place of [ ] [ ]1,01,0 × , and as it was proven, it is a uninorm with the 
unit element e [14]. As a uninorm it is suitable for refined respond of system be-
havior. Changing the operator parameter e in some applications it is possible to 
improve the effectiveness of fuzzy controller more than 30% [15]. Furthermore, 
the next dimension of fuzziness, the type-2 fuzzy set representation presents an 
opportunity to measure the reliability of fuzzy memberships. 

For that purpose in the paper at first the basic type-2 fuzzy set terms, as well 
the 3D represented distance-based operator results are given. It offers an opportu-
nity to introduce approximate reasoning model based on type-2 fuzzy sets and uni-
norms, especially on maximum distance based minimum operator. According to 
the Mamdani type fuzzy approximate reasoning basic idea, a possible influence of 
the fuzziness of fuzzy sets involved in approximate reasoning model is given. The 
basic idea is that in the reasoning process the observed rule in the rule base system 
is weighted by the measure of fuzziness at the highest point of the common area of 
the rule premise and system input. 

of FS-s [4]. For that reason many control mechanisms based on type-2 fuzzy sets 
or type-2 fuzzy logic and inference, called a type-2 (T2) fuzzy system, are investi-
gated [5], [6], [7]. 
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2 Type 2 Fuzzy Sets 

Type-2 and higher-types fuzzy sets (FS) eliminate the paradox of type-1 fuzzy 
systems which can be formulized as the problem that the membership grades are 
themselves precise real numbers. Type-1 fuzzy set (T1 FS) has grade of member-
ship that is crisp, whereas a type-2 fuzzy set (T2 FS) has grades of membership 
that are fuzzy, so T2 FS are „fuzzy-fuzzy” sets. 

The 2-D representation of fuzzy membership of fuzzy sets is the footprint rep-
resentation of uncertainty (FOU), which is given with the uncertainty about left 
and right end point of the left side of the membership function, and with the uncer-
tainty about left and right end point of the right side of the membership function. 

Let be x∈X from the universe of basic variable of interest. Let be MF(x) the T1 
fuzzy membership function of the fuzzy linquistic variable or other fuzzy proposi-
tion. Functions UMF(x) and LMF(x) are functions of the left-end and right-end 
point uncertainty. In a fix point x’ of the universe X it is possible to define so 
called vertical slices of the uncertainty, describing it for different possibilities of 
the MFi(x) functions (i=1,2,..N), included in the shading of FOU. 

In this case, for example if we have Gaussian primary membership function 
(MF), very often the uniform shading over the entire FOU means the uniform 
weighting, possibilities. T2 FS with FOU representation and uniform possibilities 
on FOU is called interval type-2 FS (IT2 FS). 

The second way is to use 3D representation, where the F1 fuzzy set A(x) is rep-
resented in the domain xOy, and in the third dimension for every crisp member-
ship value A(x) of the basic variable x a value of possibility (or uncertainty) is 
given as the function MF(x,A(x))= ))(,( xAxμ . It is the embedded 3D T2 FS (Fig. 

1). On Fig. 1 the value ))(,( xAxμ  has a Gaussian distribution value to represent 

the uncertainty of the type 1 fuzzy set (T1 FS). This uncertainty is the lowest at 
the kernel of the T1 FS. 
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Fig. 1. 3D T2 FS 

In Fig. 2 the value ))(,( xAxμ  is a random value from the interval [0,1]. 
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3 Distance-Based Operators on Type 2 Fuzzy Sets 

The maximum distance minimum operator with respect to [ ]1,0∈e  is defined as 
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The minimum distance maximum operator with respect to [ ]1,0∈e  is defined as 
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It can be proven by simple computation that if the distance of x and y is defined 
as ( ) yxyxd −=,  then the distance-based operators can be expressed by means 

of the min and max operators as follows [14]: 
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Let A(x) and B(x) be two triangular T1 FS on the universe X, and let e be a fix 

parameter of the operators minmaxe  and maxmine . Let the T2 FS type represent the 

result of operation minmaxe  and maxmine , that is, the dominance of one of the 

fuzzy operands, A(x) or B(x). Dominance means to be closer to the given parame-
ter (level) e. The program solution is as follows: 

 
if abs(A(x)-e)<abs(B(x)-e)   

then T2A(x,A(x))=1 and T2B(x,B(x))=0; 
else T2A(x,A(x))=0 and T2B(x,B(x))=1; 

end. 
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It is easy to observe, that at the third dimension we clearly see the result of the 
minmaxe (A(x), B(x)) operation, and at the basic plain we have the representation of 

the maxmine , which is basically dual pair of the result minmaxe  (A(x), B(x)). 

It is shown that using this calculus a new, T2 representation of the operation re-
sult can be achieved. In this case a uniform uncertainty level exists (Fig. 2). 
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Fig. 2. T2 as result of the DBO 

Let now the parameter e be changeable just as the change of the basic variable 
x. It can be a random value from the interval [0,1] or for example a measured pa-
rameter of the uncertainty at the current value of x. 

The program solution is as follows: 
 
if abs(A(x)-randome)<abs(B(x)-randome) 

then T2A(x)=1 and T2B(x)=0; 
else T2A(x)=0 and T2B(x)=1; 

end.  
With the changeable parameter e it is not anymore a uniform level of uncer-

tainty, but it still shows the dominance of one of the operands A(x) or B(x). The 
T2A and T2B values are from the set of {0,1}. (Fig. 3) 
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Fig. 3. T2A and T2B values with random e 
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3.1 T2 Result on T2 Operands 

Let T2A(x, A(x)) and T2B(x, B(x)) be T2 fuzzy sets, with random fuzziness. Let us 

find ( )BTATe 2,2maxmin , calculating it on the domain ( ))(),(maxmin xBxAe , tak-

ing into account the fuzzy values T2A and T2B of the fuzzy membership functions 

A(x) and B(x). Let the parameter e of the operator minmaxe  be fixed now. 

The value of uncertainty of result is shown in Fig. 4, and the program solution 
is as follows: 
 
if abs(A(x)-e)<abs(B(x)-e) 

then maxeAB(x)=A(x) and  maxe(x)=T2A(x); 
else maxeAB(x)=B(x) and maxe(x)=T2B(x) 

end. 
 

where maxeAB(x) is the T1 FS, as the result of the opera-

tion ( ))(),(maxmin xBxAe , and the related T2 FS value is maxe(x). 
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Fig. 4. T2 result on T2 FS 

4 Mamdani Type Approximate Reasoning 

In Mamadani-based FLC the model the rule output ( )yBi
' of the ith rule if x is Ai 

then y is Bi in the rule system of n rules is represented usually with the expression 

 ( ) ( ) ( ) ( )( )( )( )yBxATxATyB ii
Xx

i ,,sup ′=′
∈

 (5) 
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where ( )xA'  is the system input, x is from the universe X of the inputs and of 

the rule premises, and y is from the universe of the output. For a continuous asso-
ciative t-norm T, it is possible to represent the rule consequence model by 

 ( ) ( ) ( )( ) ( )⎟
⎠

⎞
⎜
⎝

⎛ ′=′
∈

yBxAxATTyB ii
Xx

i ,,sup  (6) 

The consequence (rule output) is given with a fuzzy set B’(y), which is derived 
from rule consequence B(y), as an upper-bounded, cutting membership function 
derived from the  of the B(y). The cut, 

 ( ) ( )( )xAxATDOF i
Xx

i ',sup
∈

=  (7) 

is the generalized degree of firing level of the rule, considering actual rule base 
input A’(x), and usually depends on the covering over A(x) and A’(x), i.e. on the 
sup of the membership function of T (A’(x),A(x)). 

Rule base output, outB'  is an aggregation of all rule consequences Bi’(y) from 

the rule base. As aggregation operator usually S conorm fuzzy operator is used. 

 ( ) ( ) ( ) ( ) ( ) .))))y, ByB,S(....,S(y,S(By S(By B n-nout ''''' 121=  (8) 

The crisp FLC output outy  is constructed as a crisp value calculated with a de-

fuzzification method. 

4.1 Approximate Reasoning Based on Distance-Based Operators 

Because of the properties of the distance-based operators [14], it was unreasonable 
to use the classical degree of firing, to give expression to coincidence of the rule 
premise (fuzzy set Ai), and system input (fuzzy set A’), therefore a degree of coin-
cidence (Doc) for these fuzzy sets has been initiated. It is nothing else, but the 
proportion of area under membership function of the modified entropy-based in-
tersection of these fuzzy sets, and the area under membership function of their un-
ion (using max as the fuzzy union). There are several types of reasoning methods 
based on those similarity measures of two fuzzy sets [14]. 

The rule output fuzzy set (Bi’) should achieved as a cut of rule consequence (Bi) 
with Doc. 

 ( ) ( )( )iii DocyByB ,max' =  (9) 
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where Doci is the degree of coincidence, and gives expression to coincidence of 
the rule premise (fuzzy set A), and system input (fuzzy set A’) in the ith rule of the 
rule system: 
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The FLC rule base output is constructed as crisp value, calculated from associa-
tive using of the t-conorm on all rule outputs Bi’(y) [14]. 

5 Approximate Reasoning in T2 Environment 

Let us assume, that we have T2 fuzzy sets as the rule premise of the rules and as 
the system input, described respectively by 

 (x))Ax, =(x))A(x,MFA iii (μ  (11) 

and 

 (x))A'x, =(x))A'(x,MFA' (μ , (12) 

where the fuzziness represent the uncertainty of T1 fuzzy membership values 
of these sets. 

Let take into the consideration the fuzziness of these fuzzy sets. Calculating the 
rule output it is possible to introduce weightiness at the ith rule proportionally with 
the fuzziness of rule premise and rule input in the considered rule. The gain value 
Gi (weightiness of the observed ith rule) can be calculated as the maximum fuzzi-
ness at xi*∈X, where 

 ( ) ( )( ) ( ) ( )( )∗∗

∈
== iiii

Xx
i xAxATxAxATDOF ',',sup  (13) 

regarding (x))A(x,MFA ii  and (x))A'(x,MFA' , i.e. 

 ( )(x))A'(x,MFA'(x)),A(x,MFAmaxG iii =  (14) 

The weighted ith rule output is calculated by the 

  ( ) ( )( )yBDOFTGyB iii ,*' = . (15) 
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If we apply the distance-based operators in the reasoning process, the gain Gi 
can be the maximum of the fuzziness at the level e, where e is the unit element of 
the operator. 

5.1 Example 

Applying Matlab Fuzzy toolbox, and using Gaussian distribution for the represen-
tation of the fuzziness of the rule premise and system input, based on the basic op-
erators of min and max, the control surfaces are presented: 

• In Fig. 6 without weighted rule outputs, 
• In Fig. 7 with weighted rule outputs. 

The investigated system is a MISO system, usually used in the case of control 
problems with two inputs on the universe 21 XX ×  (for example error and error 

changes), shown on Fig. 5. 

System no
g
ain: 2 inputs, 1 outputs, 5 rules

input1 (3)

input2 (3)

output1 (3)

no
g
ain

(mamdani)

5 rules

 

Fig. 5. The investigated system 

Using gains Gi a significant result was achieved. There are areas of the universe 
of inputs 21 XX × , where the control surface represents a stable, almost constant 

output, thanks to the rule outputs weighted by the level of fuzziness of the fuzzy 
outputs. It can have positive influence on the stability of the system. 
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Fig. 6. The investigated system’s control surface without gains 
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Fig. 7. The investigated system’s control surface with gains 

Conclusions 

After a short introduction about type-2 FS, distance-based operators and Mamdani 
type reasoning method, a possible calculation for T2 results of T2 operands was 

given based on maxmine  operator. It is of primary importance in all preliminary 

works in order to later construct inference mechanism based on this family of 
fuzzy operators and T2 fuzzy logic. Furthermore a possible influence of the fuzzi-
ness of fuzzy sets involved in approximate reasoning model was given, based on 
Mamdani type fuzzy approximate reasoning. In the reasoning process the observed
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 rule in the rule base system is weighted by the measure of fuzziness at the 
highest point of the common area of the rule premise and system input. The con-
trol surfaces show that the gained reasoning process returns more powerful control 
than the classical type of reasoning process. 
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constant (FSC) taking into account of our earlier results and the concept of “unde-
tached observer” introduced by Pauli. A joint possibilistic-probabilistic approach 
and a two-fold “controlling-observing equations” are proposed for a new reinter-
pretation of FSC using specific bivariate possibility distribution as a hypotheti-
cally proper concept of FSC. 

1 Introduction 

In our earlier papers we discussed some interesting potentially fruitful “results” of 
the Pauli-Jung correspondence concerning mainly the problem of the fine structure 
constant. [37-38]. Since Heisenberg’s early work, [18] many authors have dealt in 
detail, with the different scientific, physical, psychological and historical aspects 
of the cooperation of these two Great Minds of the 20th Century (e.g. [12, 13, 15]). 

Our early consideration mainly focuses on the germs of the background control 
and system theory connected strongly with the interpretation of fine structure con-
stant and number archetype 137. [20, 21] On the basis of this approach we intro-
duced a new, very simple mathematical formula, a so-called “controlling-
observing equation” for computation and symbolical interpretation of the fine 
structure constant and Number-archetype 137. [8] Concerning the characteristic 
epistemological problem of FSC we may cite the next concise “evaluation”. 

“The mystery about (the FSC) it is actually a double mystery. The first mystery 
– the origin of its numerical value α ≈ 1/137 – has been recognized and discussed 
for decades. The second mystery – the range of its domain – is generally unrecog-
nized.” [11] 
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Concerning the last “statement” our conjecture is that for the interpretation of 
the FSC a “joint” probabilistic-possibilistic approach can be realized, which is cor-
responding to the Pauli’s interpretation on the role of probability in physics [17]1 

After the critical evaluation of the Bernoulli’s theorem, from the point of view 
of the undetached observer and the anticipated “theory of possibility”, it seems to 
be, as Pauli would propose a complementary treatment of the so called objective 
(“Kolmogorovian”) and subjective (e.g. Keynesian, von Mises and de Finetti-like, 
etc.) probabilities. From the point of view of the question for “probability vs. pos-
sibility”, in the measurement practice every probability distribution “automati-
cally” generates a possibility variables on the limits of the distributions. Contrary, 
as we shell show, the possibility concepts under certain general conditions can be 
derived from the properties of the uniform probability distribution. This approach 
in a natural way rises up the problem of the undetached observer. [12, 15] 

Reflecting to the opinion of Bohr on the “detached observer” (1955) Pauli un-
derlined the significance of the concept of the undetached observer in the future of 
physics: 

“Dear Bohr, … under your great influence it was indeed getting more and more 
difficult for me to find something on which I have a different opinion then you. To 
a certain extent I am therefore glad, that eventually I found something: the defini-
tion and the use of the expression ‘detached observer’… I consider the impredict-
able change of the state by a single observation in spite of the objective character 
of the results of every observation and notwithstanding the statistical laws for the 
frequencies of repeated observation under equal conditions to be an abandonment 
of the idea of the isolation (detachment) of the observer from the course of physi-
cal events outside himself.” [12] 

Accepting Pauli’s opinion on the partially undetached observer we propose that 
the theoretical and experimental results of the FSC are naturally and properly dif-
ferent as marginal cases originated from an output of an unknown but hypotheti-
cally (in principle) identifiable bilinear system. Applying the possibilistic and 
probabilistic approach the joint (bivariate) possibility distribution of the FSC can 
be concerned as an output possibility distribution of a possibilistic (fuzzy) control 
system similarly to the random interpretation of the FSC. In this last case as we 
mentioned above the output would be treated by the bivariate probability distribu-
tion of the output of a bilinear stochastic system. 

                                                           
1 “In this purely mathematical form, Bernouilli’s theorem in thus not as yet susceptible to em-

pirical test. For this purpose it is necessary somewhere or other to include a rule for the attitude 
in practice of the human observer, or in particular the scientist, which takes account or the sub-
jective factor as well, namely that the realization, even on a single occasion, of a very unlikely 
event is regarded from a certain point on as impossible in practice. Theoretically it must be con-
ceded that there is still a chance, different from zero, of error; but in practice actual decision are 
arrived at in this way, in particular also decisions about the empirical correctness of the statistical 
assertions of the theories of physics or natural science. At this point one finally reaches the limits 
which are set in principle to the possibility of carrying out the original programme of the rational 
objectivation of the unique subjective expectation.” [17] 
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Therefore, it means that the searching an “average”, as looking only one value 
of the FSC from our point of view hopeless and possible biased approach. Our en-
deavor is looking for a control and system-like approach (see still e.g. [14]) for the 
joint treatment of the probabilistic and possibilistic analysis taking into considera-
tion the necessary role of the partially undetached observer as an essential part of 
the hypostatized unknown but principally identifiable system. This approach 
forms a quite different angle comparing with the usual characteristic interpreta-
tions of FSC. Contrary with these approximations we postulate a possibilistic, 
probabilistic relationship between the obtained results of the two kinds (concern-
ing the experimental and theoretical computations) of the partially undetached ob-
servers.2 To anticipate, we shall stress that our approach is basically empirical and 
heuristic and it concerns the questions of discovery rather than that of philosophi-
cal legitimacy. 

2 A Simple Controlling-Observing Interpretation of the Fine 
Structure Constant 

The fine structure constant is a ratio which characterizes the “amount” of the elec-
tromagnetic (mutual) effect (independent of the selection of the dimension) and 
can be found in the description of the fine structure of hydrogen spectrum: 

2

04
e

h c
α

π ε
=  

where e is the elementary charge of electron, c is the speed of light, h is the 
Planck-constant and ε0 is the vacuum permittivity. On the other hand, the value of 
fine structure constant can be calculated from the direct measurements too How-
ever, the specific “value of the concept” obtained from the measurements depends 
upon the type (and accuracy) of the concrete quantum-electrodynamic model. [20] 

Without knowing the “accepted”, probably, most accurate values (considering 
just the 137.03… value of FSC), the following formula for the “general” (syn-
chronistic) definition of the fine structure constant was proposed in 1983 by Stan-
bury [6]): 

( ) ( )παππππππα 12231 ...0363037,137144 −− ==++=++=  
It can be seen that this formula is simple, general, self-expressive and aestheti-

cally also neat. Furthermore, besides π, sufficiently – according to certain old 
“scientific” (alchemical) and traditionally hermeneutical rules – it consists only of 
the first four integer numbers. The first three numbers (as powers) have some 
“generative characteristics”, but the fourth one (i.e. 4) with certain topological 
characteristics (as a multiple) also meets the usual “symbolic demands”. 
                                                           
2 The possibilistic approach is in complete harmony with Pauli’s opinion because contrary to the 

fruitful possibility description of the relationships between very uncertain variables and events, the 
probabilistic approach (average, correlation etc.) can not properly characterize the „possible” connec-
tions among the improbable events (i.e. events with very low probabilities). 
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Therefore, it is able to symbolize the completeness or perfectness according to 
the mentioned hermeneutical principles. On the other hand, the first three integer 
numbers appear in generative way as powers of π, while the fourth one, the ‘4’, 
hints at a topological structure (as a multiple) satisfying the usual Jungian interpre-
tations, as well [20, 21]. 

The essence of the interpretations is that the tetragonal substitution of π can be 
4 as outside the square-measure or 2 as the inside square-measure of the “genera-
tive circle” with unit radius. 

Applying the previous quaternary substitutive “interpretations” the following 
natural (integer) structure numbers can be obtained 

( )1 3 2 14 4.4 4 4 4.64 16 4 256 16 4α − = + + = + + = + +  

( )1 3 2 12 4.2 2 2 4.8 4 2 32 4 2α− = + + = + + = + +  

( ) ( ) ( )1 1
14 4

1 137 138
2 2

α α
α π

− −
−− = < < =  

It is also well-known, according to the latest research on the basis of the more 
precise astronomical measurements, that the empirical value of the fine structure 
constant probably depends on time too [22].3 

It can be seen that this formula and value can probably be considered as a cru-
cial orienting parameter which is of course, not the empirical fine structure con-
stant in itself.4 

On the basis of Stanbury’s note Sherbon suggested the next interesting and im-
portant corrected formula [5]: 

( )1 3 2 24 1 137.03599916rα π π π π− −≅ + − + ≅  

where rπ  is the harmonic of π  radians = 180 [40]. It can be seen that this for-

mula and value can be considered as a further step to a hypothetical controlling 
expression. However on the basis of the revised interpretation of the famous 
“World Clock vision” of Pauli as the “spontaneous symbolic expression” of the 
fine structure constant „observed” partly unconsciously by Pauli – following 
Sherbon “corrective formula” – we may proposed a new mediator number arche-
type related to the fine structure constant. [8] 

                                                           
3 Not concerning the details, hypothetically we can say that circa in the “middle of the age” of 

the Universe, the value of the fine structure constant was approximately 137.0368… although the 

actual accepted value is roughly 137.0360… [22] (The introduced formula of 1α−  has the value 
of 137,0363037… that occurred in the given time interval of the Universe). 

4 It is also obvious, that from the point of view of the life, the value of the FSC can not change 
arbitrarily. Were its value is very different, carbon atoms would not be stable and organic life, as 
we know, would not be possible. This evidence increasing underlines the significance of 137 as 
an integer and, at the same time, as a mediator or controlling number. The latter seems to be a 
perfect manifestation for the mutual concept of the arithmetic and geometric number archetype 
and at the same time as a central number archetype of the Self (Selbst). [20] 

( )1 3 24
1 1
δ δα π π π π
δ δ

− = + + −
− +

, 
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( )
2

1 3 2

1

2 2, 4
360 360

n

n

π πδ α π π π π
∞

−

=

⎛ ⎞= = + + − ⎜ ⎟
⎝ ⎠

∑  

The value ( )1 137.0359990656α π− =  obtained from this formula is prac-

tically equivalent to the proposed result of the fine structure constant 
(137.035999070 and 137.035999084) obtained by measurements in 2007 and 
2008, respectively. [10, 24] On the generalization of the above formula we may 
introduce the next “Controlling-Observing Equation” of the Fine Structure Con-
stant: 

( )1 3 2, 4 ,
1 1

x δ δα π π π π
δ δ

− = + + −
− +

 
2
x
πδ =  

( )
2

1 3 2

1

2, 4
n

n
x

x
πα π π π π

∞
−

=

⎛ ⎞= + + − ⎜ ⎟
⎝ ⎠

∑  

This general formula expresses that there are different courses and rhythms for 
the circulation of the circle with unit radius. If the x is equal to 32 the value of the 
expression is 136.99…, it means that from practical point of view x = 32 (33) gen-
eralizes the number archetype 137. In the second parts of our earlier paper we 
gave manifold interpretations for the controlling and observing character of this 
equation. [8] 

The selection of the 360 = 36 × 10 seems to be very natural for us. In the fa-
mous vision of Pauli the number 32 in the given context and the “spiritual envi-
ronment” generate the number 360. The 36 is a pair of 32 in Pauli thinking (see 
his preoccupation of 32-36 and 137 [20]). The ten (10 = 3 + 7) is a permanent fac-
tor in the dreams and their interpretations of Pauli. The 36 is a really strong num-
ber archetype in a Jungian sense of the word. It has a mediator role because it has 
as objective importance as the first composed natural number (62 = 36, 3 × 12 = 36 
= 4 x 9 =22× 32 = 36). From other side the 36 has some evidently „human as-
pects”, as well. Symbolically the 1–∂ and 1+∂ can express an oppositional prop-
erty for the two circulations using the step length of the rhythm of circulation. 
This oppositional character of delta can be interpreted in a symbolic mathematics 
according to Pauli, as an “orthogonal, perpendicular” relationship. In the last part 
of this paper we shell generalize the above controlling-observing equation of FSC 
for the interpretation of the complex plane according to Pauli’s further “observa-
tions”5. [15, 17] 

                                                           
5 Some physicists have the opinion that the FSC is only an esthetical category, which can be actu-

ally everywhere bypassed in the modern physics. According to this view (obviously rejecting the idea 
found in Pauli’s famous study of Kepler) it can be considered like Kepler’s real physics, i.e. his 
mathematical laws about the orbit of planets, relates to his idea about eternal harmony. Others are con-
structing unexplainable and uninterpretable complex equations of all kinds in order to approximate the 
most recent measurement results of FSC. Our endeavor falls between the “physical negation” and the 
playfulness and is related to a new such a formula partly derived from Pauli’s imagination which be-
yond the physics also carries productive and well interpretable meaning, and perhaps may give a crea-
tive impulse for the future physics as well. 
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3 Some Basic Concepts of “Possibility Number Theory” (Joint 
Possibility Distributions and Copulas) 

3.1 Concept of the Possibility Distributions 

A fuzzy number A  is a fuzzy set  with a normal, fuzzy convex and continuous 
membership function of bounded support. The family of fuzzy numbers is denoted 
by F  Fuzzy numbers can be considered as possibility distributions [4]. A fuzzy 

set C  in 2  is said to be a joint possibility distribution of fuzzy numbers 

,A B F∈ , if it satisfies the relationships [1] 

 max{ | ( , )} = ( )x C x y B y  and max{ | ( , )} = ( )y C x y A x  

for all ,x y∈ . Furthermore, A  and B  are called the marginal possibility 

distributions of C . Let A F∈  be fuzzy number with a γ -level set denoted by 

1 2[ ] = [ ( ), ( )]A a aγ γ γ , [0,1]γ ∈ . 

A function :[0,1]f →  is said to be a weighting function if f  is non-

negative, monotone increasing and satisfies the following normalization condition 

 
1

0
( ) = 1.f dγ γ∫  

If ,A B∈F  are non-interactive then their joint membership function is defined 

by =C A B× . It is clear that if [ ]x A γ∈  and [ ]y B γ∈  then ( , ) [ ]x y C γ∈ . 

3.2 Copulas 

Copulas characterize the relationship between a multidimensional probability 
function and its lower dimensional margins. A two-dimensional copula is a func-

tion 2:[0,1] [0,1]C →  which satisfies [1] 

• (0, ) = ( ,0) = 0C t C t  

                                                                                                                                     
• (1, ) = ( ,1) =C t C t t  for all [0,1]t∈  
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• 2 2 1 2 2 1 1 1( , ) ( , ) ( , ) ( , ) 0C u v C u v C u v C u v− − + ≥  for all 

1 2 1 2, , , [0,1]u u v v ∈  such that 1 2u u≤  and 1 2v v≤ . 

Equivalently, a copula is the restriction to 2[0,1]  of a bivariate distribution 

function whose margins are uniform on [0,1] . The importance of copulas in sta-

tistics is described in the following theorem. 
 
Theorem (Sklar, [3]): Let X  and Y  be random variables with joint distribution 
function H  and marginal distribution functions F  and G , respectively. Then 
there exists a copula C  such that 

( , ) = ( ( ), ( )),H x y C F x G y  

moreover, if marginal distributions, say, ( )F x  and ( )G y , are continuous, the 

copula function C  is unique. Conversely, for any univariate distribution functions 

F  and G  and any copula C , the function H  is a two-dimensional distribution 
function with marginals F  and G . Thus copulas link joint distribution functions 
to their one-dimensional margins and they provide a natural setting for the study 
of properties of distributions with fixed margins. For further details, see Nelsen 
[2]. For any copula C  we have, 

 ( , ) = max{0, 1} ( , ) ( , ) = min{ , }.W u v u v C u v M u v u v+ − ≤ ≤  

In the statistical literature, the largest and smallest copulas, M  and W  are 
generally referred to as the Fréchet-Hoeffding bounds. 

3.3 Joint Possibility Distributions 

Let C  be a joint possibility distribution of fuzzy numbers ,A B F∈ . The f -

weighted measure of possibilistic covariance between ,A B F∈ , (with respect to 

their joint distribution C ), defined by [1], can be written as [1] 

 
1

0
C ( , ) = C ( , ) ( ) ,fov A B ov X Y f dγ γ γ γ∫  

where X γ  and Yγ  are random variables whose joint distribution is uniform on 

[ ]C γ  for all [0,1]γ ∈ . 
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For uniform distributions on 1 2[ ( ), ( )]a aγ γ  and 1 2[ ( ), ( )]b bγ γ  we look for a 

joint distribution defined on the Cartesian product of this level intervals (with uni-

form marginal distributions on 1 2[ ( ), ( )]a aγ γ  and 1 2[ ( ), ( )]b bγ γ ): this joint 

distribution can always be characterized by a unique copula C , which may de-
pend also on γ . 

3.4 Non-interactive Fuzzy Numbers 

The product copula ( , ) =x y xyΠ  corresponds to non-interactive fuzzy numbers 

(with zero covariance). [1] 

If A  and B  are non-interactive, i.e. =C A B× . Then [ ] = [ ] [ ]C A Bγ γ γ× , 

that is, [ ]C γ  is rectangular subset of 2R  for any [0,1]γ ∈ . Then X γ , the first 

marginal probability distribution of a uniform distribution on 

[ ] = [ ] [ ]C A Bγ γ γ× , is a uniform probability distribution on [ ]A γ  (denoted by 

Uγ ) and Yγ , the second marginal probability distribution of a uniform distribu-

tion on [ ] = [ ] [ ]C A Bγ γ γ× , is a uniform probability distribution on [ ]B γ  (de-

noted by Vγ ) that is Xγ  and Yγ  are independent. So, 

 c ( , ) = c ( , ) = 0,ov X Y ov U Vγ γ γ γ  

for all [0,1]γ ∈ , and, therefore, we have 

 
1 1

0 0
C ( , ) = c ( , ) ( ) = 0 ( ) = 0.fov A B ov X Y f fγ γ γ γ γ γ×∫ ∫  

If A  and B  are non-interactive then C ( , ) = 0fov A B  for any weighting 

function f . (see Fig. 1) 

The upper Fréchet-Hoeffding bound of copulas, ( , ) = min{ , }M x y x y  cor-

responds to interactive fuzzy numbers with correlation 1 (see Fig. 2) 
The lower Fréchet-Hoeffding bound of copulas 
( , ) = max{0, 1}W u v u v+ −  corresponds to interactive fuzzy numbers with 

correlation -1 (see Fig. 3). 
 

672 P. Várlaki, R. Fullér, and I.J. Rudas



 

Fig. 1. The case of non-interactive fuzzy numbers A  and B . 

 
Fig. 2. The case of 1=),( BAfρ . 

 

Fig. 3. The case of 1=),( −BAfρ . 
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4 Two-Dimensional Possibility Distribution (Bivariate Fuzzy 
Number) of FSC 

4.1 The Basic Concept 

Applying the above summarized basic concept of the “possibility number theory” 
we introduce the concept of FSC as a two dimensional possibility distribution 
(bivariate fuzzy number) on the complex plane by the following way: 

( ) ( ), ,C x y ALPHA x yα = , 

where, x is the real and y the imaginary part for the possible experimentally and 
theoretically computed values of the FSC. 

Here the set of estimated values obtained from the measurements is character-

ized by the real marginal possibility distribution ( ) ( )C x ALPHA xα =  mean-

while the possible values of the theoretically computed results of FSC can be 
characterized by the imaginary part of the marginal possibility distribution 

( ) ( )C y ALPHA yα =  of the joint possibility distribution ( ),C x yα . 

Now, instead of the average or median value of the marginal possibility distri-
bution we propose apply the so called most likely values of both marginal possi-
bility distributions for the estimate of the experimental (real) and theoretical 
(imaginary) marginal possibility distributions of the joint possibility distribution 
of FSC. 

4.2 Complementary Possibilistic-Probabilistic Interpretation of 
the “Double-Faced” Concept of the FSC 6  

Now let us summarize the main features and properties of the joint possibility dis-
tribution or bivariate fuzzy number of the fine structure constant. 

Marginal possibility distributions are defined from their joint possibility 
distribution by the principle of falling shadows. Marginal probability distributions 
are defined from their joint probability distribution by the principle of falling 
integrals. 

In probability theory the notion of mean value of functions of random variables 
plays a fundamental role in defining the basic characteristic measures of 

                                                           
6 It is interesting that in our case the experimental vs. theoretical and possibilistic vs. probabilis-

tic approaches constitute a quaternion, which concept was so important in the Pauli scientific and 
spiritual world view. [15, 17] 
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probability distributions. For instance, the measure of covariance, variance and 
correlation of random variables can all be computed as probabilistic means of their 
appropriately chosen real-valued functions. 

In our proposal we equip each level set of a possibility distribution (represented 
by a fuzzy number) with a uniform probability distribution, then apply their 
standard probabilistic calculation, and then define measures on possibility 
distributions by integrating these weighted probabilistic notions over the set of all 
membership grades. These weights (or importances) can be given by weighting 
functions. Different weighting functions can give different (case-dependent) 
importances to level-sets of possibility distributions. 

The possibilistic mean value of a possibility distribution is nothing else but the 
weighted average of the probabilistic mean values of the respective uniform 
distributions on the level sets of that possibility distribution. 

The measure of possibilistic variance is nothing else but the weighted average 
of of the probabilistic variances of the respective uniform distributions on the level 
sets of that possibility distribution. 

The possibilistic covariance between marginal possibility distributions of a 
joint possibility distribution is defined as the weighted sum of probabilistic 
covariances between marginal probability distributions whose joint probability 
distribution is (supposed to be) uniform on each level-set of the joint possibility 
distribution. 

The measure of possibilistic correlation between marginal possibility 
distributions of a joint possibility distribution is defined as their possibilistic 
covariance diveded by the square root of the product of their possibilistic 
variances. 

In other words, possibilistic correlation represents an average degree of 
interaction between marginal distributions of a joint possibility distribution as 
compared to their respective variances. 

If the marginal possibility distributions of a joint possibility distribution are 
independent (or non-interactive) then their correlation coefficient is equal to zero, 
and their joint possibility distribution is nothing else but the Cartesian product of 
the marginal possibility distributions. In this case the level-sets of the joint 
possibility distribution are rectangulars. That is, any level set of the joint 
possibility distribution is the Cartesian product of the level sets of the marginal 
possibility distributions. 

If marginal possibility distributions of a joint possibility distribution are 
completely positively correlated, that is their correlation coefficient is equal to 
one, then the level-sets of the joint possibility distribution are simple line 
segments; and any level set of the second marginal distribution is a positive affine 
transform of the corresponding level set of the first marginal distribution. 

If marginal possibility distributions of a joint possibility distribution are 
completely negatively correlated, that is their correlation coefficient is equal to 
minus one, the level-sets of the joint possibility distribution are simple line 
segments; and any level set of the second marginal distribution is a negative affine 
transform of the corresponding level set of the first marginal distribution. 
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In probability theory copulas link joint distribution functions to their one-
dimensional margins and they provide a natural setting for the study of properties 
of distributions with fixed margins. 

The importance of copulas in statistics is described in the previous part of the 
paper. Note, in particular, that a copula is itself a continuous bivariate probability 
distribution with uniform margins. [1] 

For any copula K  as we have seen, we have, 

 ( , ) = max{0, 1} ( , ) ( , ) = min{ , }.W u v u v K u v M u v u v+ − ≤ ≤  

In the statistical literature, the largest and smallest copulas, M  and W  are 
generally referred to as the Fréchet-Hoeffding bounds. It is clear that the lower 
Fréchet-Hoeffding bound of copulas is the Lukasiewitz triangular norm, and the 
upper Fréchet-Hoeffding bound of copulas is the minimum triangular norm. 

The upper Fréchet-Hoeffding bound of copulas, M(x,y) = minx,y is linked to 
interactive marginal possibility distributions with correlation 1. The lower 
Fréchet-Hoeffding bound of copulas W(u,v) = max 0,u+v-1 is linked to interactive 
marginal possibility distributions with correlation -1. The product copula 

( , ) =x y xyΠ  is linked to non-interactive marginal possibility distributions. 

5 The Two-Dimensional Possibility Distribution for the 
Pauli’s Equation of FSC7 

Applying the results from the previous chapters we introduce the joint possibility 
distribution of FSC by the following way: 

 ( ) ( ) ( ) ( )( )1 1, , ,C x yi ALPHA x yi ALPHA x yiα π πα α− −= = , 

where ( )1 xπα
−  is the real version of the “Pauli’s equation” for the 

experimental results meanwhile ( )1 yiπα
−  is the imaginary part for the theoretical 

result of FSC, respectively. Applying the “Pauli’s equation” we obtain the 
following formulas 

( )1 3 24
1 1

x x

x x

xπ
δ δα π π π
δ δ

− = + + −
− +
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x x
πδ =  
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2

1 3 2

1

24
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n
x

xπ
πα π π π

∞
−

=

⎛ ⎞= + + − ⎜ ⎟
⎝ ⎠

∑  

                                                           
7 The “concept” of „Pauli equation” on the basis of the Stanbury’s note was initiated by Sherbon [5]. 
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Here we rise up to hypothesis that the most likely value of the real marginal 

possibility distribution of FSC (for experimental results) ( )1 xπα
−  can be obtained 

when x=360. From other side according to our conjecture the most likely value of 
the imaginary marginal possibility distribution of FSC (for theoretical results) 

( )1 yiπα
−  can be obtained when y=360, i.e. 
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Fig. 4. The illustration of ‘twin’ interactive fuzzy numbers of FSC with possibilistic correlation 1 

Consequently the FSC as number archetype is a two dimensional possibility 
distribution or in other words a bivariate fuzzy number, which is realized by its 
two marginal possibility distributions. As we have seen there is a complementary 
probabilistic interpretation of the two dimensional possibility distribution trough a 
suitable undistinguishable bivariate uniform probability distribution. In other 
words in the complementarity concept of the possibilistic and probabilistic 
approaches there is a final undistinguishability between the two dimensional 
possibility and bivariate uniform probability distributions. 
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More specifically we apply the most likely value of both marginal possibility 
distributions for the characterization of the experimental and theoretical results of 
FSC. One of these is related to the experimental and the other one is related to the 
theoretical result of FSC. 

In our cases for the most likely values of the two marginal possibility 
distributions from the above formulas we obtain 

( )1 360 137,0359990656...xπα
− = =  and 

( )1 360 137,035999251...yπα
− = =  

The latest experimental result (2008) and the latest theoretical result (2008) 
have the following values [9, 10]: 

1 137,035999084...eα
− =  and 1 137,035999252...tα

− = 8 

The above interpretations and results are illustrated in Fig. 4. 

Conclusions 

A new possibilistic-probabilistic approach was proposed for the interpretation and 
evaluation of the experimental and theoretical results of the FSC. On the basis of 
this approach a bivariate possibility distribution was applied on the complex plane 
for the possibilistic interpretation of the so called “Pauli’s equation”. We have 
shown that the most likely values of the marginal possibility distributions are 
almost the same as the latest experimental and theoretical results (2008) of FSC9. 

                                                           
8 As we mentioned earlier the experimental results in 2006 and 2007 are cca around 137.03599907. 

[24] 
9  The epistemological and hermeneutical interpretations of the problem can be found in [25]. 
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Role of the Cyclodextins in Analytical 
Chemistry 
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their other applications (e.g. pharmaceutical, food and cosmetics) are out of scope. 
Their fluorescent, sensory and chromatographic (solid phase extraction, gas chro-
matography, high performance liquid chromatography, capillary electrophoresis) 
applications are detailed. Special emphasizes is taken for the chiral recognition 
feature of cyclodextrins. 

1 Introduction 

This article reviews the present status of the applications of cyclodextrins (CDs) in 
chemical analyses. CDs are frequently applied as sensors, fluorescence enhance-
ment agents, adsorbers in sample collections processes, purification agents in 
sample pretreatment and as separation agents in instrumental analyses [1]. CDs are 
also applied frequently as control release agents in pharmaceutical administra-
tions, solubilizers and stereo specific catalysts in synthetic chemistry and remedia-
tion improving materials in environmental protection [1], however theses applica-
tions are out of scope of this paper. 
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2 Characterization of Cyclodextrins 

2.1 Physical and Chemical Characterization of Cyclodextrins 

CDs are cyclic oligosaccharide molecules (Figure 1), which comprise six, seven or 
eight D(+)-glucopyranose units, assigned the Greek letters, α, β and γ, respectively 
[1]. The glucose units join together with α-1,4-glycosidic linkages. 

 

 

Fig. 1. Shape and chemical structure of β-cyclodextrin. A, shape of β-cyclodextrin; B, chemical 
structure of β-cyclodextrin. The primary hydroxyl groups are on lower rim and the secondary 
hydroxyl groups on the upper rim. 

The CDs have truncated cone shapes (Figure 1a) having axial cavities with 
primary hydroxyl groups (in the C(6) positions) around its narrower rim and, sec-
ondary hydroxyl groups (in the C(2) and C(3) positions) on the opposite, wider 
rim (Figure 1b). Continuous H-bond interactions exist among the secondary hy-
droxyl groups along the wider rim, which give a rigid structure. The main physical 
parameters of CDs are summarized in Table 1. The CDs are solid molecules. CDs 
decompose higher temperature (caramelization) without melting. 

Table 1 Some characteristic data of cyclodextrin molecules [1] 

Cavity (nm) Cyclodextrin 
type 

Number of 
glucose 

units 
Diameter 
(upper) 

Depth 
Molecular 

weight 
Solubility in 

water 
(g/L, 25° C) 

α 6 0.57 0.78 972 145 
β 7 0.78 0.78 1135 18.5 
γ 8 0.95 0.78 1297 232 

The CDs can include molecules in their cavities creating host-guest complexes. 
A tight fitting between of host molecule and cavity of the CD results in a stabile of 
inclusion complex. A deeply immersed host molecule creates more stable 
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 The α-CD  produces  stabile complexes  with  benzene  and  monosubstituted 
benzene derivatives. The β-CD is ideal complexing agent for meta disubstituted 
benzene derivatives. Finally the γ-CDs are ideal partner for polyaromatic-
hydrocarbons (e.g. pyrene, chrysene). 

The CD molecules offer hydrophobic environment in their cavities. The rims 
and outer surfaces of CDs show hydrophilic characters, offering H-bond and elec-
tron donor-acceptor interactions. 

The hydroxyl groups of CDs can substitute various other chemical groups (e.g. 
alkyl, hydroxypropyl, acyl, carboxymethyl, phosphate, sulfate, amine hydroxyl-
amine, etc.). The substitution of CDs results in changes in sizes and shapes of their 
cavities resulting in the shifting their complexation properties comparing with 
their mother (native) compounds. Moreover the substituents offer new interaction 
possibilities too. 

Generally, substitutions of functional group of CDs produce big number of 
molecules differing from each other in the number of substituents, and the posi-
tions of substituents. The methylation of β-CD can produce several thousands 
compounds differing from each other in their substitution rates and patterns. 
Members of such CD derivatives mixtures show also deviations in their physical - 
including complexation- and chemical characters. The variety of molecules further 
increases, if more than one type of derivatizations are managed with CDs. 

An alternative synthesis way is the single isomeric derivatives, where the prod-
ucts have uniform, only one structure [2]. These single isomeric CD derivatives 
show well-defined characteristics, with excellent batch to batch reproducibility. 

2.2 Isomer Selectivity of Cyclodextrins 

The most useful property of CDs is their ability to recognize differences between 
isomeric molecules [1]. 

The CDs can include the isomers in different extent, producing different stabil-
ity complexes with the isomers. CDs can create strong complexes only those 
molecules, which shapes and size fit well to the cavity of CDs. The appropriate 
steric arrangement of functional groups of the guest is also necessary for the 
strong interaction of functional group of CDs. These requirements offer ability to 
use CDs for making differences between isomers. In several occasions, only one 
isomer can create tight fitting complex with CDs. The isomers have different 
shape therefore the isomers can interact differently with CDs. For example, only 
the para isomer of disubstituted benzene isomers can fit well to the cavity of α-
CD. The meta and orto isomers too broad to immerse deeply into the cavity of α-
CD (Figure 2). It means the α-CD creates strongest complex with para isomers 
and weaker ones with orto and meta isomers. 

plex, than other guest molecule, which is immersed in less extent in the cavity of 
CD. Increasing the cavity  size of CDs, they can include bigger and bigger molecules.
com
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Fig. 2. Different inclusion of disubstituted benzene isomers into the cavity of α-cyclodextrin. 
Only the para isomer can deeply immerse into the cavity of α-cyclodextrin. The meta isomers 
immerse less extent than para, and the orto isomers least. The inclusion energies are follow: 
para > meta > orto. 

The CDs are a very effective agent for differentiation of constitutional and 
stereoisomers. Constitutional isomers have same molecular formula, but the atoms 
have different connectivity (e.g. branched chain, anellation, orto-meta-para). 
Stereoisomers are compounds, which made up of the same atoms connected by the 
same sequence of bonds, but having different three dimensional structures [3, 4]. 
The stereoisomers can be cis-trans isomers, enantiomers, diastereomers. Enanti-
omers (enantiomer pairs, optical isomers) are mirror images of each others, but 
they cannot be superposed on their mirror image [3, 4]. Enantiomers are chiral, 
having asymmetry in their structure. Members of an enantiomer pair relate to its 
mirror image as left and right hands. An asymmetrically substituted carbon atom 
results in a asymmetric chiral molecule, creating enantiomer pair with its mirror 
image (Figure 3). 

 

 

Fig. 3. Symbols of enantiomer pair molecules. The central atoms have the same substituents :a, 
b, c, and d. The two molecules are asymmetric (chiral) and they can not be superimposed, be-
cause every substituent is different of central atoms. Two molecules are mirror image (eneti-
omers) of each other. 

Enantiomers are identical chemical and physical properties in symmetric envi-
ronment. In the asymmetric environment, however, the enantiomers act differ-
ently. Since many molecules in the bodies of living beings are enantiomers them-
selves, there is often a marked difference in the effects of members of an 
enantiomer pair on living beings, including human beings. Thalidomide (Conter-
gan) pharmaceutical, a mixture of enantiomer molecules, in which one enantiomer 
produces a desirable antiemetic effect, whereas the other enantiomer is toxic and 
produces a teratogenic side-effect [5]. From 1956 to 1962, approximately 10,000 
children in Africa and Europe were born with severe malformities, including 
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phocomelia, because their mothers had taken thalidomide during pregnancy. En-
antiomeric mixture of Robitussin, an over-the-counter cough medicine caused le-
thal case. The useful enantiomer dextromethorphan worked well, but its enanti-
omer pair, levomethorphan caused lethal overdose effect, because it have 
deposited in patient [6]. These cases and several other disturbances of application 
enantiomeric mixture of pharmaceuticals forced the authority to introduce enanti-
omer pure medications [7, 8]. It means a charial drug can contain less than 0.1% 
of its optical isomer in pharmaceutical products. The requirement of enantiomer 
pure agrochemicals are also introduced some compounds, because those materials 
act differently in the environment [9]. For example, some chiral pollutants show 
enantioselective carcinogenesis. 

The CDs are chiral molecules, therefore they act as chiral selective agents. One 
β-CD molecules has 35 asymmetric atoms, thus it has several possibility for chiral 
selective interactions. The broad spectra of chiral selectivity of a CD molecules 
make them the one of most popular chiral selectivity agents [1, 11-14]. 

Olefins and related structures can also be stereoisomers. If the two high priority 
ligands lie on the same side of the double bond, the system isomer is cis, but if 
they are on opposite sides, the isomer is trans. 

Diastereomeric molecules have more than one asymmetric chiral center, they 
are stereoisomers, but they are not mirror images each other. The physical and 
chemical properties of diastereomer molecules show deviation from each other 
even in a symmetric environment [7, 8]. 

3 Selected Application Fields of Cyclodextrins in Analytical 
Chemistry 

3.1 The Application of Cyclodextrins in Fluorescence 
Spectroscopy 

Fluorescence spectroscopy is a type of electromagnetic spectroscopy which ana-
lyzes emitted light from a sample [15]. It involves using a beam of light (shorter 
wavelength), that excites the electrons in the analyte molecules and causes them to 
emit light (longer wavelength) of a lower energy. CDs have been found to re-
markably enhance fluorescent and phosphorescent emissions of several included 
molecules [1, 16]. Generally, fluorescence phenomenon is stronger in apolar envi-
ronment than in water media, because the oxygen of water acts as quenching 
agents. The CDs shield the included fluorescence molecules from the quenching 
effect of water in their apolar cavity. Moreover the guest molecules are prevented 
from collisional deactivation in the cavity of CD [1]. More than 500 times 
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hancement was reported in the fluorescent emission using CD. The emission 
maximums of analytes are also influenced by inclusion, with a shift towards 
shorter wavelengths. 

It is not necessary to include the whole guest molecules for fluorescent en-
hancement. Only those parts have to include, which are responsible for fluores-
cence emission. 

The sensitivity of detection of mycotoxins can improve with their CD com-
plexes [18]. Several members of mycotocins have native fluorescence emission, 
which enhance and shift the complexation with CDs. In this way, the detection of 
aflatoxins was possible under nanomol concentration range. Carbamate pesticides 
have weak fluorescence emissions in water, but their CD complexes show strong 
emission, achieving μg/ml detection limit from water sample [19]. 

Phosphorence analysis have been done using CD complexes of polyaromatic 
hydrocarbons (PAH) [17]. The PAHs do not show phosphorence in water. They 
produce, however, intensive phosphorence emission, if the PAHs cocomplexed 
with a heavy atom containing molecule (e.g. CH2Br2) in the cavity of CDs. Such 
method is appropriate to determine concentration of PAHs even in 10-13 Mol con-
centration range. 

3.2 Cyclodextrin-B ased Sensors 

A sensor is a device that measures a physical quantity and converts it into a signal 
which can be read by an observer or by an instrument [20]. 

Several publications deal with the application of CDs as substance specific 
highly sensitive sensors [1, 21]. The inclusion complex formation result in chang-
ing physical properties (e.g. electrode potential, spectral band, oscillation fre-
quency) of fixed CD or tested media. A compound of interest, having strong com-
plexation energy can insert the originally included compound from the cavity of 
CD. 

Environmental early warning sensors have been constructed based on CDs 
[21]. Polyvinylchloride polymer containing fixed CD is used as reversible sensor 
for detection of bisphenol A in 7x10-8 mol/L range [22]. 

Phenols and nitro-phenols were selectively sensed with CDs containing elec-
trode using cyclic voltametric method [23]. CD-coated membrane is appropriate 
for determination of organic pollutants by piezoelectric effect [21]. The insertion 
of a fluorescent compound from cavity of CD, causes changing of microenviron-
ment of fluorescent marker molecules resulting in results in significant shift in its 
fluorescent spectra. In many cases, the displaced marker chemically linked to the 
CD achieving a reversible sensor. Such a device has been constructed to attach the 
fluorophor inidolizine to CD for the determination of benzene, toluene, phenol, p-
cresol in 0.00025 0.01 millimol range [24]. 

Several publications are dealing with also CD-based chiral selective sensors 
(e.g. amino acids, enflurane, carvone, methotrexate) [25]. 
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3.3 The Chromatographic Applications of CDs 

3.3.1 Basics of Chromatography 

Chromatography is a separation method in which the components are distributed 
between two phases, one of which is stationary (stationary phase) while the other 
(the mobile phase) moves in a definite direction [26]. 

The outstanding role of CDs is generally acknowledged in those methods 
which are using capillary columns (gas chromatography, supercritical fluid chro-
matography and capillary electrophoresis), but their role also significance in other 
modes of chromatography (liquid chromatography, solid phase extraction and thin 
layer chromatography) [13]. 

The advantages of chromatographic methods are followings in analytical chem-
istry: 

• The chromatography is one of the most frequently used analysis methods. 
The well chosen chromatographic parameters creates a disturbance free 
retention window, where the compounds of interest do not co elute with 
matrix compounds. 

• Chromatography offers determination of trace impurities without distur-
bance of other major constituents. 

• The chromatographic methods have a broad range of linearity (103- 107). 
• Chromatography makes possible the exact determination of trace compo-

nents even in very complex matrices. 
• Chromatography is a fast method. The literature has referred analysis un-

der one sec, but the longest runs are completed within one hour. 
• A chromatography analysis requires small amount of sample (fg – mg). 
• Determination of several compounds during one analysis is well accus-

tomed in chromatography. 
• Chromatographic instruments can couple to structure identification in-

struments (e.g. MS, IR, NMR, ORD). 
• Chromatographic instruments offer well-automated analyses even 24 

hours in a day. 

The advantages of chromatography are most obvious in chiral selective chro-
matography, where the CDs are applied frequently [13]. Namely, the well sepa-
rated members of isomer pair are determined independently from each others. In 
this way even 0.01% minor isomer can be determined exactly without disturbance 
of 99.91% major isomer. 

To manage a chiral chromatographic separation, either the mobile phase or the 
stationary phase must contain chiral selective agents. In chromatography CDs and 
their derivatives are one of the most frequently chiral agents [10-13, 28-30]. They 
are used as part of chiral stationary phases or as chiral mobile-phase additives in 
solution form. The compound which  forms  the  more  stable diastereoisomeric 
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sociation will be more retained, whereas the opposite enantiomer will form less 
stable diastereoisomeric association i.e. will elute first. 

The capillary column using chromatographic methods apply mostly CDs. 
These techniques are very efficient to compensate the moderate selectivity of 
separation agents. The high efficient separations makes possible the separation of 
compounds having only 0.1 kJ/M interaction energy difference with the separation 
agents. [27]. 

3.3.2 Application of Cyclodextrins in Solid Phase Extraction 

Solid phase extraction (SPE) can be used to isolate and concentrate analytes of in-
terest from a wide variety of matrices, including urine, blood, water samples, bev-
erages, soil, animal tissue, and consumer products [31]. In the first step of separa-
tion, the solutions of compound of interests are poured to adsorber, and the 
adsorber retains selectively the compounds from dilute solution. Several disturb-
ing components can wash out during this process. The following step is the re-
tained molecules can elute with a small volume strong solvent from adsorber. 
CDs, bonded solid surface, enable to extract certain components from solutes [32, 
33]. 

β-CD molecules have been bonded to acryl amide polymer matrix, achieving 
better than 95% recovery for ursolic acid. It seems the best field for CD-based 
solid phase extraction is the steroid analysis [32]. A β-CD containing absorbent 
could retain 77 steroid from urine with 82-112% recovery. 

3.3.3 Application of Cyclodextrins in Gas Chromatography 

The CDs containing stationary phases can use for separation constitutional and 
stereoisomers [1, 11, 137, 138, 140] in gas chromatographic practice. Recently, 
overwhelming part of GC separations are done on long (5-100 m) capillary col-
umns. The selectivity values of CD containing stationary phases are moderate, 
therefore high separation power is required for the separations. The shape selec-
tive interactions represent only a few per cent of the working chromatographic in-
teractions in gas chromatography. Generally, gas chromatography uses CD deriva-
tives, because a stationary phase must be in liquid state. The solid native CDs 
decompose instead of melting in higher temperature. On the other hand, several 
CD derivatives have liquid state, few of them in room temperature [11]. More than 
50 CD derivatives have been used for stationary phase in the following forms: 
molten state, dissolved in an achiral matrix or bonded chemically to silicone 
polymer. The up to date CD containing stationary phases consist of a selective CD 
and a silicone polymer matrix giving high efficiency [13]. 

The disubstituted benzene isomers (orto, meta, para) have different shapes, 
therefore their inclusion ability can differ significantly from each others (Figure 2) 

as
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[1]. The retention orders of isomers depends on the used CD derivatives and types 
of substituent groups. 

The determination of carcinogenic benzene toluene, xylene isomers ethyben-
zene (BTEX) aromatic compounds is important task of environmental analysis. 
CD containing stationary phases are excellent for this purpose (Figure 4) [34, 35]. 

 

 

Fig. 4. Gas chromatographic analysis of BTEX compounds on permethy-β-CD containing sta-
tionary phase. Abbreviations: 1, benzene; 2, toluene; 3, para–xylene; 4; meta-xylene; 5, ethyl-
benzene; 6, orto-xylene. Conditions: GC/MS instrument, Shimadzu QP5000; column, 25 m x 
0.25 mm FSOT; stationary phase, Cydex-B (0.25 μm); carrier, He (30 cm/sec); split ratio, 200; 
temperature program 55°C (2min)→2°C/min→100°C. 

CD-containing stationary is highly recommended as first choice for gas chro-
matographic chiral separation [11, 13]. The literature survey show that more than 
90% of the chiral GC separations have been done on a CD-based stationary phase. 

The CDs can separate every class of enantiomers, even the functionless hydro-
carbons [11]. Broad spectra of enantiomers having pharmaceutical interests have 
been separated with CD containing stationary phases in GC [11, 35]. Only CD-
based stationary phases are appropriate for separation of chlorinated hydrocarbon 
pesticides (e.g. DDT, lindane, heptachlor, toxaphene) [36]. Enantiomer selective 
degradation of environmental pollutants, which refer the time and condition of 
pollutions, can also observed with CD-based selector [37]. The flavor and fla-
grancy industry is frequently use CD-based gas chromatographic separation to de-
termine the ratio of enantiomers [38]. Such analysis can recognize the adulteration 
of perfumes. Using two dimensional gas chromatographic system, several hundred 
component can be separate in one analyses [39]. Such systems use frequently GC-
based chiral column as second dimension. 

3.3.4 Application of Cyclodextrins in High Performance Liquid 
Chromatography 

The high performance liquid chromatography (HPLC) is the most frequently used 
chromatographic method in analytical chemistry. This techniques use short (10-25 

Role of the Cyclodextins in Analytical Chemistry 711



cm) packed columns with moderate efficiency, requiring high selectivity value for 
the total resolutions of peaks. 

The CDs are used in this method many times as selectors as stationary phases 
as well mobile phase additives [1, 13]. The CDs are applied as shapes selective 
and solubilizer agents. Their popularity partly comes from their low background 
signal in UV range, because the UV is the most frequently used detector in liquid 
chromatographic. 

The CDs are applied as solubilizers, detection enhancing, and shape selective 
agents in liquid chromatographic practice [1, 13, 40]. 

CDs as mobile phase additives can improve the sensitivity of fluorescence de-
tection in liquid chromatography [41]. 

CDs as solubilizer agent help to analyze enough high concentration for com-
pounds of interest for their exact determinations. Namely the applied water based 
mobile phases can poorly solve the apolar molecules, but adding CDs their con-
centration increase in mobile phase [42]. 

The CD-based stationary phases are applied for the separation of Polyaromatic 
Hydrocarbons [43]. 

CDs are the most popular chiral mobile phase additives in liquid chromatogra-
phy [44, 45]. Majority such papers use derivatized CDs, because they have better 
solubility than native ones in water based media. Last but not least the CD-based 
mobile phase additives are cheaper and having lower UV absorbance values than 
several other type chiral selectors. 

The liquid chromatographic practice uses the amylose and cellulose based 
chiral stationary phases in the majority of enantiomer separations, because these 
phases have very high chiral selectivity compensating the moderate efficiency of 
liquid chromatographic columns [13]. In spite of the minor importance of CD con-
taining stationary phase in chiral liquid chromatography, more than 5600 enanti-
omer pairs have been separated in CD-based stationary phases [13]. Not only the 
native CDs, but several derivatized have been fixed to silica surface and applied 
[40]. Some CD derivatives (e.g. carbamoylated, naphthylethylcarbamoilated) 
show unique chiral separation feature. They have three different types chiral selec-
tivity according to the mobile phase: normal, reverse and polar organic types [40]. 

3.3.5 Application of Cyclodextrins in Capillary Electrophoresis 

Capillary electrophoresis (CE) is the most dynamically developing branch of ana-
lytical chemistry. Advantages of capillary electrophoresis include very efficient, 
fast analyses, fast method developments, low material consumption and simplified 
sample preparation from biological matrices [46, 47]. 

The CDs have versatile functions in capillary electrophoresis: detection enhan-
cers, solubilizers, electro dispersion reducers and shape selective (e.g. cis-trans, 
annellation, chiral) selective separation agents [14, 30]. Generally, the CDs are 
dissolved in the buffer and they act as pseudo-stationary phases. 
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The CDs have been applied as good solubilizers for hydrophobic compounds in 
capillary electrophoresis practice too [48]. The concentration apolar materials can 
increase and unwanted adsorption decrease, because high percentages of apolar 
molecules exist as CD complex. In this way an apolar materials reach enough high 
concentration to establish its trace impurities in water based capillary electropho-
resis system. 

The CDs enhance the fluorescence detectability as was mentioned earlier. This 
property of CD is also applied in capillary electrophoresis practice [49, 50]. My-
cotoxin zarelonon has been determined from maze with 5 ng/g quantization limit 
using methylated-β-CD as mobile phase additive. 

The small inorganic ions show very different mobility feature. Analyzing inor-
ganic ions with various charge and electro negativity result in bad efficiency, be-
cause the broad spectra of ions do not match the conductivity of background elec-
trolyte. The addition of CD can, however, reduce the differences of migrations of 
ions [51, 52]. Namely the mobility of CD complexes much less differ each other 
than the mobility of ions themselves. as was demonstrated in the case of Cl-, Br-, 
SO4

2-, NO3
-, NO2-, J-, F-, HPO3

2-. 
The CDs improve the mobility differences of various isomers, because their in-

clusion depend on not only their polarity but their shape too. Namely the mobility 
of analytes change according they are in free or included states. In this way the 
CDs can separate cis-trans isomers [48], anellation isomers of polyaromatic hy-
drocarbons [53]. Capillary electrophoresis is appropriate for separation of envi-
ronmentally important 25 phenolic compounds using 1 millimol sulfobutylether-β-
cyclodextrin [54]. A sensitive method, achieving 20 μg/L detection limit, has been 
developed for the determination of explosives and their metabolites with capillary 
electrophoresis mass spectrometry on line coupling applying sulfobutylether sub-
stituted β-CD [55]. 

The most important application of CD is chiral separations in capillary electro-
phoresis [12-14, 30 56]. 

According to the literature, more than two thirds of chiral separations have 
been made with CD chiral selectors in capillary electrophoresis [13]. 

The low analysis temperature and broad variability of conditions (pH, ionic 
strength of buffer, types and concentration of selectors and additives) offer good, 
finely tunable selectivity. The low material consumption allows the application of 
expensive chiral selectors (such as sulfate or amine substituted CDs). Capillary 
electrophoresis E offers much more advantages than other chromatographic modes 
in chiral analysis. For example the counter current, or partial filling, method ap-
plies selectors with migration direction towards the injection point, so the selectors 
do not disturb UV detection or MS measurements [30, 57]. 

The capillary electrophoresis uses native CDs as well derivatives CDs. 
Recently the charged CDs become more and more popular. Using oppositely 

charged CDs and analytes, less than 1 millimol selector can result in a total sepa-
ration of enantiomers, because the analytes show opposite migration directions in 
complexed and free states. This opposite increments of migration directions result 
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in ‘‘increased column length”. In a certain concentration range the multicharged 
selector can produce infinite resolution [58]. 

Moreover, the charged CD can separate neutral and charged enantiomers, but 
neutral CDs can separate only charged ones. Overwhelming part of charged CD 
derivatives are statistically substituted. For the shake of good reproducibility, 
however, single isomer derivatives CDs have been also introduced [2]. Several py-
rethroid acid enantiomers have been separated efficiently with such a basic CD de-
rivatives (Figure 5). The selectivity of charged Cds is welldemonstrated that 1.75 
millimol acid derivatized sulfobutylether-β-CD well separates the basic baclofen 
enantiomers with 0.1 μg/L detection limit from formulated drug [57]. 

 
Fig. 5. Simultaneous chiral separation of six pyrethroid acid using basic single isomer cyclodex-
trin derivate. Conditions: column, 50 cm x 0,05 mm id uncoated fused silica tubing; chiral selec-
tor, 15 millimol monoamino-permethylated-β-cyclodextrin; background buffer, 40 millimol Brit-
ton-Robinson buffer; pH, 6.5; potential +30 kV; detection, 200 nm UV; temperature 15°C. 

Applying dual separation system – buffer containing two CD selectors – be-
comes more and more popular [59]. Some combinations show synergetic selectiv-
ity improvements. Mixture of sulfobuthylether-β- CD and hydroxypropyl-β-CD is 
appropriate for validated chiral separation of hydroxychloroquine and its metabo-
lite from urine in 10-100 ng/mL range [2]. 

CDs play role in capillary electrochromatography (CEC) too [61]. 
In electrochromatographic technique, the mobile phase is forced through the 

packed columns by the electroosmotic flow in spite of the pressure-driven flow of 
regular liquid chromatography [62]. 

The microfluidic chip technology is also used in capillary electrophoresis. To 
explore bioorganic signatures on Mars, a chip form capillary electrophoresis in-
strument has been developed [63]. A small channel has been cut into the chip as 
channel. CD based chiral selector will analyze the enantiomer ratios of amino acid 
analyses. The microchip allows very fast analyses. For example, the naproxen en-
antiomers have been separated within 1 min on such a device [64]. 
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4 Mechanistic Considerations of the Broad Chiral Selectivity 
of Cyclodextrins 

The overwhelming part of chiral separations use a CD selector, therefore a deeper 
insight is taken for reasons of their protruding chiral recognition characters. CDs 
can separate enantiomers with any functional groups. Even saturated branched ali-
phatic hydrocarbons have been separated on CD-based stationary phase in GC 
[11]. There are no strict requirements for the structure of analytes for a successful 
chiral separation with CD-based chiral selectors [1, 13]. The broad chiral recogni-
tion feature of CDs is based on following phenomena: 

• They have numerous chiral centers – five in every glucose units. In a glu-
cose unit, every chiral center has different orientations and they show dif-
ferent distances from their neighboring atoms. Moreover, the shapes of 
the glucose units do not repeat themselves from units to unit, so β-CD 
has 35 different chiral recognition sites. 

• Some substitutions (such as hydroxypropyl and naphthyl ethylcarbamoyl) 
add more chiral centers to CDs, broadening further their recognition 
spectra. 

• Most CD derivatives (randomly substituted) are not homogeneous prod-
ucts, but consist of a large number of isomers, which differ from each 
other in the numbers and the positions of the substitutions, and almost 
every isomer has different chiral recognition abilities. Even migration re-
versals of enantiomers have been reported as depending on the degree of 
sulfate substitution of β-CD [65]. 

• CDs can change their shape to interact intimately with analytes, the so-
called ‘‘induced fit mechanism [1, 13]. The ‘‘induced fit’’ interactions 
produce a further increase in the chiral selectivity spectra of CDs. 

• The ionizable CDs can change their selectivity spectra according to their 
ionization states, as was observed in the case of phosphated CD [66]. 

• Some CD derivative change chiral recognition feature, according to the 
mobile phase [40]. 

The great variety of chiral centers and induced fit produce the multimodal 
characteristics of CDs, which can yield more than one mode of interaction with an 
enantiomer pair [27]. In several occasions, the inclusion is one of the key interac-
tions of chiral recognition, but in other occasion the inclusion does not play role in 
chiral recognition [13]. 

Conclusion 

CDs are versatile sensors, fluorescence enhancement materials, adsorbers and 
separation agents. 
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Their main advantage is their broad chiral recognition characters. CDs are fre-
quently applied in the analyses of pharmaceutical, flavor, food industry and envi-
ronmental protections. 
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with desired conditions that meet predetermined selection criteria. In such a proc-
ess, manipulation of spatial data of multiple criteria is essential to the success of 
the decision making. Conventional geographic information systems (GIS), while 
recognized as useful decision support technologies, do not provide the means to 
handle multiple decision factors. A GIS-based system, however, appropriately 
combined with spatial multi-criteria decision analysis (SMCA) techniques may 
become to be capable of transforming the geographical data into a decision. A hi-
erarchical decision tree model is developed to join and prioritize the diverse engi-
neering, economical, institutional, social and environmental objectives. An illus-
trative study of a metro-rail route/site selection process of an urban transportation 
project is also presented. 

Keywords  Route/site selection, metro-rail network, geometric information sys-
tem 

1 Introduction 

Route/site selection of different transportation facilities is usually considered one 
of the most challenging parts of urban planning projects. This process requires the 
consideration of a comprehensive set of factors that meet desired goals and bal-
ancing of multiple objectives in determining the suitability of a particular area. 
The selection of a rail-route, or a site for a station, involves the complex treatment 
of critical, sometime contradicting factors drawing from engineering, economic, 
social, and environmental disciplines. Respect for legislation and public awareness 
of environmental issues make the final choice of suitable locations for facilities 
increasingly complicated, particularly when the facilities may have an adverse im-
pact on protected areas and residents of a metropolis. Conventional decision sup-
port techniques lack the ability to simultaneously take into account a variety of 
such aspects. More importantly, the traditional multi-criteria decision making 
(MCDM) techniques have been non-spatial. However, in a real life situation it can 
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hardly be assumed that the entire study area is spatially homogenous, because the 
evaluation criteria used to vary across space. Also, some of the important factors 
that add to the difficulty of the proper selection include the existence of a great 
number of feasible options within a sought territory, multiple objectives, intangi-
ble attributes, diversity of interest groups, lack of quantitative measures of the fac-
tors’ impact, uncertainties regarding government/municipality influence on the se-
lection process through legislations and different interests regarding permissions 
and construction [10]. 

Over the recent decades, geographic information systems (GIS) have emerged 
as useful computer-based tools for spatial description and manipulation. Although, 
they are often described as decision support systems (DSS), there have appeared 
some disputes regarding whether the GIS decision support capabilities of such 
systems are sufficient [7]. From an architectural aspect, an intelligent GIS must be 
able: (i) to integrate the expert’s knowledge and the GIS to facilitate the site suit-
ability analysis in determining various suitability constraints for generating and 
displaying composite suitability maps in the GIS; (ii) to employ a multi-criteria 
decision tool to accommodate trade-offs among the multiple and conflicting deci-
sion criteria in determining a preferred location; (iii) to design flexible feedback 
loops throughout the decision-making process to allow the user to revise the in-
termediate decisions by examining the consequences and to gradually narrow the 
solution space to reach a desired solution; and (iv) to develop an efficient graphic 
user interface by which the modules in the system are seamlessly linked [8]. If 
these requirements are incorporated in the system and user-specified routines 
through generic programming languages are adding also into its existing set of 
commands, then it is classified as a fully integrated GIS-DSS [3, 14]. In such a 
computerized system, a dynamic iteration of the data flow between the decision 
tool and the GIS according to the user’s need can be performed by the user inter-
face to interact with either system through graphical menu-based tools [1]. This 
paper will discuss and describe the use of such an intelligent GIS-DSS to support 
the transportation planning and modeling activities of a metro-rail network. 

2 The Use of GIS for Urban Transportation Planning 

Transportation and land-use planning are key elements of urban developments. 
Planning of any public transit project should begin with the recognition of an ex-
isting or projected need to meet the growing demand in the future. In trying to im-
plement such a long-term investment governments/municipality councils are faced 
with several problems: 

– How best to serve the city’s growing population, based on the forecasted 
increase of the population in a long run; 

– Compliance with regulations, which require metropolitan areas to reduce 
reliance on the car and reduce vehicle kilometer of travel per capita during 
the next 15 to 25 years; 

720 A. Farkas



– Improving accessibility to employment, education and non-work activities 
in a situation where traffic congestion is expected to get worse during the 
plan period; 

– Analysis of all feasible transportation alternatives (possible transportation 
modes) simultaneously, by the help of computer simulation. 

To address these and other issues, it is apparent that traditional transportation 
modeling approaches (e.g., when transportation model data are aggregated to traf-
fic analysis zones that represent average values for the factors inside the zones) 
are not sufficient to meet today’s needs to plan and build metro-rail networks. 
Thus, urban travel system improvements should extend modeling capabilities. 
Also, in order to collate and manage the data inputs to the model in the level of de-
tail specified, more accurate information and data locating are required. These 
may include [19]: 

• Disaggregate data collection using household as unit of analysis. 
• Activity sites, e.g. employment places or institutions analyzed as single units. 
• Travel patterns modeled involving one or more trips as part of “activities 

chain”. 
• Development of indicators to measure and evaluate pedestrian access to transit. 
• Mixed-use measure of jobs-housing balance. 

On a metropolitan or a regional basis, professional departments should be re-
sponsible to gathering base year data and producing forecasts to demographic, 
employment and land-use data for travel modeling and managing the data with an 
integrated database and GIS. Such a system is operated through region-wide base 
maps and associated databases maintained using, e.g. Arc/Info GIS programming 
and spatial analysis, mapping, spatial database design and database management 
since geography is a major factor in urban growth management. Spatial and attrib-
ute data are stored and managed on a central server by using a database and SDE 
(Spatial Data Engine). These organizations maintain an average of 75-100 data 
layers of demographic, employment, environmental and transportation data for the 
entire region or city and continually improve the base map and attribute data and 
produce a CD-ROM of the latest datasets usually every quarter [19]. The data on 
the CD-ROM are formatted as shape files and can therefore be read directly by 
Arc/View GIS as a data viewer of the Arc/Info coverage. Categories of such an 
urban GIS data bank are: boundary, census, environment, land-use, places, streets, 
tax lots, transit, water, etc. GIS is then used to collate and manage a variety of data 
inputs and outputs. 

Travel behavior is a complex phenomenon. Nevertheless, statistical modeling 
techniques have been developed that are able to establish the significant factors 
that effect travel demand. These variables include income, household size, age of 
household members, access to autos, employment and non-employment activities 
and accessibility to activity centers. Household survey data captures the range of 
data that is required to perform these types of analyses. Household surveys are the 
foundation from which most travel demand models are constructed. GIS can be 
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utilized to geocode the location of households and the activity centers. This pro-
vides a precise geographic dataset of the distribution of trip origins and destina-
tions together with the location specific characteristics of household or employ-
ment site. With these data it is possible to perform accurate spatial analyses of trip 
generation and trip distribution factors [19]. For example, distance or travel time is 
known to be an important factor in impeding travel: the nearer or shorter the desti-
nation the more likely one is to travel to it compared to a more distant location. 
GIS is able to measure very accurately these types of factors, using actual network 
distance from each site, to produce an average value for a group of points. Thus, 
using geocoded locations improves the accuracy of the model data and the model-
ing process in digital map forms. 

One of the key objectives is to accomplish mixed land-use developments that 
encourage closer proximity between households and employment sites. Experi-
ence has shown that more even jobs-housing balance reduces dependence on the 
automobile (which is more attractive for longer commute journeys). Thus jobs-
housing balance promotes travel choice for transit, bicycling and walking jour-
neys. Complimentary to the mixed land-use policy is to encourage transit use 
rather than auto modes. Mode choice models have shown that if transit is to com-
pete with the auto it must offer at least comparable travel times and accessibility to 
destination activities [19]. The bus services are planned to feed into the metro-rail 
stations and the light rail stops, thereby improving suburban access to transit along 
the metro-rail and the light rail corridors. This in turn will help attract new com-
mercial development to these corridors. 

An important component of transit trip making is pedestrian accessibility to the 
bus stops, metro-rail or light rail stations. Pedestrian accessibility is often absent 
from transit modeling activities, in part because zone based measures are not able 
to determine this factor. In addition, transportation models do not have the capa-
bility of analyzing local pedestrian networks in the way that GIS can, like the 
measurement of pedestrian accessibility to transit services. This consists of factors 
to examine such as the location of street crossings, quality of sidewalks and ease 
of walking (slope of the streets). Most recently, a more sophisticated index has 
been developed using an interval scale of measurement [19]. The higher the score 
the more pedestrian accessible or pedestrian friendly is the neighborhood toward 
transit. 

3 Integrated GIS and Spatial Multi-criteria Evaluation 

Spatial multiple criteria evaluation (SMCE) is based on multiple attribute decision 
analysis techniques and combines multi-criteria evaluation methods and spatio-
temporal analysis performed in a GIS environment [13, 17]. A world widely 
known MCDM procedure is usually employed for the evaluations, called the ana-
lytic hierarchy process (AHP), to identify the most suitable site in the decision 
phase [15]. The performance assessment of an option in one or more criteria at a 
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point in time can be described by a defined set of maps. Therefore, the spatial de-
cision problem can be visualized as a two or three dimensional table of maps, or 
map of tables, which has to be transformed into one final ranking of the alterna-
tives [16]. Such a GIS-based system implements two-directional integration and 
starts from the GIS module generating the appropriate data for the counter-part 
decision support module. Latter module performs the required decision making 
operations, and ultimately uses resultant data to add to the existing attribute data 
set in GIS and creates maps based on this newly created information. 

SMCE partially utilizes Herwijnen’s model of spatial multi-criteria analysis 
[2]. In a SMCE, the decision alternatives are the series of maps, and the criteria 
are the pixels (basic units for which information is explicitly recorded) or poly-
gons in the maps. The spatial aggregation is first applied to attribute maps, after 
which the aggregate effects are evaluated and ranked [17]. Thus, spatial multi-
criteria decision analysis (SMCA) is a process that combines and transforms geo-
graphical data (the input) into a decision (the output). This process consists of pro-
cedures that involve the utilization of geographical data, the decision maker’s 
preferences and the manipulation of data and preferences according to specified 
decision rules. For ranking of the alternatives, the evaluation table of maps has to 
be transformed into one final ranking of alternatives. The ranking of the alterna-
tives could be different, since the decision makers, i.e. the groups of stakeholders, 
may have conflicting interests as they represent dissimilar perspectives. Most re-
cent real world applications of the integrated GIS/SMCA approach to different 
route/site selection problems can be found in the excellent works of Eldrandaly et 
al [2], Keshkamat [11], Keshkamat et al. [12] and Sharifi et al. [16, 17, 18]. 

Keeney [9] distinguished two major approaches in MCDM: (i) the alternative-
focused and (ii) the value-focused approach. The alternative-focused approach 
starts with development of alternative options, specification of values and criteria, 
then, the evaluation of each option is done. The value-focused approach considers 
the values as the fundamental component in decision analysis. Therefore, first, it 
concentrates on the specification of values (value structure), then it develops the 
values feasible options and evaluates them with respect to the predefined value 
and criteria structure. This implies that the decision alternatives should be gener-
ated in a way that values specified for a decision situation are best met. Hence, the 
order of thinking is focused on what is desired, rather than the evaluation. 

In the context of route/site selection of urban transportation facilities the value-
focused approach has many advantages over the other [18]. To implement this, for 
an urban transportation project like a metro-rail system is, a top-down decision 
analysis process is proposed to define the goal, the objectives and their related in-
dicators for the facilities. This hierarchical decision tree model is presented in 
Figure 1. In the decision making phase, a consulting team, technical committee 
members, designers, investors, local authority officials and public representatives 
are involved as the basis for development and evaluation of the project. The vari-
ous elements of this criteria structure are briefly described as follows: 

Goal and Objectives: The goal of this framework is to identify an effective 
public mass transportation system for a metropolitan area integrated with an efficient 
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land use so that  it  meets the present  and long-term socio-economic and envi-
ronmental requirements of the residents of the marked territory. This goal can be 
achieved if the following objectives are met: 

Economic objective: Economic objective seeks to maximize feasible economic 
return on investment from the system. A number of criterion is used to measure 
how well an option performs on each indicator, e.g., benefit/cost ratio, first year 
return, internal rate of return, net present value, construction cost and operation 
cost, as well as minimizing land/real estate acquisition (expropriation of property), 
intensification of existing land use and maximizing the potential of the location. 

Engineering Objective: This objective looks at three main concerns that are the 
efficiency of the system, the construction issues and the effective use of the net-
work for work and non-work travels. The criteria used to measure the extent to 
which such achievements are met by the transit route or facility options are the 
following: 

• Efficiency is measured by examining the minimum number of transfer, 
(whereby an alternative with excessive transfer will score low for this criteria) A 
transit option which contributes to a reduction in travel time compared to time 
spent on the roads and provides a close-to-optimal convenience for pedestrian ac-
cess and links to other local and commuter transportation modes, and, also an ef-
fective connection of housing jobs, retail centers, recreation areas is beneficial and 
will score high. 

• From the construction perspective, alternatives that have rail routes passing 
through high demand areas like high-density built-up areas, commercial, industrial 
and institutional areas, will score high for this criterion. This aspect, however, par-
ticularly if it is accompanied by poor geological conditions at a route/site option, 
conflicts with a low construction cost requirement. To build metro-line stations, 
the commonly used construction modes are: open-cast construction (just below 
grade, building pit is beveled or secured by walls, requires large construction ar-
eas, more flexibility in design); bored-piled and cover-slab construction with or 
without inner shell (bored-piled wall, generates column free space, reduces surface 
interruption); diaphragm wall and cover-slab construction (excavation after dia-
phragm and cover-slab are constructed, multi-story basement structure, structure 
growths from top to downwards); mine tunneling construction (extremely deep 
situation, use shot crete, but cracks and leakages are not avoidable). 

• Engineering characteristics and alignment are evaluated with respect to the 
measures/attributes constituting the geological environment (including soil me-
chanics, intrusive rock structure, stratification, etc.); hydro-geological conditions 
(including underground water-level, chances of inrush, perviousness, locations of 
permeable or impermeable layers, chemical and physical characteristics of under-
ground water and their effects on the built-in architectural structures) and geo-
technics (rock boundaries, response surfaces, geographic configuration). A special 
focus should be given to safety, therefore, the recognition and control of risk fac-
tors are of utmost importance (water intrusion, gas explosion, earth quake). 
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Fig. 1. Hierarchy of goals, objectives criteria and indicators 

• Infrastructure involves the careful examination/analysis of overground build-
ing up, the suitability of the existing public utility network and the required over-
ground organization to be made before the construction works are started. 

Institutional Objective: This objective measures the match between the transit 
system and spatial policies of the government/urban municipality, e.g. to maxi-
mize interconnectivity to existing public transport systems; to maximize linkages 
to strategic growth centers (as designated/proposed in local plans), to provide 
good linkages among urban centers and suburban railway networks, airports, long-
distance bus stations, park and ride lots as well as to minimize land acquisition. 
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Social Objective: Establishment of a transit system should increase social mo-
bility by way of easy access to existing and future settlements. This can be meas-
ured by forecasting the passenger/km reduction for residential to employment ar-
eas, and residential to educational institutions. Based on plans and ideas of future 
settlements, employment and educational institutions, efficiency of the land use 
objective should be achieved by maximizing access between residential areas and 
shopping, service and recreational centers. Such systems would serve highly popu-
lated areas and particularly disadvantaged areas (low cost settlements); would in-
crease access to tourism attraction areas; minimize disruption to neighborhood 
communities; and maximize linkages to major employment areas/centers. 

Environmental Objective: The designed transit project should minimize intru-
sion and damage to the environment. Protected areas must be excluded from the 
set of the potential options. The expected accomplishments are: a reduction in en-
ergy consumption, minimal emission levels, minimal intrusion into environmen-
tally sensitive and reserved areas, minimal noise impact to sensitive land use (such 
as hospitals, residential buildings and schools) during site construction. 

Criteria and Indicators: To further support the design and evaluation of a 
metro-rail network, the major objectives are further broken down into specific ob-
jectives with their corresponding indicators. These indicators are then used to 
measure the performance of each alternative route/site option on each objective. 

A proper governmental/metropolitan council’s transportation policy should 
comply with the criteria structure shown by Figure 1. In contrast to the conven-
tional approaches of predetermining route/site alternatives and then assessing their 
impacts subsequently, this integrated GIS/MCDM approach utilizes an opposite 
strategy. Determine first the proper, but at least promising locations of such facili-
ties (the sites of the metro stations), along which the appropriate route options can 
be defined. 

4 Route/Site Selection Plan of a Metro-Rail System via 
GIS/SMCE 

This section presents an application of how a combined GIS/SMCE computer sys-
tem can assist the design of alternative solutions for urban transit zone locations in 
a given metropolitan area. As is usual in many countries, spatially referenced data 
(with geometric positions and attribute data) are rarely available in a direct way. 
Therefore, the author has chosen a built-in database from the ILWIS (Integrated 
Land and Water Information System) library [6], which has been developed by the 
International Institute for Aerospace Survey and Earth Sciences (ITC), Enschede, 
The Netherlands. ILWIS is a Windows-based remote sensing and GIS software 
which integrates image, vector and thematic data in one powerful package on the 
desktop. In this study, Release 3.4 is applied (as an open source software as of 
July 1, 2007) which contains a strong SMCA module [5]. 
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4.1 Study Area 

The study area is Cochabamba city, a fast growing center located in the Andean 
region of Bolivia with a fast growing population of approximately 550000. The 
city is located at an elevation of about 2600 meters above sea level in a large val-
ley on the alluvial fans at the foot of steep mountains. The city’s northeastern side 
area is occasionally subjected to landslides, soil erosion and heavy flashfloods. 
Hence, from a perspective of urban development, the improvement of its transport 
infrastructure is of utmost importance, however, topographical and geological 
characteristics do form quite serious considerations to build a metro-rail system. 

4.2 Geographic Data 

Spatial data includes field collected data and GIS datasets (which consist of data 
derived by remote sensing from satellite imagery and/or field measurements) At-
tribute data are partly based on actual measurements, but, for the most part, are 
elicited from judgments, and, thus, they are fictive. To display geographic data 
(spatial and attribute data) on screen or in a printout, digitized vector maps (point, 
segment and polygon maps) and raster maps are used in a conveniently chosen 
visual representation form. Each map should contain the same coordinate system 
and georeference. In a raster map, spatial data are organized in pixels (grid cells). 
Pixels in a raster map all have the same dimensions. A particular pixel is uniquely 
determined by its geographic coordinates expressed in Latitudes (parallels) and 
Longitudes (meridians). With the help of a map projection, geographic coordinates 
are then converted into a metric coordinate system, measuring the X and Y direc-
tions in meters (UTM). This way a very high degree of accuracy is reached. 

4.3 Description of Data Sets 

The geographic area of the planned metro-rail project (network system) is given 
by the polygon map “Cityblock” and is shown in Figure 2. (The skewness of the 
chart is due to the north-pole orientation of the map.) This map has a total of 1408 
blocks (polygons). To each of these polygons an identifier code is assigned. Block 
attributes are the geometric area in square meters; the prevailing land use type, i.e. 
residential (city blocks used primarily for housing), commercial (city blocks con-
taining malls, supermarkets, shops, banks, hotels, etc.), institutional (such as 
schools, universities, hospitals, museums, governmental offices), industrial (build-
ings dedicated to industrial activities, storages), recreational (including protected 
areas, parks, sport fields), existing transport facilities (railway stations, bus sta-
tions, taxi services, public parking lots), airport, water (including lakes and rivers) 
and vacant (blocks that are not used for any urban activity); the codes of city dis-
tricts and population (number of persons living or using a city block). 

An Intelligent GIS-Based Route/Site Selection Plan of a Metro-Rail Network 727



4.4 Identifying the Objectives/Criteria 

As a simplified illustration of the site selection problem, consider the central part 
of the city only. This dependent polygon map “Center” has 137 blocks and its lo-
cation is shown by the shaded area that is added to the layer “Cityblock” as it is 
depicted in Figure 3. Its block attributes include the following specific objectives 
(with their computed or estimated numerical data) for each polygon: 

C1 = engineering characteristics and geological soil structure (rocks) [% scale], 
C2 = ecological suitability [% scale], 
C3 = connectivity index [m] (inversely converted into an interval scaled score), 
C4 = population density [number of people/area-hectare], and 
C5 = projected construction costs [mi$]. 
In the course of the aggregation to calculate the values of the composite attrib-

utes, of these criteria, C2 represents a spatial constraint that determines areas 
which are not at all suitable (these areas will get a value of 0 for that pixel in the 
final output); C1, C3 and C4 are criteria representing spatial benefits that contrib-
ute positively to the output (the higher the values are, the better they are with re-
spect to those criteria); and C5 represents a spatial cost factor that contributes 
negatively to the output (the lower the value is, the better it is with respect to that 
criterion). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 Fig. 2. Polygon map “Cityblock” Fig. 3. The embedded polygon map “Center” 
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4.5 Processing of Raster Datasets 

The raster layers were derived by applying an appropriate GIS raster processing 
method to the vector maps. These generated raster maps contain the data sets re-
quired for the SMCE. ILWIS requires all raster overlays to have the same pixel 
size. In this study, a pixel size of 20.00 meter was chosen to rasterize all vector 
layers. 

4.6 Weighting of Criteria 

Weights of the major objectives of the hierarchical decision model of Figure 1 
were generated by an expert group formed of 5 transportation engineers, 3 me-
chanical engineers and 2 economists using the pairwise comparison matrix of the 
AHP. In real life problems, obviously, more groups of stakeholders must be re-
quested. Our results, therefore, will not represent the positions involved organiza-
tions and civil members take and are only indicative. Still, we attempted to illus-
trate the deviations rising to the surface in the views of the different stakeholders’ 
groups through evaluation. The inconsistency measures, μi, of the pairwise com-
parison matrices generated by the committee members varied between 0.023 and 
0.042. 

4.7 Spatial Multi-criteria Assessment 

For the major objectives, their embedded factors and constraints together with 
their attached weights a criteria tree was built in ILWIS for three different project 
policies (equal vision, engineering vision, economic vision). In such an applica-
tion of SMCA, each criterion is represented by a map. Due to the different units of 
measurement, standardization of all criteria should be carried out using an appro-
priate method (“Attribute”, “Goal”, or “Maximum”) depending on the given factor 
and data characteristics. As a result, all the input maps are normalized to utility 
values between 0 (not suitable) and 1 (highly suitable). The completed criteria tree 
constructed in ILWIS is exhibited in Figure 4 for the engineering vision. In this 
study we selected only one specific objective from each set of the five sets of the 
major objectives as it can be seen from Figure 1. 

This process resulted in output maps for each of the policy visions, showing the 
suitable locations of metro-rail stations in the inner part of the city. As an exam-
ple, the suitability maps of the single objectives (criteria) and the composite suit-
ability map for this metro-rail station problem are shown in Figure 5 for the engi-
neering vision. In these raster maps, areas of low suitability (valued 0 or close to 
0) are symbolized by dark colors, while areas of highest suitability (valued 1 or 
close to 1) by hell colors. For true color interpretation, the reader is referred to the 
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Fig. 4. The ILWIS screenshot of the criteria tree for identifying suitable locations 

web version of this paper. The pixel information catalog contains the utility values 
in numerical terms for every pixel. We remark that the pixel information is invari-
ant within a particular polygon (city block), since the functionality of these blocks 
can be regarded to be homogenous. 

 

 

Fig. 5. Aggregation of the suitability maps of the major objectives to the overall composite map 
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4.8 Designing Alternative 

In this step of the planning process the assessment of appropriate metro-rail routes 
is performed. First the processing of the raster datasets is extended to all other city 
blocks (beyond the blocks contained by the “Center” raster map), then, the output 
suitability maps for the polygon map “Cityblock” are generated. A careful analysis 
of the resulted maps for suitable locations of metro-rail stations enabled us to de-
sign proper pathways leading between the two major transit zones of the city from 
the origin node (South Railway Station) to the destination node (North Railway 
Station). These corridors, which span more than one block in the polygon map 
“Cityblock”, are indicated by the shaded areas in Figure 6 for the engineering vi-
sion. It was required also to keep ourselves to the technical requirements, i.e. to 
the track building and vehicle engineering standards and specifications (e.g., fea-
sible length and radius of transition curves, possible slope of the tracks, etc.), 
when these corridors were mapped out. As is displayed in Figure 7, three metro-
rail routes for potential metro line alternatives have been identified (Blue Line, 
Red Line and Green Line). By further investigating the values of the multiple fac-
tors at different pixels within these three corridors the final locations for the 
metro-rail stations were fixed. Thus, a rough feasibility plan of this metro-rail 
network project was completed as is shown in Figure 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Corridors of the metro-rail routes  Fig. 7. Feasibility plan of the metro network 

Metro-Rail Paths 
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4.9 Network Analysis and Evaluation of the Alternative 
Rail Routes 

Effectiveness and efficiency of both construction and operation of a particular 
route are mostly determined by the embedded stations along that route. Therefore, 
it is reasonable to measure the extent to which an average suitability of the stations 
along a given route contributes to these characteristics. Introducing the mean spa-
tial utility measure of a given metro-rail route as 

 
 

         (1) 
 
 

where uj is the utility (suitability index) of the pixel (raster cell) underlying the jth 
site (metro station) along the ith route, N is the number of the selected sites along 
the ith route, M is the number of the alternative route options. To form the conven-
tionally used measure in transportation problems called impedance, we should 
compute the complementary of each value of MSUi and multiplying them by the 
total length of the routes [11, 12]. Hence the impedance of a route within the 
metro network system yields 

 
     (2) 

 
where Li is the length of the ith route option (the length of the ith polyline). The 
higher the value of the impedance Ωi is, the greater the costs associated with that 
route and/or the lower the benefits attained by it. Thus, the best route option is ob-
tained by 

 
      (3) 

 
The multiple criteria evaluation of the metro-rail network developed had been car-
ried out based on the performance of each route with respect to the total imped-
ance accumulated by that route. The results of this process for the three competi-
tive metro-rail routes are presented in Table 1 for the engineering vision. 

Table 1 presents the route options defined by the respective sequences of nodes 
(the raster cell code identifiers together with the names of the metro-rail stations 
and their corresponding utility values), the length of these metro-rail lines (com-
puted by the distance calculation module of ILWIS), the mean spatial utility 
measures and the total impedance of the routes. 

The results in Table 1 demonstrate that there is no route option that would en-
tirely dominate over the other options. Observe, for example, that if a route is 
shorter than another, then this fact not necessarily means that it represents a better 

Metro-
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Therefore, considering the enormous construction costs of the whole metro-rail 
project, the implementation of the Green Line might be proposed. Perhaps the best 
conceivable proposal could be to lengthen the track of the Green Line to the air-
port. 

 
Table 1. Effect table of the three metro-rail routes 

 

Route 1 (Blue Line) Route 2 (Red Line) Route 3 (Green Line) 

(463) South Railway Station.  
0.75 

(463) South Railway Station  
0.75 

(463) South Railway Station  
0.75 

(400) Airport  0.78 (341) Meridian Hotel  0.70 (508) Giant Mall  0.65 

(355) Riverside  0.74 (349) Central Park  0.61 (295) Royal Square  0.87 

(147) Bridge Square  0.55 (118) Forbes  0.31 (265) Prince Cross  0.80 

(181) North Railway Station  
0.83 

(181) North Railway Station  
0.83 

(181) North Railway Station  
0.83 

L1 = 5801 m L2 = 4443 m L3 = 4146 m 

MSU1 = 0.73 MSU2 = 0.64 MSU3 = 0.78 

Ω1 = 1566.27 Ω2 = 1599.48 Ω3 = 912.12 

- - �* 

Conclusions 

The primary objective of this paper was to facilitate the route/site selection proc-
ess in the presence of multiple and diverse decision criteria using GIS equipped 
with multi-criteria decision support capability to incorporate the preferences of the 
committees making the decision. The analytical capabilities and the computational 
functionality of a knowledge-based, intelligent GIS promote to produce policy 
relevant information to decision makers in the design, evaluation and implementa-
tion of such spatial decision making processes. The suitability analysis module 
provides an incremental or flexible evaluation scheme applied to relevant map 
layers, which helps to define the desired suitability conditions by examining each 
composite map. In generating solutions, the user can interact with the responses of 
the system through the user interface. Although different stakeholders usually 
have different priorities to highest level objectives, however, using this approach 
provides a considerable help in reaching a satisfactory compromise ranking of the 
objectives for the conflicting interests. The deployment of such an integrated 
GIS/MCDM approach in urban transportation projects was demonstrated through 
the planning of a metro-rail network system. 

route option. The best option, Route 3 (Green Line), however, outperforms the 
other two ones both in terms of the total impedance and the length of the line. 
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Szűts, István 447
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