
Chapter 7
Optimal Ellipsoidal Estimates of Uncertain
Systems: An Overview and New Results

F.L. Chernousko

Abstract The method of ellipsoids for the guaranteed state estimation of uncertain
dynamical systems is associated with optimal two-sided ellipsoidal bounds for
reachable sets of the systems. Being based on the set-membership approach to
uncertainties, the method can be regarded as a natural counterpart to well-known
stochastic, or probabilistic, techniques. Basic concepts and results of the method are
outlined, and certain results are presented. Various possible applications to problems
in control, estimation, and observation are considered.

7.1 Introduction

Dynamical systems subjected to unknown but bounded perturbations appear in
numerous applications. The set-membership approach that is a natural counterpart
to the well-known stochastic, or probabilistic, one makes it possible to obtain guar-
anteed estimates on reachable sets and thus to evaluate the family of all possible
trajectories of the perturbed system.

In the framework of the set-membership approach, the ellipsoidal estimation
seems to be the most efficient technique. Among its advantages are the explicit form
of approximations, invariance with respect to linear transformations, possibility of
optimization, etc. The earlier results on the ellipsoidal estimation were presented
in [33]. The concept of optimality for two-sided (inner and outer) approximating
ellipsoids was first introduced in [1] and generalized, extended, and summarized in
books [2, 3, 5].

In this paper, basic concepts and results of the method of optimal ellipsoids are
outlined, and certain recent results are presented.
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Dynamical systems subjected to bounded controls and/or perturbations are con-
sidered. For these systems, nonlinear differential equations are obtained that describe
the evolution of the optimal ellipsoids representing two-sided (inner and outer) esti-
mates for reachable sets. The approximating ellipsoids depend on the choice of the
optimality criterion (e.g., volume of ellipsoids, sum of their squared axes), and on
the notion of local/global optimality.

Various useful properties of the optimal approximating ellipsoids have been
established. Asymptotic behavior of the ellipsoids near the initial point and at infin-
ity have been studied. As a rule, the nonlinear equations for these ellipsoids are to
be integrated numerically. However, certain explicit analytical solutions have been
obtained.

Outer and inner ellipsoidal approximations can be used for various applications
in control and estimation, including two-sided approximations for optimal control
and differential games, analysis of practical stability and parameter excitation, state
estimation in the presence of observation errors, control in the presence of uncertain
perturbations, etc.

7.2 Reachable Sets

Consider a dynamical system subjected to control or disturbance and described by
a system of ordinary differential equations

Px D f .x; u; t/; t � s (7.1)

Here, x D .x1; : : : ; xn/ is the vector of state, t is time, s is the initial time instant,
u D .n1; : : : ; um/ is the vector of control or disturbance, and f is a given function.
At each time instant, vector u.t/ should belong to the given set U.t/, so that

u.t/ 2 U.t/ � Rm; t � s : (7.2)

The initial state belongs to a given initial set:

x.s/ 2 M � Rn : (7.3)

An alternative description of the system (7.1)–(7.3) is given by the differential
inclusion:

Px 2 f .x; U.t/; t/; x.s/ 2 M :

For systems under consideration, the notion of a reachable set is introduced.
The reachable, or attainable, set D.t; s;M/ of system (7.1) for t � s is defined

as the set of all end points x.t/ at the instant t of all state trajectories x.�/ compatible
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Fig. 7.1 Reachable set

with (7.1)–(7.3). The reachable set has the following evolutionary property

D.t; s;M/ D D.t; �;D.�; s;M// (7.4)

that holds for all � 2 Œs; t 	. Reachable sets are important for systems subjected to
control or disturbance because they give a description of all possible states of the
system at any given time t (Fig. 7.1).

In various applications, it is often required to verify whether a given state x� is
reachable at the given instant of time t�, i.e., if the inclusion

x� 2 D.t�; s;M/ (7.5)

holds. However, the practical determination of reachable sets in the n-dimensional
space presents usually serious computational difficulties. In a number of cases, it is
sufficient to obtain simple and efficient two-sided (inner and outer) bounds D�.t/
and DC.t/ on reachable sets such that the following inclusions

D�.t/ � D.t; s;M/ � DC.t/ (7.6)

are true for t � s. If the boundsD� andDC are known, then the inclusions

x� 2 D�.t�/; x� 2 DC.t�/ (7.7)

can serve, respectively, as a sufficient and necessary conditions for the inclusion
(7.5).

If we deal with a control system and u in (7.1) is a control to be chosen, then the
inner boundD�.t/ is important. The first inclusion (7.7) implies that the state x� is
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reachable at the instant t�, and there exists an admissible control u.t/ bringing the
system to this state.

For an uncertain system, u.t/ is a disturbance, and the outer bound DC.t/ pro-
vides a guaranteed estimate for all possible trajectories: the system cannot reach any
state outside the set DC.t�/ at the instant t�.

In the well-known stochastic (probabilistic) approach to uncertain systems, the
Gaussian distribution plays a specific role and results in the simplest mathemati-
cal description. To some extent, ellipsoidal sets for the set-membership approach to
uncertainties are analogous to the Gaussian distributions. In fact, the sets of con-
stant probability for the n-dimensional Gaussian distribution are the surfaces of
n-dimensional ellipsoids. Moreover, there is a certain similarity between stochastic
systems subjected to the white noise and dynamical systems subjected to uncertain
disturbances bounded by ellipsoids.

Denote by E.a;Q/ the following n-dimensional ellipsoid

E.a;Q/ D ˚
x W .Q�1.x � a/; .x � a// � 1

�
; (7.8)

where a 2 Rn is its center, Q is a symmetric positive definite n � n matrix, and
.: ; :/ denotes the scalar product of vectors.

Ellipsoids have a number of advantages as approximating sets. They provide a
satisfactory approximation for a wide class of convex sets [1–3]. For any
n-dimensional convex set D, there exists an ellipsoid E.a;Q/ such that

E.a;Q/ � D � E.a; n2Q/:

If the convex set is symmetric with respect to some point, then there exists an
ellipsoid E.a;Q/ for which the inclusions.

E.a;Q/ � D � E.a; nQ/

hold. These inclusions provide two-sided estimates for possible approximations of
any convex set by means of ellipsoids.

The class of ellipsoids is invariant with respect to affine transformations. The
class of parallelepipeds has the same invariance property but ellipsoids are defined
by less number of parameters: n C n.n C 1/=2 for ellipsoids, n.n C 1/ for
parallelepipeds. Note that rectangular parallelepipeds are defined by the same num-
ber of parameters as ellipsoids but they are not invariant with respect to affine
transformations.

The last but not the least advantage of ellipsoids is the following one. Simple
explicit formulas were obtained [1–3] for the basic algebraic operations for ellip-
soidal sets, namely, for the multiplication by a constant, the sum, and intersection
of ellipsoids. These operations are, in a certain sense, optimal and provide a basis
for the ellipsoidal estimation of dynamical systems subjected to controls and/or
uncertain disturbances.
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The ellipsoidal state estimation occurs to be the most effective technique in the
framework of the set-membership approach. In what follows, we will remind the
basic concepts and results of this technique.

7.3 Ellipsoidal Bounds

Let us specify the general system (7.1) and consider a linear system of ordinary
differential equations

Px D A.t/x C B.t/u C f .t/; t � s: (7.9)

Here, x 2 Rn is the n-vector of state, u 2 Rm is the m-vector of control or
unknown disturbances, A is an n � n matrix, B is an n � m matrix, and f is an
n-vector. The matrices A.t/ and B.t/ as well as the vector f .t/ are given functions
of time t for t � s.

Suppose the set U.t/ that bounds vector u.t/ in (7.2) is an ellipsoid. We have

u.t/ 2 E.0;G.t//; t � s; (7.10)

where G.t/ is a positive definite m �m matrix specified for t � s.
The initial set M in (7.3) is also supposed to be an ellipsoid. We have the

following bound on the initial state:

x.s/ 2 M D E.a0;Q0/; (7.11)

where a0 is a given n-vector, and Q0 is a given positive definite n � n matrix.
Our goal is to obtain two-sided bounds (7.6) on reachable sets, where the bound-

ing setsD�.t/ andDC.t/ are n-dimensional ellipsoids. In other words, we look for
two families of n-dimensional ellipsoids:

E�.t/ D E.a�.t/;Q�.t//; EC.t/ D E.aC.t/;QC.t// (7.12)

defined, according to notation (7.8), by their centers a�.t/; aC.t/ and positive defi-
nite n � n matrices Q�.t/;QC.t/ for t � s and such that the following inclusions
hold:

E�.t/ � D.t; s;M/ � EC.t/; t � s: (7.13)

In addition, we require that the families of ellipsoids E�.t/ and EC.t/ possess
the properties of subreachability and superreachability, respectively.
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The families of ellipsoids E�.t/ and EC.t/ defined by (7.11) are called sub-
reachable and superreachable, respectively, if

E�.t/ � D.t; �; E�.�//; EC.t/ � D.t; �; EC.�//

for all � 2 Œs; t 	. These properties are similar to the evolutionary property (7.4) of
reachable sets. It occurs that subreachable and superreachable ellipsoids have certain
advantages: they can be determined efficiently in a straightforward way and provide
a sufficiently good approximations of reachable sets.

7.4 Optimality

To make the approximating ellipsoids (7.12) closer to reachable sets, it is quite nat-
ural to impose certain optimality conditions upon these ellipsoids. The optimality
criteria should, to some extent, reflect the “size” of ellipsoids, and the inner ellip-
soid E� should be “larger”, whereas the outer ellipsoid EC“smaller”, in the sense
of the chosen criterion.

Let us characterize an ellipsoid E.a;Q/ by a scalar optimality criterion J which
is a given function L.Q/ of the matrix Q, i.e., J D L.Q/. The function L.Q/
is defined for all symmetric positive definite matrices Q, is smooth and monotone.
The monotonicity means thatL.Q1/ � L.Q2/, ifQ1 �Q2 is a nonnegative definite
matrix.

Consider some important particular cases of the general criterion L.Q/:

1. The volume of an ellipsoid [1–3] is given by

J D cn.detQ/1=2; (7.14)

where cn is a constant depending on n.
2. The sum of the squared semiaxes of an ellipsoid is equal to

J D TrQ:

3. A linear optimality criterion [3, 5]

J D Tr.CQ/; (7.15)

where C is a symmetric nonnegative definite n � n matrix, is a generalization of
the previous case.

4. The following criterion

J D L.Q/ D .Qv; v/; (7.16)



7 Optimal Ellipsoidal Estimates of Uncertain Systems 147

where v is a given nonzero n-vector, is a particular case of (7.15) with

C D v 	 v; Cij D vi vj ; i; j D 1; : : : ; n: (7.17)

Here, the symbol 	 denotes the dyadic product of vectors.

Criterion (7.16) has a clear geometric interpretation: it is related to the projection
…v.E/ of the ellipsoid onto the direction of the vector v as follows:

…v.E/ D 2.Qv; v/1=2=jvj: (7.18)

To prove (7.18), note that the projection…v.E/ is related to the support function
HE .v/ of the ellipsoid as follows:

…v.E/ D ŒHE .v/CHE .�v/	=jvj: (7.19)

Since the support function of the ellipsoid is given by

HE .v/ D .a; v/C .Qv; v/1=2; (7.20)

equation (7.18) follows immediately from (7.19) and (7.20).
By virtue of (7.18), the minimization of criterion (7.16) is equivalent to the min-

imization of the projection of the ellipsoid onto the direction of vector v. Other
examples of optimality criteria are given in [3].

Below, we consider locally and globally optimal ellipsoids [3, 26].
A smooth family of ellipsoids E�.a.t/;Q.t// is called locally optimal, if it is

superreachable/subreachable and

dL.Q.�//=d� j�Dt ! min=max;

where the minimum/maximum is taken over all smooth families of superreach-
able/subreachable ellipsoids E˙.t/ such that E˙.t/ D E�.t/.

A smooth family of superreachable/subreachable ellipsoids is called globally
optimal for a given t D T , if the minimum/maximum of L.Q.T // over all
superreachable/subreachable ellipsoids is attained on this family.

All definitions and results related to the optimal ellipsoids are true also for the
case, where the criterion depends also on time t , so that J D L.Q; t/. For example,
matrix C in (7.15) and vector v in (7.16) can depend on t : C D C.t/; v D v.t/.

Note that the volume of an ellipsoid as an optimality criterion (7.14) has a prop-
erty that singles it out among all other criteria. The optimality of a given ellipsoid in
the sense of volume remains intact under any affine transformation in Rn. Thus, the
optimality in the sense of volume seems more “basic” property of an approximating
ellipsoid that its optimality in the sense of other criteria.
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7.5 Equations of Ellipsoids

We consider linear system (7.9) where u.t/ is subjected to constraint (7.10) and
initial conditions are specified by (7.11).

The center aC.t/ and the matrix QC.t/ of the outer locally optimal ellipsoid
satisfy the following differential equations and initial conditions [3, 5]:

PaC D A.t/aC C f .t/; aC.s/ D a0; (7.21)
PQC D A.t/QC CQCAT .t/C hQC C h�1K; QC.s/ D Q0: (7.22)

Here, T denotes the transposed matrix, K.t/ is expressed via given matrices by
the formula

K.t/ D B.t/G.t/BT .t/; (7.23)

and the following notation is used

h D
�

Tr



@L

@QCK
�
=Tr



@L

@QCQ
C
�1=2

: (7.24)

Here, Tr is the trace of a matrix, and @L=@QC is a symmetric matrix of partial
derivatives @L.Q/=@QC

ij ; i; j D 1; : : : n.
Note that (7.21) for the vector a.t/ is linear and does not depend on the chosen

optimality criterionL.Q/. By contrast, (7.22) for the matrixQC.t/ is nonlinear and
depends onL.Q/ via (7.24) for h. For ellipsoids optimal in the sense of volume [see
(7.14)], expression (7.24) becomes

h D ˚
n�1Tr

�
.QC/�1K

	�1=2
: (7.25)

For the linear criterion (7.15), we have

h D ŒTr.CK/=Tr.CQC/	1=2: (7.26)

Further simplifications are possible for the criterion (7.16). Substituting C from
(7.17) into (7.26), we obtain

h D Œ.Kv; v/=.QCv; v/	1=2: (7.27)

Equations for inner approximating ellipsoids locally optimal in the sense of
volume [3, 5] are as follows:

Pa� D A.t/a� C f .t/; a�.s/ D a0;

PQ� D A.t/Q� CQ�AT .t/C 2K1=2.K�1=2Q�K�1=2/1=2K1=2; (7.28)

Q�.s/ D Q0:
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Here, matrix K.t/ is again defined by (7.23). Note that equations for the centers
of the inner and outer approximating ellipsoids (7.21) and (7.28) coincide, hence,
a�.t/  aC.t/ for t � s.

It occurs that (7.28) are true for inner approximating ellipsoids optimal in the
sense of all criteria L.Q/ satisfying the conditions imposed in the beginning of
Sect. 7.4. Thus, these equations have a universal nature.

Let us consider now globally optimal outer ellipsoids. The centers of these
ellipsoids coincide with those of locally optimal ones and satisfy the initial value
problem (7.21). The matrix QC.t/ of globally optimal ellipsoids satisfies equation
and initial condition (7.22), where matrixK is defined by (7.23), whereas the scalar
h is, instead of (7.24), given by the expression

h D ŒTr.PK/=Tr.PQC/	1=2: (7.29)

Here, P.t/ is a symmetric positive definite matrix satisfying the following linear
differential equation

PP D �PA.t/ � AT .t/P (7.30)

and initial condition at t D T :

P.T / D Œ@L.QC/=@QC	tDT : (7.31)

Hence, we have a two-point boundary value problem for the pair of matricesQC
and P described by (7.22), (7.23), (7.29)–(7.31). For the linear criterion (7.15), the
initial condition (7.31) is reduced to

P.T / D C.T /: (7.32)

Therefore, for outer ellipsoids globally optimal in the sense of criterion (7.15),
the boundary value problem for matricesQC andP becomes decoupled and reduces
to two initial value problems: a linear one for P.t/ defined by (7.30) and (7.32), and
a nonlinear one for QC.t/ defined by (7.22) and (7.29). First, the problem for P.t/
should be solved (from t D T to t D s), and then the problem for QC.t/ (from
t D s to t D T ).

Further simplifications are possible for criterion (7.16). For globally optimal
outer ellipsoids, we have, on the strength of (7.17) and (7.32):

P.T / D v 	 v;

where v is a given constant n-vector. Let us introduce the adjoint n-vector  .t/
satisfying the initial value problem:

P D �AT .t/ ;  .T / D v: (7.33)
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Then we have [6, 7]

P.t/ D  .t/ 	  .t/:

Thus, in order to find the matrixQC.t/ of a globally optimal ellipsoid in the case
of criterion (7.16), one is to solve first the linear n-dimensional initial value problem
(7.33) for  .t/ (instead of n.n C 1/=2-dimensional problem for P.t/ defined by
(7.30) and (7.32)), then substitute

h D Œ.K ; /=.Q ; /	1=2

into (7.22) and solve the resultant initial value problem for QC.
Thus, linear optimality criterion (7.15) and, especially, its particular case (7.16)

lead to a considerable simplification of equations for optimal outer ellipsoids.

7.6 Transformation of the Equations

In what follows, we restrict ourselves mostly with outer approximating ellipsoids
and omit the superscript C, so that we denote below: aC.t/ D a.t/;QC.t/ D Q.t/.

Equation (7.22) for locally optimal ellipsoids depends on two given matrices:
A.t/ and K.t/, where the symmetric matrix K.t/ is given by (7.23). By the change
of variables

Q D VQ�V T ; (7.34)

where V.t/ is an invertible n � n matrix to be specified below, and Q� is a new
matrix variable, it is possible to simplify (7.22) so that it will contain only one given
matrix instead of two.

1. Let us defineˆ.t/ as the fundamental matrix of system (7.7):

P̂ D A.t/ˆ; ˆ.s/ D I:

Here, I is the n � n identity matrix.
If we set

V.t/ D ˆ.t/; (7.35)

then transformation (7.34) reduces (7.22) to the form

PQ� D h�Q� C h�1� K�.t/; Q�.s/ D Q0; (7.36)

K�.t/ D ˆ�1.t/K.t/Œˆ�1.t/	T :
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Here, h� is given by (7.24) where Q should be replaced by ˆQ�ˆT . Explicit
expressions [3, 5, 7] for h� are presented below for criteria (7.14)–(7.16),
respectively:

h� D Œn�1Tr.Q�1� K�/	1=2;

h� D ŒTr.C�K�/=Tr.C�Q�/	1=2; C� D ˆTCˆ; (7.37)

h� D Œ.K�v�; v�/=.Q�v�; v�/	1=2; v� D ˆT v:

2. Let matrix K.t/ from (7.23) be positive definite. By taking

V.t/ D ŒK.t/	1=2 (7.38)

in (7.34), we convert (7.22) to the form

PQ� D A�Q� CQ�AT� C h�Q� C h�1� I;

Q�.s/ D K�1=2.s/Q0K
�1=2.s/: (7.39)

Here, matrix A�.t/ is given by

A�.t/ D K�1=2.AK1=2 � dK1=2=dt/; (7.40)

and explicit formulas [7] for h� are given below for criteria (7.14)–(7.16),
respectively:

h� D .n�1TrQ�1� /1=2;

h� D ŒTrC�=Tr.C�Q�/	1=2; C� D K1=2CK1=2;

h� D Œ.v�; v�/=Tr.Q�v�; v�/	1=2; v� D K1=2v:

Thus, by choosing matrix V in (7.34) according to (7.35), we reduce (7.22) for
matrixQ to the form (7.36) that corresponds to the case where A D 0. On the other
hand, by taking matrix V in accordance with (7.38), we come to (7.39) where K is
replaced by the unity matrix I . Therefore, we can restrict ourselves with considering
(7.22) only in the cases where either A D 0 or K D I .

Similar simplifications take place also for (7.28) for inner ellipsoids.
Let us consider now equations for globally optimal outer ellipsoids [7] and use

the change of variables (7.34) forQ and

P D .V �1/TP�V �1 (7.41)

for P , where P� is a new variable. Let us restrict ourselves with the case of linear
criteria (7.15) and (7.16). If V is defined by (7.35), we obtain from (7.30) and (7.32)
for criterion (7.15):

P�.t/ D ˆT .T /C.T /ˆ.T / D const:
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As a result, the equation for matrix Q�.t/ coincides with (7.36), where

h� D ŒTr.P�K�/=Tr.P�Q�/	1=2:

For criterion (7.16), h� is determined by (7.37) with v� D ˆT .T /v.
By defining V in (7.34) and (7.41) in accordance with (7.38), we again obtain for

criterion (7.15), equations (7.39) for Q�, equations

PP� D �P�A� �AT� P�; P�.T / D K1=2.T /C.T /K1=2.T /

for P�, and the same expression (7.40) for A�.
For criterion (7.16), (7.39) for Q� and (7.40) for A� still hold. Here, h� is

defined by

h� D Œ. �;  �/=.Q� �;  �/	1=2;

where the adjoint vector  �.t/ satisfies the following initial value problem that
replaces (7.33):

P � D �AT� �;  �.T / D K1=2.T /v:

7.7 Properties of Optimal Ellipsoids

Outer approximating ellipsoids E.a.t/;Q.t// optimal in the sense of criterion
(7.16) have the following properties:

1. Globally optimal ellipsoids touch reachable sets D.t; s;M/ for all t 2 Œs; T 	

at points x.t/, where the normal to the boundary of these sets is parallel to the
vector  .t/ defined by (7.33) [6]. In other words, these ellipsoids are tight in the
sense of [16].

2. Globally optimal ellipsoids are also locally optimal for the vector v.t/ D  .t/.
3. Locally optimal ellipsoids for the vector v.t/ defined by the initial value problem:

v.t/ D  .t/; P D �AT .t/ ;  .s/ D v0; (7.42)

where v0 is an arbitrary vector, are also globally optimal for any terminal time
instant T � s and for the criterion J D .Qv.T /; v.T //.

To construct these locally (and also globally) optimal ellipsoids, one is to solve
the linear initial value problem (7.21) for aC.t/ and also initial value problem con-
sisting of (7.22) forQC and (7.42) for .t/. Here, the initial vector v0 can be chosen
arbitrarily, and different vectors v0 correspond to different approximating ellipsoids
touching reachable sets at different points.
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Various properties of nonlinear equations (7.22) and (7.28) governing the evolu-
tion of locally optimal ellipsoids have been studied [1–3, 5–7, 26–28].

As a rule, the nonlinear differential equations for ellipsoids are to be integrated
numerically. However, a number of explicit analytical solutions have been obtained
both for locally [1–3, 5] and globally [6, 26–28] optimal ellipsoids.

Asymptotic behavior of the solution of (7.22) and (7.28) have been analyzed in
the vicinity of the initial point t D s, if Q0 D 0 [2, 3]. This case corresponds to
the situation, where the initial set M in (7.11) is a given point x.s/ D a0. In this
important case, (7.22) and (7.28) have a singularity [see also (7.24)–(7.27)], and the
obtained asymptotic expansions of the solution are needed to start the numerical
integration of equations near the initial point t D s for the case where Q0 D 0.

Also, asymptotic behavior for solutions of (7.22) and (7.28) at infinity (t ! 1)
have been analyzed [2, 3, 6, 26–28].

7.8 Generalizations

The method of ellipsoids has been extended to the case, where the parameters of
the linear system (7.9) are uncertain and/or subjected to unknown but bounded
perturbations. Consider the following system

Px D ŒA0.t/C A1.t/	x C f .t/; (7.43)

where x 2 Rn is the state, matrix A0.t/ and n-vector f .t/ are given functions of
time, whereas the matrix A1.t/ is unknown, and its elements a1

ij .t/ are bounded:

ja1
ij .t/j � bij ; i; j D 1; : : : ; n; t � s: (7.44)

Here, bij are given nonnegative numbers. The system described by (7.43) and
(7.44) models the situation, where some parameters of the system are uncertain
(fixed but unknown) or changeable, for example, in the case of parametric excitation.

Outer ellipsoidal estimates E.a.t/;Q.t// on the reachable sets of the system
described by (7.43) and (7.44) have been obtained [4].

Suppose the initial data are given by (7.11). The equation for the center a.t/ of
the approximating ellipsoid is still the same as (7.21), where A.t/ is replaced by
A0.t/, so that we have

Pa D A0.t/a C f .t/; a.s/ D a0:

Nonlinear matrix equation for Q.t/ differs from (7.22) and has the form

PQ D A0QCQAT
0 C hQC h�1R.a;Q/; (7.45)

h D Œn�1Tr.Q�1R/	1=2; R D diag.R2
1; : : : ; R

2
n/;

Ri D
nX

j D1

bij jaj j C
�

max
�

X
Qjkbij bik�ij �ik

�1=2

:



154 F.L. Chernousko

Here, the maximum is taken over all �ij D ˙1; i; j D 1; : : : ; n. Note that, in
contrast to (7.22), the right-hand side of (7.45) forQ depends on vector a.

The method of ellipsoids can be extended also to nonlinear systems [2, 3]. The
main idea is to construct a linear comparison system described by (7.9), (7.10), and
(7.11), so that all possible motions of the original nonlinear system are within the
reachable sets of the linear one. For example, consider a nonlinear system

Px D A.t/x C '.u; t/; j'.u; t/j � '0.t/; t � s; (7.46)

where u is the disturbance, and the absolute value of the nonlinearity '.u; t/ is
bounded by '0.t/ for all admissible u and t � s W j'.u; t/j � '0.t/.

Then, the following linear system

Px D A.t/x C w; w 2 E.0; '2
0.t/I / (7.47)

can serve as a comparison system for (7.46). Here, w is a disturbance bounded by
a ball.

An outer approximating ellipsoid E.a.t/;Q.t// for linear system (7.47) will
provide an outer bound also for reachable sets of the original nonlinear system
(7.46).

Similarly, inner ellipsoidal bounds for reachable sets of nonlinear systems can be
obtained [2, 3].

The class of approximating sets can be extended: besides ellipsoids, also inter-
sections and unions of several ellipsoids can be considered [2,3]. Thus, the approx-
imation of reachable sets can be improved significantly.

7.9 Applications

Two-sided ellipsoidal approximations of reachable sets can be used for the solution
and approximation of various problems in control and state estimation. Here, we
will only briefly mention these applications; see [3, 5] for details.

7.9.1 Two-Sided Estimates in Optimal Control

Consider the following optimal control problem for system (7.9) under the initial
condition x.s/ D x0.

Find the control subject to constraint (7.10) that provides the minimum of the
given terminal functional J D F.x.T // at t D T > s.

Let us obtain two-sided approximating ellipsoids (locally or globally optimal)
and evaluate the following minima of the function F.x/ over the ellipsoids

F˙ D minF.x/; x 2 E.a˙.T /;Q˙.T //:
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Then the two-sided bounds FC � minJ � F� are true for the required mini-
mum of the functional J . To obtain these bounds, one needs, first, to find the inner
and outer ellipsoids, and, second, to solve the problems of nonlinear programming,
namely, to minimize the function F.x/ over the ellipsoidal sets. Note that the first
part of this procedure does not depend on the function F.x/; if we change this
function, we are to change only the second part of the procedure.

7.9.2 Two-Sided Bounds on Time for the Time-Optimal
Problem

Let the time-optimal problem (T ! min) is set up for the system (7.9) under the
initial condition x.s/ D x0. The terminal state is fixed: x.T / D x�. Let us find the
minimal time instants TC and T � when the ellipsoids E.a˙.t/;Q˙.t// contain
the point x�:

T ˙ D min t; x� 2 E.a˙.t/;Q˙.t//; t � s:

Then the two-sided bounds TC � T � T � for T are true.

7.9.3 Suboptimal Control

Consider again a linear system described by (7.9) and (7.10) under the initial con-
dition x.s/ D x0. Suppose that the given terminal state x.T / D x� at some instant
T belongs to the inner ellipsoid E.a�.T /;Q�.T //. Then there exists an admissible
control u.t/ bringing the system to this terminal state at t D T . This control can be
constructed efficiently [12,13] and is defined by the following procedure. First, find
the solution of the initial value problems (7.28) for functions a�.t/ and Q�.t/ that
determine the inner approximating ellipsoid.

Denote

R.t/ D K1=2.K�1=2Q�K�1=2/1=2K1=2

and solve the auxiliary initial value problem

P D �AT � .Q�/�1R t 2 Œs; T 	;
 .T / D ŒQ�.T /	�1Œx� � a�.T /	:

Then the admissible control u.t/ bringing system (7.9) from the initial state x.s/ D
x0 to the prescribed terminal state x.T / D x� is given by the expression

u.t/ D R.t/ .t/; t 2 Œs; T 	:
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This control can be called suboptimal since, if the terminal time T is equal to the
upper bound T � for the time-optimal problem introduced in Sect. 7.9.2, this control
brings our system to the prescribed terminal state at t D T D T �.

7.9.4 Differential Games

Consider now a differential game of two players X and Y described by equations
similar to (7.9) and (7.10):

X W Px D Ax.t/x C Bx.t/u C fx.t/;

u 2 E.0;Gx.t//; x.s/ D x0I
Y W Py D Ay.t/y CBy.t/v C fy.t/;

v 2 E.0;Gy.t//; y.s/ D y0:

Here, x and y are the state vectors of the playersX and Y , respectively, u and v are
their controls, and x0 and y0 are the respective initial states. The cost functional J
is a given scalar function of the terminal states of the players at the prescribed time
instant T :

J D ˆ.x.T /; y.T //; T > s:

Player X seeks to minimize J while player Y , which can be also identified
with uncertain disturbances, opposes Y and tends to maximize J . The following
inequalities

max
y2Dy

min
x2Dx

ˆ.x; y/ � J � � min
x2Dx

max
y2Dy

ˆ.x; y/;

where Dx and Dy are the reachable sets of players X and Y , respectively, at
the instant T , provide evident two-sided bounds on the optimal value J � of the
functional J that corresponds to optimal strategies of both players.

Using ellipsoidal bounds

Eẋ D E.aẋ .t/;Qẋ .t//; Eẏ D E.aẏ .t/;Qẏ .t//

on reachable sets for players X and Y , we obtain the following two-sided estimates
on J �:

ˆ1 � J � � ˆ2; ˆ1 D max
y2E�

y

min
x2E

C

x

ˆ.x; y/; ˆ2 D min
x2E�

x

max
y2E

C

y

ˆ.x; y/: (7.48)

Suppose the pairs of points x�
1 ; y

�
1 and x�

2 ; y
�
2 are found where the maximin ˆ1

and minimax ˆ2 from (7.48) are attained, respectively. Using results of Sect. 7.9.3,
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we can find the control u.t/ bringing player X to the state x�
2 2 E�

x at t D T , and
also the control v.t/ bringing player Y to the state y�

1 2 E�
y at t D T . If player X

applies the open-loop control u.t/, then the value of functional J does not exceed
ˆ2 under any admissible control of player Y . On the other hand, if player Y applies
the open-loop control v.t/, than the value of functional J is not less than ˆ1 under
any admissible control of player X . Thus, using approximating ellipsoids, we can
obtain two-sided bounds on the value of the cost functional and determine open-loop
controls of the players that ensure these bounds.

Approximating ellipsoids can be also used for obtaining two-sided bounds in
games of pursuit-evasion. In this context, the rule of extremal aiming [14, 15] is
used. Numerical example is presented in [11].

7.9.5 Control of Uncertain Systems

Consider a system subjected to both the control u.t/ and disturbance v.t/:

Px D A.t/x C B.t/u C C.t/v C f .t/; t � a: (7.49)

Knowing the bound v.t/ 2 E.0;G.t// on the disturbance, we can obtain the
outer bound x.t/ 2 E.a.t/;Q.t// on all trajectories of system (7.49) subjected to
the given control u.t/. Then, equations (7.21) for a.t/ and (7.22) forQ.t/ become

Pa D AaC Bu C f; PQ D AQ CQAT C hQC h�1K; K D BGBT

and can be considered as a control system for the whole set of possible trajectories.
Various control problems can be set up for this system, and different control methods
can be applied to these problems.

7.9.6 Other Applications

In case where u.t/ is a bounded disturbance in (7.9), the outer approximating ellip-
soid provides an estimate on possible deviations of the trajectory caused by the
disturbance. Such estimates are sometimes associated with the notion of “practical
stability”. For example, possible deviation of the trajectory of a moving body in the
presence of wind disturbances can be evaluated.

Various applications of ellipsoidal bounds to parameter estimation are consid-
ered in [30, 31]. Aerospace applications of approximating ellipsoids are discussed
in [25, 32].
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7.9.7 State Estimation in the Presence of Observation Errors

Consider again the system subjected to uncertain disturbances and described by
(7.9), (7.10), and (7.11). Suppose that, at the given time instants ti , the results of
observations

yi D Hix.ti /C �i ; ti � s; i D 0; 1; : : : ; (7.50)

become available. Here, yi arem-vectors of observation results,Hi are givenm�n
matrices, and �i are m-dimensional observation errors subject to constraints �i 2
E.0;Li /, where Li are given symmetric positive definite m � m matrices. Thus,
at the instants ti , the state x.ti / of the system belongs to the intersection of two
ellipsoidal sets:

x.t/ 2 E.ti /\ QEi ;

QEi D fx W .L�1
i ŒHix.ti /� yi 	; ŒHix.ti / � yi 	/ � 1g: (7.51)

Here, E.ti / is the outer ellipsoidal state estimate of the system based on all infor-
mation available for t < ti , and QEi is the ellipsoid corresponding to the observation
(7.50) at t D ti .

To design the process of the ellipsoidal state estimation, we are to construct the
ellipsoidE.ti C0/ that contains the intersection of ellipsoids (7.51). Then we can use
E.ti C0/ as the initial ellipsoid for the next time interval .ti ; tiC1/, see Fig. 7.2. It is
desirable to findE.ti C0/ that minimizes certain optimality criterion (see Sect. 7.4).
Using optimal and suboptimal outer ellipsoidal bounds for the intersection of two
ellipsoids [2, 3], the recursive procedure for the ellipsoidal state estimation in the
presence of observation errors has been developed. The state estimation procedure

Fig. 7.2 Ellipsoidal state estimation
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has been extended also to the case of continuous observations. Thus, the guaranteed
analogue of the well-known Kalman filtering has been elaborated [2, 3, 5].

Applications of ellipsoidal technique to state estimation are considered in [17,
18, 25, 30, 31].

7.10 Ellipsoidal vs. Interval Analysis

There exists a vast literature on the interval analysis that is widely used in the com-
putational mathematics [8,9,20,22]. In the interval analysis, to obtain the guaranteed
error estimates, one operates with intervals Œx�; xC	, instead of precise value x that
is unknown but bounded, x 2 Œx�; xC	. When this approach is applied to vectors
x D .x1; : : : ; xn/, one is to deal with boxes

B D fx W x�
i � x � xC

i ; i D 1; : : : ; ng; (7.52)

i.e., rectangular parallelepipeds with sides parallel to coordinate axes.
The interval approach and its generalizations, where uncertainty domains are

bounded by various polytopes, are also applied in the control and identification, see
[10, 19, 21, 23, 24, 34].

Let us discuss and compare the method of ellipsoids with the interval methods.
One can consider several levels of generalization of interval methods. The sets of

uncertainty can be bounded by: (a) boxes (7.52); (b) rectangular parallelepipeds;
(c) arbitrary parallelepipeds; (d) polytopes. The class (d) of arbitrary polytopes
seems to be too wide. As already mentioned in Sect. 7.2, the class (c), like the
class of ellipsoids, is invariant with respect to linear transformations, but it requires
almost two times more parameters for its description than the class of ellipsoids.
The classes (a) and (b) are not invariant with respect to linear transformations.

In this context, the class of boxes (7.52) seems to be more attractive among
classes (a)–(d) because it has the simplest description and requires only 2n

parameters.
However, this class can lead to an undesirable but essential error increase.
Consider a simplest vectorial operation y D Ax, where x is defined by a box

(7.52) and A is a given n � n matrix. As a result of this operation, box (7.52) is
transformed to a parallelepipedP . To obtain a boxB 0 for vector y, one needs to take
a box that contains P; B 0 � P , and thus to expand the set of possible vectors y. In
other words, the error estimate will become wider. In [29], the results of operation
y D Ax have been analyzed both for ellipsoidal and interval uncertainty bounds. It
has been shown that the ellipsoidal bounds are frequently superior to interval ones
and lead to tighter error estimates than those given by the interval analysis.

Thus, it seems that the method of ellipsoids can be of use for error estimation in
numerical analysis.



160 F.L. Chernousko

7.11 Conclusions

The method of ellipsoids seems to be an efficient technique for the analysis of
dynamical systems subjected to uncertain perturbations and observation errors. By
means of this approach, exact and approximate solutions as well as reliable two-
sided bounds for a number of basic problems in control and estimation can be
obtained.

Acknowledgements This work was supported by the Russian Foundation for Basic Research
(Project 08-01-00411) and by the Grant of Support for Leading Russian Scientific Schools
(NSh-4315.2008.1).

References

1. Chernousko, F.L.: Optimal guaranteed estimates of indeterminacies using ellipsoids, Parts 1–3.
Izv. Akad. Nauk SSSR, Tekh. Kibern. 3, 3–11; 4, 3–11; 5, 5–11 (1980)

2. Chernousko, F.L.: Estimation of Phase State for Dynamical Systems. Nauka, Moscow (1988)
3. Chernousko, F.L.: State Estimation for Dynamic Systems. CRC, Boca Raton (1994)
4. Chernousko, F.L.: Ellipsoidal approximation of attainability sets of linear system with indeter-

minate matrix. J. Appl. Math. Mech. 60(6), 921–931 (1996)
5. Chernousko, F.L.: What is ellipsoidal modelling and how to use it for control and state estima-

tion? In: Elishakoff, I. (ed.) Whys and Hows in Uncertainty Modelling, pp. 127–188. Springer,
Vienna (1999)

6. Chernousko, F.L., Ovseevich, A.I.: Some properties of optimal ellipsoids approximating
reachable sets. Dokl. Math. 67(1), 123–126 (2003)

7. Chernousko, F.L., Ovseevich, A.I.: Properties of the optimal ellipsoids approximating the
reachable sets of uncertain systems. J. Optim. Theor. Appl. 120(2), 223–246 (2004)

8. Goetz, A., Herzberger, J.: Introduction to Interval Analysis. Academic, New York (1983)
9. Jaulin, L., Kieffer, M., Didrit, O., Walter, E.: Applied Interval Analysis. Springer, London

(2001)
10. Kieffer, M., Walter, E.: Interval analysis for guaranteed non-linear parameter and state

estimation. Math. Comput. Model. Dyn. Syst. 11(2), 171–181 (2005)
11. Klepfish, B.R.: Method of obtaining the two-side estimate on the time of pursuit. Izv. Akad.

Nauk SSSR, Tekh. Kibern. 4, 156–160 (1984)
12. Komarov, V.A.: Estimates on reachable sets and construction of admissible controls for linear

systems. Dokl. Akad. Nauk SSSR 268, 537–541 (1982)
13. Komarov, V.A.: Estimates on reachable sets for linear systems. Izv. Akad. Nauk SSSR, Ser.

Mat. 48, 865–879 (1984)
14. Krasovskii, N.N.: Game Problems of Meeting of Motions. Nauka, Moscow (1970)
15. Krasovskii, N.N., Subbotin, A.I.: Positional Differential Games. Springer, Berlin (1988)
16. Kurzhanski, A.B., Varaiya, P.: Ellipsoidal techniques for reachability analysis. Lecture Notes

in Computer Science vol. 1790, pp. 202–214. Springer, Berlin (2000)
17. Maksarov, D.G., Norton, J.P.: State bounding with ellipsoidal set description of the uncertainty.

Int. J. Control 65, 847–866 (1996)
18. Maksarov, D.G., Norton, J.P.: Computationally efficient algorithms for state estimation with

ellipsoidal approximations. Int. J. Adapt. Control Signal Process. 16, 411–434 (2002)
19. Milanese, M., Norton, J., Piet-Lahanier, H., Walter, E. (eds.): Bounding Approaches to System

Identification. Plenum, New York (1996)
20. Moore, R.E.: Methods and Applications of Interval Analysis. SIAM, Philadelphia (1979)



7 Optimal Ellipsoidal Estimates of Uncertain Systems 161

21. Nazin, S.A., Polyak, B.T.: Interval parameter estimation under model uncertainty. Math.
Comput. Model. Dyn. Syst. 11(2), 225–237 (2005)

22. Neumaier, A.: Interval Methods for Systems of Equations. Cambridge University Press,
Cambridge (1990)

23. Norton, J.P. (ed.): Special issue on bounded-error estimation, 1. Int. J. Adapt. Control Signal
Process. 8(1) (1994)

24. Norton, J.P. (ed.): Special issue on bounded-error estimation, 2. Int. J. Adapt. Control Signal
Process. 9(2) (1995)

25. Norton, J.P.: Results to aid applications of ellipsoidal state bounds. Math. Comput. Model.
Dyn. Syst. 11(2), 209–224 (2005)

26. Ovseevich, A.I.: Limit behavior of attainable and superattainable sets. In: Modelling, Estima-
tion, and Control of Systems with Uncertainty, pp. 324–333. Birkhäuser, Boston (1991)

27. Ovseevich, A.I.: On equations of ellipsoids approximating attainable sets. J. Optim. Theor.
Appl. 95(3), 659–676 (1997)

28. Ovseevich, A.I., Chernousko, F.L. : Methods of ellipsoidal estimation for linear control sys-
tems. In: Proc. 17th World Congress, The International Federation of Automatic Control,
pp. 15345–15348. Seoul, Korea (2008)

29. Ovseevich, A.I., Taraban’ko, Yu.V., Chernousko, F.L.: A comparison of interval and ellipsoidal
error bounds for vector operations. Dokl. Math. 71(1), 127–130 (2005)

30. Polyak, B.T., Nazin, S.A., Durieu, C., Walter, E.: Ellipsoidal parameter or state estimation
under model uncertainty. Automatica 40, 1171–1179 (2004)

31. Pronzato, L., Walter, E.: Minimum-volume ellipsoids containing compact sets: application to
parameter bounding. Automatica 30, 1731–1739 (1994)

32. Rokityanskiy, D.Ya., Veres, S.M.: Application of ellipsoidal estimation to satellite control
design. Math. Comput. Model. Dyn. Syst. 11(2), 239–249 (2005)

33. Schweppe, F.C.: Uncertain Dynamic Systems. Prentice-Hall, Englewood Cliffs, NJ (1973)
34. Walter, E. (ed.): Special issue on parameter identification with error bound. Math. Comput.

Simul. 32 (1990)


	7 Optimal Ellipsoidal Estimates of Uncertain Systems: An Overview and New Results
	7.1 Introduction
	7.2 Reachable Sets
	7.3 Ellipsoidal Bounds
	7.4 Optimality
	7.5 Equations of Ellipsoids
	7.6 Transformation of the Equations
	7.7 Properties of Optimal Ellipsoids
	7.8 Generalizations
	7.9 Applications
	7.9.1 Two-Sided Estimates in Optimal Control
	7.9.2 Two-Sided Bounds on Time for the Time-Optimal Problem
	7.9.3 Suboptimal Control
	7.9.4 Differential Games
	7.9.5 Control of Uncertain Systems
	7.9.6 Other Applications
	7.9.7 State Estimation in the Presence of Observation Errors

	7.10 Ellipsoidal vs. Interval Analysis
	7.11 Conclusions
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




