
Chapter 3
On the Approximation of a Discrete
Multivariate Probability Distribution Using
the New Concept of t-Cherry Junction Tree

Edith Kovács and Tamás Szántai

Abstract Most everyday reasoning and decision making is based on uncertain
premises. The premises or attributes, which we must take into consideration, are
random variables, so that we often have to deal with a high dimensional dis-
crete multivariate random vector. We are going to construct an approximation of a
high dimensional probability distribution that is based on the dependence structure
between the random variables and on a special clustering of the graph describing this
structure. Our method uses just one-, two- and three-dimensional marginal prob-
ability distributions. We give a formula that expresses how well the constructed
approximation fits to the real probability distribution. We then prove that every time
there exists a probability distribution constructed this way, that fits to reality at least
as well as the approximation constructed from the Chow–Liu dependence tree. In
the last part we give some examples that show how efficient is our approximation in
application areas like pattern recognition and feature selection.

3.1 Introduction

The goal of our paper is to approximate a high dimensional joint probability
distribution using two and three-dimensional marginal distributions, only.

The idea of such kind of approximations was given by Chow and Liu [7]. In
their work they construct a first order tree taking into account the mutual informa-
tion gains of all pairs of random variables. They proved that their approximation is
optimal in the sense of Kullback–Leibler divergence [12, 15].

In order to give an approximation that uses lower dimensional marginal probabil-
ity distributions, there are many algorithms developed. Most of them first construct
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a Bayesian network (directed acyclic graph) see [1] and then they obtain from this
in several steps a junction tree. See [11] for a good overview.

Many algorithms were developed for obtaining a Bayesian Network. These algo-
rithms start with the construction of the Chow–Liu tree and then this graph is trans-
formed, by adding edges and then delete the superfluous edges using conditional
independence tests. The number of conditional independence tests is diminished by
searching the minimal d -separating set [2, 6].

After the graphical structure is determined a number of quantitative operations
have to be performed on it (see [13] and [9]).

In our paper we suppose to be known just the three-dimensional marginals of
the joint probability distribution (indeed that implies that the second and first order
marginals are known, too). From this information we first construct a graphical
model, and then a junction tree, named t-cherry-junction tree.

The construction of our graphical model is inspired by the graphical structure,
named cherry tree, and t-cherry tree introduced by Bukszár and Prékopa in [3].

We emphasize that our method does not use the construction of the Bayesian
network first, we are going to use just the third order marginals and the information
contents related to them, and to certain pairs of random variables involved.

The paper is organized as follows:

� The second section contains the theory, formulas, and connections between them
that are used in the third section.

� The third section contains the introduction of the concept of the t-cherry-junction
tree, the formula that gives the Kullback–Leibler divergence associated to the
approximation introduced, and a proof that the approximation associated to the
t-cherry-junction tree is at least as good as Chow–Liu’s approximation is.

� The last section contains some applications of the approximation introduced in
order to exhibit some advantages of this approach.

3.2 Preliminaries

3.2.1 Notations

Let X D .X1; X2; : : : ; Xn/
T be an n-dimensional random vector with the joint

probability distribution

P
�
X1 D x1

i1
; : : : ; Xn D xn

in

�
; i1 D 1; : : : ; m1; : : : ; in D 1; : : : ; mn:

For this we will use also the abbreviation

P.X/ D P.X1; X2; : : : ; Xn/:

This shorter form will be applied in sums and products, too. So we will write
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X
X

P.X/ D
m1X

i1D1

� � �
mnX

inD1

P.X1 D x1
i1
; : : : ; Xn D xn

in
/ .D 1/ (3.1)

and for example if H D fj; k; lg is a three element subset of the index (vertex) set
f1; 2; : : : ; ng then XH D .Xj ; Xk; Xl/

T and

X
XH

P.XH / D
mjX

ij D1

mkX
ikD1

mlX
il D1

P.Xj D x
j
ij
; Xk D xk

ik
; Xl D xl

il
/ .D 1/ (3.2)

and

Y
XH

P.XH / D
mjY

ij D1

mkY
ikD1

mlY
il D1

P.Xj D x
j
ij
; Xk D xk

ik
; Xl D xl

il
/ (3.3)

Pa.X/ will denote the approximating joint probability distribution of P.X/.

3.2.2 Cherry Tree and t-Cherry Tree

The cherry tree is a graph structure introduced by Bukszár and Prékopa (see [3]).
A generalization of this concept, called hyper cherry tree can be found in [4] by
Bukszár and Szántai. Let be given a nonempty set of vertices V .

Definition 3.1. The graph defined recursively by the following steps is called cherry
tree:

1. Two vertices connected by an edge is the smallest cherry tree.
2. By connecting a new vertex of V , by two new edges to two existing vertices of a

cherry tree, one obtains a new cherry tree.
3. Each cherry tree can be obtained from (1) by the successive application of (2).

Remark 3.1. A cherry tree is an undirected graph. We emphasize that it is not a tree.

Definition 3.2. We call cherry, a triplet of vertices formed from two existing
vertices and a new one connected with them in step (2) of Definition 3.1.

For the cherry we will use the notation introduced in [4] by Bukszár and Szántai:
.fl; mg; k/, where l andm are the existing vertices, k is the newly connected vertex
and fk; lg; fk;mg are the new edges.

Remark 3.2. From a set of n vertices we obtain a cherry tree with n � 2 cherries.

Remark 3.3. We denote by H the set of all cherries of the cherry tree and by � the
set of edges of the cherry tree.
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Remark 3.4. A cherry tree is characterized by a set V of vertices, the set H of
cherries and the set � of edges. We denote a cherry-tree by � D .V;H; �/.

In our paper we need the concept of the t-cherry tree introduced by Bukszár
and Prékopa in [3]. To get the concept of t-cherry tree one has to apply the more
restrictive Step (20) in Definition 3.1 instead of Step (2):

(20) By connecting a new vertex of V by two new edges to two connected vertices
of a cherry tree, one obtains a new cherry tree.

Definition 3.3. The graph defined recursively by (1), (20) and (3) is called t-cherry
tree.

Remark 3.5. A pair of adjacent vertices from the t-cherry tree may be used several
times, for connecting new vertices to them.

3.2.3 Junction Tree

The junction tree is a very prominent and widely used structure for inference in
graphical models (see [5] and [12]).

Let X D fX1; : : : ; Xng be a set of random variables defined over the same
probability field and X D .X1; : : : ; Xn/

T an n-dimensional random vector.

Definition 3.4. A tree with the following properties is called junction tree over X :

1. To each node of the tree, a subset ofX called cluster and the marginal probability
distribution of these variables is associated.

2. To each edge connecting two clusters of the tree, the subset of X given by the
intersection of the connected clusters and the marginal probability distribution of
these variables is associated.

3. If two clusters contain a random variable, than all clusters on the path between
these two clusters contain this random variable (running intersection property).

4. The union of all clusters is X .

Notations:

� C – the set of clusters
� C – a cluster
� XC – the random vector with the random variables of C as components
� P.XC / – the joint probability distribution of XC

� S – the set of separators
� S – a separator
� XS – the random vector with the random variables of S as components
� P.XS / – the joint probability distribution of XS
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The junction tree provides a joint probability distribution of X:

P.X/ D
Q

C 2C
P.XC /

Q
S2S

P.XS /.�S �1/
;

where �S is the number of those clusters which contain all of the variables involved
in S .

3.3 t-Cherry-Junction Tree

3.3.1 Construction of a t-Cherry-Junction Tree

Let X D fX1; : : : ; Xng be a set of random variables defined over the same prob-
ability field and denote by X D .X1; : : : ; Xn/

T the corresponding n-dimensional
random vector. Together with the construction of the t-cherry tree over the set of
vertices V D f1; : : : ; ng we can construct a t-cherry-junction tree in the following
way.

Algorithm 1. Construction of a t-cherry-junction tree.

1. The first cherry of the t-cherry tree identifies the first cluster of the t-cherry junc-
tion tree. The vertices of the first cherry give the indices of the random variables
belonging to the first cluster.

2. Similar way each new cherry of the t-cherry tree identifies a new cluster of the
t-cherry-junction tree. The separators contain pairs of random variables with
indices corresponding to the connected vertices used in Step (20) of Defini-
tion 3.3.

Theorem 3.1. The t-cherry-junction tree constructed by Algorithm 1 is a junction
tree.

Proof. We can check the statements of Definition 3.4:

� The first statement of definition is obvious.
� The separator that connects two clusters contains the intersection of the two

clusters. This follows from the construction of the separator sets.
� Let us suppose that there exists a variable Xm which belongs to two clusters on

a path, so that on this path exist a cluster that does not contain Xm. This implies
that on this past exist two neighboring cluster so that one of them contains Xm

and the other one does not containXm. This means that in the t-cherry tree there
are two cherries connected so that one of them contains the vertexm the other one
does not contain the vertexm. According to the point (2) of Definition 3.1,m is a
new vertex connected, but sinceXm belongs already to another cluster, the vertex
m belongs to another cherry, too. That is a contradiction, because that means that
m is not a new vertex.
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� The union of all sets associated to the clusters is X , because of the union of set
of indices is V .

Remark 3.6. To each cluster fXl ; Xm; Xkg a three-dimensional joint probability
distribution P.Xl ; Xm; Xk/ can be associated. To each separator fXl ; Xmg a two-
dimensional joint probability distribution P.Xl ; Xm/ can be associated.

The joint probability distribution associated to the t-cherry-junction tree is a joint
probability distribution over the variables X1; : : : ; Xn, given by

P.X/ D

Q
fXl ;Xm;Xkg2C

P.Xl ; Xm; Xk/

Q
fXl ;Xmg2S

P.Xl ; Xm/�lm�1
; (3.4)

where �lm D #ffXl ; Xmg � C jC 2 Cg.

3.3.2 The Approximation of the Joint Distribution Over X

by the Distribution Associated to a t-Cherry-Junction Tree

Chow and Liu introduced a method to approximate optimally an n-dimensional,
discrete joint probability distribution by the one- and two-dimensional probabil-
ity distributions using first-order dependence tree. It is shown that the procedure
presented in their paper yields an approximation with minimum difference of
information, in the sense of Kullback–Leibler divergence.

In this part, we first give a formula for the Kullback–Leibler divergence between
the approximated distribution associated to the t-cherry-junction tree and the real
joint probability distribution; we then conclude what we have to take into account
to minimize the divergence. For the proof of this theorem we need a lemma:

Lemma 3.1. In a t-cherry-junction tree for each variable Xm 2 X :

#ffXl ; Xmg j .fXl ; Xmg; Xk/ 2 Cg D #f.fXl ; Xmg; Xk/ j .fXl ; Xmg; Xk/ 2 Cg � 1

Proof. Let denote t D #ffXl ; Xmg j .fXl ; Xmg; Xk/ 2 Cg for a given Xm 2 X .

� Case t D 0.
The statement is a consequence on one hand of Definition 3.4 that is the union
of all sets associated to the nodes (clusters) is X, so every vertex from X, have to
appear at least in one cluster. On the other hand, ifXm would be contained in two
clusters than there must exist one separator set containing this vertex (point 3) in
Definition 3.4), but we supposed t D 0.

� Case t > 0.
If two clusters contain a variable Xm, than all clusters from the path between the
two clusters contain Xm (running intersection property). From this results that
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the clusters containing Xm are the nodes of a connected graph, and this graph is
a first order tree. If this graph contains t C 1 clusters, than it contains t separator
sets (definition of a tree in which we have separators instead of edges and clus-
ters instead of nodes). From the definition of the junction tree (Definition 3.4)
results that every separator set connecting two clusters contains the variables
from the intersection of the clusters. So there are t separator sets that contain the
variable Xm.

The goodness of the approximation of a probability distribution can be quantified
by the Kullback–Leibler divergence between the real and the approximating proba-
bility distributions (see for example [8] or [15]). The Kullback–Leibler divergence
expresses somehow the distance between two probability distributions. As smaller
value it has as better the approximation is.

Theorem 3.2. If we denote by Pa.X/ the approximating joint probability dis-
tribution associated to the t-cherry-junction tree [see formula (3.4)], then the
Kullback–Leibler divergence between the real and the approximating joint prob-
ability distribution is given by:

I.P.X/; Pa.X// D �H.X/ �
X

.Xl ;Xm;Xk/2C
I.Xl ; Xm; Xk/

(3.5)

C
X

fXl ;Xmg2S
.�lm � 1/I.Xl ; Xm/C

nX
kD1

H.Xk/:

Proof.

I.P.X/; Pa.X// D
X

X

P.X/ log2

P.X/
Pa.X/

D
X

X

P.X/ log2 P.X/ �
X

X

P.X/ log2 Pa.X/

D �H.X/�
X

X

P.X/ log2

Q
fXl ;Xm;Xkg2C

P.Xl ; Xm; Xk/

Q
fXl ;Xmg2S

P.Xl ; Xm/�lm�1

D �H.X/�
X

X

P.X/

"
log2

Y
fXl ;Xm;Xkg2C

P.Xl ; Xm; Xk/

� log2

Y
fXl ;Xmg2S

P.Xl ; Xm/
�lm�1

#

D �H.X/�
X

X

P.X/ log2

Y
fXl ;Xm;Xkg2C

P.Xl ; Xm; Xk/

C
X

X

P.X/ log2

Y
fXl ;Xmg2S

P.Xl ; Xm/
�lm�1
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From Definition 3.4 follows that the union of the clusters of the junction tree is
the set X . From the Lemma 3.1 we know that each vertex appears once more in
clusters than in separator sets. So by adding and subtracting the sum

X
X

P.X/ log2

2
4 Y

fXl ;Xm;Xkg2C
P.Xl/P.Xm/P.Xk/

3
5

we obtain the following:

I.P.X/; Pa.X//

D �H.X/ �
X

X

P.X/ log2

Q
fXl ;Xm;Xkg2C

P.Xl ; Xm; Xk/

Q
fXl ;Xm;Xkg2C

P.Xl/P.Xm/P.Xk/

C
X

X

P.X/ log2

Q
fXl ;Xmg2S

P.Xl ; Xm/
�lm�1

Q
fXl ;Xmg2S

ŒP.Xl /P.Xm/	�lm�1
�
X

X

P.X/ log2

Y
Xk2X

P.Xk/

D �H.X/ �
X

X

P.X/
X

fXl ;Xm;Xkg2C
log2

P.Xl ; Xm; Xk/

P.Xl/P.Xm/P.Xk/

C
X

X

P.X/
X

fXl ;Xmg2S
.�lm � 1/ log2

P.Xl ; Xm/

P.Xl/P.Xm/
C

X
Xk2X

H.Xk/:

Since .Xl ; Xm; Xk/ and .Xl ; Xm/ are components of the random vector X, we have
the relations:

P
X
P.X/

P
fXl ;Xm;Xkg2C

log2

P.Xl ; Xm; Xk/

P.Xl/P.Xm/P.Xk/

D P
fXl ;Xm;Xkg2C

P
.Xl ;Xm;Xk/T

P.Xl ; Xm; Xk/ log2

P.Xl ; Xm; Xk/

P.Xl/P.Xm/P.Xk/

and

X
X

P.X/
X

fXl ;Xmg2S
.�lm � 1/ log2

P.Xl ; Xm/

P.Xl/P.Xm/

D
X

fXl ;Xmg2S

X
.Xl ;Xm/T

.�lm � 1/P.Xl ; Xm/ log2

P.Xl ; Xm/

P.Xl/P.Xm/
:

Taking into account these relations and applying the notion of the mutual informa-
tion content for two and three variables:
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I.Xl ; Xm/ D P
.Xl ;Xm/T

P.Xl ; Xm/ log2

P.Xl ; Xm/

P.Xl/P.Xm/
;

I.Xl ; Xm; Xk/ D P
.Xl ;Xm;Xk/T

P.Xl ; Xm; Xk/ log2

P.Xl ; Xm; Xk/

P.Xl/P.Xm/P.Xk/

we obtain (3.5) and the statement of the theorem has been proved.

Observation 1. We can observe that for minimizing the Kullback–Leibler diver-
gence between the real probability distribution and the approximation obtained from
the t-cherry-junction tree we have to maximize the difference between the sum of
the mutual divergence of the clusters and the sum of the mutual divergence of the
separators denoted by S :

S D
X

fXl ;Xm;Xkg2C
I.Xl ; Xm; Xk/�

X
fXl ;Xmg2S

.�lm � 1/I.Xl ; Xm/

Observation 2. If we wish to compare two approximations of a joint probability
distribution associated to two different t-cherry-junction trees, we have just to:

� Sum the information contents of the clusters
� Sum the information contents of the separators
� Make the difference between them
� Claim a t-junction-cherry tree be better than another one, if it produces greater

value of S

3.3.3 The Relation Between the Approximations
Associated to the First-Order Dependence Tree
and t-Cherry-Junction Tree

A natural question is: can the t-cherry-junction tree give better approximation than
the first order tree given by Chow and Liu does? Let us remind that Chow and
Liu introduced a method for finding an optimal first order tree that minimizes the
Kullback–Leibler divergence.

If pa.j / denotes the parent node of j , the joint probability distribution associ-
ated to the Chow–Liu first order dependence tree is given as follows:

PC h�L.X/ D
nY

iD1

P.Xmi
jXpa.mi //;

where fm1; : : : ; mng is a permutation of the numbers 1; 2; : : : ; n and if pa.j / is the
empty set, then by definition P.Xj jXpa.j // D P.Xj /.
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In the following Algorithm 2 we will show how one can construct a t-cherry-
junction tree from a Chow–Liu first order dependence tree. After this in Theorem 3.3
we prove that the t-cherry-junction tree constructed this way gives at least as
good approximation of the real probability distribution as the Chow–Liu first order
dependence tree does.

Algorithm 2. The construction of a t-cherry-junction tree from a Chow–Liu first
order dependence tree.

Let us regard the spanning tree behind the Chow–Liu first order dependence tree.
It is sufficient to give an algorithm for constructing a t-cherry tree from this spanning
tree. Then by Algorithm 1 we can assign a t-cherry-junction tree to this t-cherry tree:

1. The first cherry of the t-cherry tree let be defined by any three vertices of the
spanning tree which are connected by two edges.

2. We add a new cherry to the t-cherry tree by taking a new vertex of the spanning
tree adjacent to the so far constructed t-cherry tree.

3. We repeat step (2) till all vertices from the spanning tree become included in the
t-cherry tree.

Theorem 3.3. If PC h�L.X/ D Qn
iD1 P.Xmi

jXpa.mi // is the approximation asso-
ciated to the Chow–Liu first order dependence tree there always exists a t-cherry-
junction tree with associated probability distribution Pt�ch.X/ that approximates
P.X/ at least as well as PC h�L.X/ does.

Proof. We construct the t-cherry-junction tree from the Chow–Liu first order depen-
dence tree using Algorithm 2.

The Kullback–Leibler divergence formally looks like it is given in (3.5).
In the case of the approximation obtained by the Chow–Liu method, the Kullback–

Leibler divergence is given as follows (see [7]):

I.P.X/; PC h�L.X// D �H.X/ �
nX

iD1

I.Xmi
; Xpa.mi //C

nX
iD1

H.Xi /: (3.6)

Because the first and last terms of the Kullback–Leibler divergences are the same
in the case of the two approximations (3.5) and (3.6), we denote the sums that we
have to compare by SC h�L in the case of Chow–Liu’s approximation and St�ch in
the case of t-cherry-junction tree approximation:

SC h�L D
X

Xmi
2X

I.Xmi
; Xpa.mi // (3.7)

and

St�ch D
X

fXl ;Xm;Xkg2C
I.Xl ; Xm; Xk/�

X
fXl ;Xmg2S

.�lm � 1/I.Xl ; Xm/ (3.8)

In the case of formula (3.7) we can apply the formula
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I.X; Y / D H.X/�H.X jY /

(see [8], Formula (2.43) on p. 16), while in the case of formula (3.8) we can apply

I.X; Y;Z/ D H.Z/C I.X; Y / �H.ZjX; Y /

which easily can be derived from formulae given in book [8].
So from (3.7) we get

SC h�L D P
Xmi

2X

�
H.Xmi

/ �H.Xmi
jXpa.mi //

	

D P
Xmi

2X

H.Xmi
/� P

Xmi
2X

H.Xmi
jXpa.mi //

(3.9)

and from (3.8) we get

St�ch D
X

fXl ;Xm;Xkg2C
ŒH.Xk/C I.Xl ; Xm/�H.XkjXl ; Xm/	

�
X

fXl ;Xmg2S
.�lm � 1/I.Xl ; Xm/ (3.10)

D
X

Xk2X

H.Xk/�
X

fXl ;Xm;Xkg2C
H.XkjXl ; Xm/

From (3.9) and (3.10) we conclude that we have to compare only

X
Xmi

2X

H.Xmi
jXpa.mi //

and X
fXl ;Xm;Xkg2C

H.XkjXl ; Xm/

To each Xk corresponds an Xmi
because these both are the vertices of X and each

of them appears exactly once. The edge connecting Xmi
and Xpa.mi / is contained

in the t-cherry tree as it was constructed according to Step (2) in the proof of
Theorem 3.3. From this we can conclude that for each Xk contained in a cluster
fXl ; Xm; Xkg one of Xl and Xm is Xpa.k/. Now we can apply the inequality (see
book [8], Formula (2.130) on p. 36):

H.XkjXi ; Xj / � H.XkjXi /

with equality just in case Xk is conditionally independent of Xj . From this it is
obvious that St�ch � SC h�L, and indeed the relation between the Kullback–Leibler
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divergences of the two approximations is:

I.P.X/; Pt�ch.X// � I.P.X/; PC h�L.X//:

This proves the statement of the theorem.

Observation 1. If the underlying dependence structure is a first order dependence
tree than we got equality between the two divergences. (Because of the condi-
tional independences that take place between the unlinked vertices of the first order
dependence tree).

3.4 Some Practical Results of Our Approximation
and Discussions

This section consists of three parts. In the first part we consider two different
approximations of a given eight-dimensional discrete joint probability distribution:

� The approximation given by the Chow–Liu method
� The approximation corresponding to the t-cherry tree constructed by the algo-

rithm given in the proof of Theorem 3.3

In the second part of this section we use the approximations to make some predic-
tion, when the values taken by two out of eight random variables are known. From
this information we are going to recognize the most probable values of the remain-
ing six random variables. In the third part we use the influence diagram underlying
the t-cherry-junction tree to make a feature selection.

Two Approximations of an Eight-Dimensional Discrete Probability Distribution

First we construct an eight-dimensional discrete probability distribution in the fol-
lowing way. The one-dimensional marginal distributions are generated randomly.
Then the so called North-West corner algorithm was applied to determine an ini-
tial feasible solution of an eight-dimensional transportation problem, where the
quantities to be transported were the marginal probability values. This way the
“transported probabilities” are concentrated on 44 different directions, i.e. the con-
structed eight-dimensional discrete probability distribution is concentrated on 44
eight-dimensional vector instead of the possible 2,116,800. An other advantage
is that this way we can get as high as possible positive correlations between the
components of the random vector X. For having also high negative correlations, we
combined the North-West corners with South-West corners.

Now we suppose that only the two and three-dimensional marginals of the eight-
dimensional joint probability distribution are known. Using these we are going to
construct a probability distribution associated to the t-cherry-junction tree. First we
construct the Chow–Liu spanning tree and then transform the correspondent Chow–
Liu dependence tree in a t-cherry junction tree using the Algorithm 2.
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Table 3.1 The mutual information gains in decreasing order for the construction of the Chow–Liu
spanning tree

Index pair Information gain

58 1.660755
18 1.644658
28 1.641684
25 1.611500
15 1.605311
56 1.593626
17 1.558543
47 1.556713
16 1.436039
14 1.423012
68 1.421927
26 1.416225
78 1.367303
13 1.334538

Table 3.2 The three variable mutual information contents ordered in decreasing way. The
boldfaced ones are used in the t-cherry-junction tree

Index triplet Information content

158 3.615752
156 3.431799
258 3.414463
168 3.384689
568 3.357803
128 3.322943
125 3.321265
256 3.278311
147 3.276440
178 3.270665
157 3.197210
578 3.167661
268 3.151382
148 3.137220
135 3.120396

The first step is to calculate the mutual information contents of every pair and
triplet of random variables. We then order them in descending way.

The Chow–Liu tree is constructed by a greedy algorithm from the two-
dimensional information gains. In Table 3.1 the ordered mutual information gains
are given. The mutual information gains used by Chow–Liu’s method are in bold-
face. In Fig. 3.1 the Chow–Liu tree can be seen.

The joint probability distribution associated to the constructed Chow–Liu depen-
dence tree is:
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Table 3.3 The two variable
mutual information contents
ordered in decreasing way.
The boldfaced ones are used
in the t-cherry-junction tree

Index pair Information content

58 1.660755
18 1.644658
28 1.641684
25 1.611500
15 1.605311
56 1.593626
17 1.558543

Fig. 3.1 The Chow–Liu
spanning tree 5

3

2

8 6

1

7

4

PCh�L.X/

D P.X5/P.X8jX5/P.X2jX8/P.X6jX5/P.X1jX8/P.X3jX1/P.X7jX1/P.X4jX7/

D P.X5X8/P.X2X8/P.X5X6/P.X1X8/P.X1X3/P.X1X7/P.X4X7/

P.X8/P.X5/P.X8/P.X1/P.X1/P.X7/
:

The Kullback–Leibler divergence corresponding to the divergence between the
real probability distribution and the approximation given by Chow–Liu method can
be calculated as follows:

I.P.X/; PC h�L.X//

D
8X

iD1

H.Xi / �H.X/ � �
I.X5; X8/C I.X2; X8/C I.X5; X6/C I.X1; X8/

C I.X1; X3/C I.X1; X7/C I.X4; X7/
	

D 16:908113� 4:634363� 10:990524D 1:283226:
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X1, X5, X8

X1, X4, X7

X1, X7, X8 X1, X5, X6 X1, X3, X5 X2, X5, X8

X1, X8 X1, X5

X1, X7

X5, X8

Fig. 3.2 The t-cherry-junction tree

The t-cherry-junction tree constructed by Algorithm 2 can be seen in Fig. 3.2. The
three and the two variable mutual information contents corresponding to the clus-
ters and separators of the t-cherry-junction tree are given in bold face in Tables 3.2
and 3.3

The joint probability distribution associated to the constructed t-cherry-junction
tree is:

Pt�ch.X/

D P.X1X5X8/P.X1X7X8/P.X1X5X6/P.X1X3X5/P.X2X5X8/P.X1X4X7/

P.X1X8/P.X1X5/P.X1X5/P.X5X8/P.X1X7/
:

The Kullback–Leibler divergence between the real probability distribution and
the approximation associated to the t-cherry-junction tree is:

I.P.X/; Pt�ch.X//

D
8X

iD1

H.Xi / �H.X/ � �
I.X1; X5; X8/C I.X1; X7; X8/C I.X1; X5; X6/

C I.X1; X3; X5/C I.X2; X5; X8/C I.X1; X4; X7/ � I.X1; X8/

� I.X1; X5/ � I.X1; X5/ � I.X5; X8/� I.X1; X7/
	

D 16:908113� 4:634363� 20:129510C 8:074578 D 0:218818:

The real eight-dimensional distribution has 44 different vectors with probabilities
different from 0. The Chow–Liu approximation has 453 vectors; the t-cherry-
junction tree approximation has 93 vectors with probabilities different from zero.
From the two Kullback–Leibler divergences calculated above we can observe eas-
ily that the approximation associated to the t-cherry-junction tree is much better
(“closer” to the reality) than the approximation constructed from the Chow–Liu
tree.
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Table 3.4 Comparison of the predicted values with the real ones in the case of the two different
approximations

The most probable vectors P.X/ Pa.X/ The most probable vectors P.X/
predicted by Ch–L approx. in the reality

7 5 1 7 1 2 7 1 0.003487 0.003443 7 5 1 7 1 2 7 1 0.003487

6 5 1 7 1 2 7 3 0.006802 0.005149 6 5 1 7 1 2 7 3 0.006802

3 3 3 4 4 5 3 5 0.000000 0.001696 3 3 3 5 4 5 5 5 0.009853

2 2 3 4 5 5 3 7 0.011576 0.003718 2 2 3 4 5 5 3 7 0.011576
4 4 3 6 2 3 6 4 0.000000 0.004076 4 4 3 6 3 4 6 4 0.012450
3 2 3 4 4 5 3 6 0.019070 0.008043 3 2 3 4 4 5 3 6 0.019070

8 5 1 7 1 2 7 1 0.019399 0.019155 8 5 1 7 1 2 7 1 0.019399

3 2 3 4 5 5 3 7 0.010207 0.006777 3 2 3 4 4 5 3 7 0.025312

7 5 1 7 1 2 7 2 0.027852 0.027503 7 5 1 7 1 2 7 2 0.027852
9 5 1 7 1 2 8 1 0.034906 0.037489 9 5 1 7 1 2 8 1 0.034906

4 3 3 6 4 5 6 5 0.000000 0.033668 4 3 3 6 4 4 6 5 0.044913

5 4 3 7 2 3 7 4 0.000000 0.030836 5 4 3 7 3 4 7 4 0.049737

1 2 4 1 5 5 2 7 0.027323 0.033325 1 2 4 2 5 5 3 7 0.054170
6 5 3 7 1 2 7 2 0.000000 0.001522 6 5 1 7 1 2 7 2 0.128273

6 4 2 7 3 3 7 4 0.050302 0.009993 6 4 1 7 2 3 7 4 0.152472

The most probable vectors P.X/ Pa.X/ The most probable vectors P.X/
predicted by t–ch approx. in the reality

7 5 1 7 1 2 7 1 0.003487 0.003487 7 5 1 7 1 2 7 1 0.003487
6 5 1 7 1 2 7 3 0.006802 0.006802 6 5 1 7 1 2 7 3 0.006802

3 3 3 5 4 5 5 5 0.009853 0.009497 3 3 3 5 4 5 5 5 0.009853

2 2 3 4 5 5 3 7 0.011576 0.009733 2 2 3 4 5 5 3 7 0.011576
4 4 3 6 3 4 6 4 0.012450 0.009917 4 4 3 6 3 4 6 4 0.012450
3 2 3 5 4 5 4 6 0.012682 0.018480 3 2 3 4 4 5 3 6 0.019070

8 5 1 7 1 2 7 1 0.019399 0.019399 8 5 1 7 1 2 7 1 0.019399

3 2 3 4 4 5 3 7 0.025312 0.020359 3 2 3 4 4 5 3 7 0.025312

7 5 1 7 1 2 7 2 0.027852 0.027852 7 5 1 7 1 2 7 2 0.027852

9 5 1 7 1 2 8 1 0.034906 0.034906 9 5 1 7 1 2 8 1 0.034906

4 3 3 6 4 4 6 5 0.044913 0.037797 4 3 3 6 4 4 6 5 0.044913

5 4 3 7 3 4 7 4 0.049737 0.058277 5 4 3 7 3 4 7 4 0.049737

1 2 4 2 5 5 3 7 0.054170 0.044752 1 2 4 2 5 5 3 7 0.054170
6 5 1 7 1 2 7 2 0.128273 0.128273 6 5 1 7 1 2 7 2 0.128273

6 4 1 7 2 3 7 4 0.152472 0.154778 6 4 1 7 2 3 7 4 0.152472

Application for Pattern Recognition

In this part we are testing our approximations for the following pattern recognition
problem. We suppose that the values ofX1 andX8 are known. For these given values
we want to predict the most probable values of the other six random variables. In
Table 3.4 one can see these predictions made with the help of the approximation.
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Fig. 3.3 A possible
dependence diagram of four
random variables

2

4

1

3

In the left side of the table the predicted values of the random variables
X2; : : : ; X7 are given for the two different approximations. In the right side of the
table the most probable values of the same random variables are given according
to the real probability distribution (the same in the case of both approximations).
The rows of the table are in ascending order according to the real probabilities. As
the wrong predicted values are typed in boldface one easily can find them for each
approximation. Let us observe that as long as the number of the wrong predicted
values is 13 in the case of the Chow–Liu approximation, the same number equals
only 2 in the case of the new t-cherry-junction tree approximation.

Feature Selection: Forecasting the Values of a Random Variable Which Depends
on Many Others

The main idea of feature selection is to choose a subset of input random variables
by eliminating features with little or no predictive information. In supervised learn-
ing the feature selection is useful when the main goal is to find feature subset that
produces higher classification accuracy.

In practice many times we have a lot of attributes (random variables) that depend
more or less on each other. The problem is how to select a few of them to make a
good forecast of the variable we are interested in. The pairwise mutual information
contents are not sufficient to make such a decision. To highlight this let us consider
the following example. If we have four random variables with the relations between
their pairwise mutual information contents: I.X2; X3/ > I.X1; X3/ > I.X3; X4/,
and want to take into account only two random variables to forecast the values of
X3, we would use X2 andX1. But if we have the dependence diagram (see Fig. 3.3)
we should decide in an other way. As X1 influencesX3 only throughX2 we should
rather useX2 andX4 for the forecast of the values ofX3. To solve such problems we
give a method that uses the t-cherry-junction tree. If we are interested in forecasting
a random variableXi , we have to select from the cherry tree the clusters that contain
Xi . We obtain in this way a sub junction tree. This results immediately from the
properties of the junction tree. We have to take into consideration, just the variables
that belong to this sub junction tree.

If in our earlier numerical example we are interested in the forecast of X8 we
select from the t-cherry-junction tree the clusters that contain X8. From Fig. 3.2
these are .X1; X5; X8/, .X1; X7; X8/ and .X2; X5; X8/. Now we can conclude that
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for our purpose it is important to know the joint probability distribution of the ran-
dom vector .X1; X2; X5; X7; X8/

T . This can be obtained as a marginal distribution
of the distribution associated to the cherry tree, which can be also expressed as:

P.X1; X2; X5; X7; X8/ D P.X1; X5; X8/P.X1; X7; X8/P.X2; X5; X8/

P.X1; X8/P.X5; X8/
:

Now to test our method we calculate the value of the conditional entropy
H.X8 j X1; X2; X5; X7/ D 0:214946 from the real probability distribution. If we
choose another random vector .X1; X2; X5; X7; X8/

T , then we get H.X8 j X1; X2;

X5; X6/ D 0:235572.
It is interesting to see that I.X1; X2; X5; X6; X8/ D 7:210594 is greater than

I.X1; X2; X5; X7; X8/ D 7:087809.
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