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Preface

Ten years ago, the 5th edition of the EUNICE Summer School took place in
Barcelona with the motto “Broadband for all.” This year, with the broadband
promise already fulfilled in the city, the international workshop returned to
Barcelona in its 15th edition and focused on a polyhedrical approach to the
Internet of the future.

The Internet is shaping the twenty-first century information society. It has
deeply transformed the way we learn, work and interact. All kinds of institu-
tions, from universities to businesses, have been shaken by the wave of digital
innovation. Leisure and social networks also have their place in the virtual world,
and the younger generations cannot imagine a time when they could not be in
permanent contact with friends around the globe, interchanging messages and
multimedia content.

The challenge of classifying, ranking and interpreting the massive amounts of
information that are being generated is breathtaking. Furthermore, the Internet
is moving beyond the computer to reach mobile phones, smart gadgets and sen-
sor networks. The pervasiveness of the Internet fundamentally changed existing
business models, and the business models themselves are driving the evolution
of the Internet. In this scenario of relentless change, our aim is to foresee and
design the networks and applications of the future.

We received more than 60 submissions for the conference. After the review
process, 23 full papers were accepted for presentation at the workshop, together
with 11 posters. Every submission received at least three reviews from the mem-
bers of the Technical Program Committee and/or external reviewers. Our grat-
itude goes to all the reviewers for their efforts.

We would like to take this opportunity to express our thanks to the sponsors
and supporters of the 15th EUNICE Summer School / International Workshop:
the Department of Telematics Engineering at the UPC, the Spanish Ministry
of Science and Innovation, the Euro-NF Network of Excellence (funded by the
European Commission), the Catalan Autonomous Government (Generalitat de
Catalunya), IFIP TC6 Working Group 6.6, the i2CAT Foundation, the Universi-
tat Pompeu Fabra (UPF), and the Universitat Politècnica de Catalunya (UPC).

September 2009 Miquel Oliver
Sebastià Sallent



EUNICE - Member Charter

European Network of Universities and Companies in Information
and Communication Engineering

Mission

The European universities and companies signing this present charter are anx-
ious to improve in a permanent manner the quality and relevance of their teach-
ing and research in the field of information and communication technologies.
They declare their desire to cooperate in the following ways:

– By jointly developing and promoting the best and compatible standard of
European higher education and professionals in information and communi-
cation technologies.

– By increasing scientific and technical knowledge in the field of telecommu-
nications and developing their applications in the economy.

Membership

The network is made up of European Universities within the European Union
and outside it, whether from Western, Central or Eastern Europe. These uni-
versities are involved at their own appropriate organization level, taking into
account the mission of the network. The parties signing the present charter will
be the “founding partners.” Other universities, very limited in number, might
be invited to join the network as “members.”

Transnational companies, working together with the universities on infor-
mation and communication technologies, and representatives from the relevant
commission of the European Union, will be offered the opportunity to be asso-
ciate members. No institution can apply for membership.

Education

The partners will seek the development of high-level compatibility of the existing
or commonly developed courses and programs, in order to facilitate their recog-
nition by employers independently of their geographical location in Europe. To
achieve this goal, the partners will, inside the network, work on mutual recog-
nition of these courses and programs. To develop interculturality, these courses
and programs will be accessible in such a way as to encourage, as far as possible,
long-duration mobility for students and faculty members from one country to
another (i.e., several months).

To set compatible standards, shorter-duration operations will be conducted
such as:
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– Summer schools for young faculty members and PhD students
– Intensive seminars, in limited numbers, for students
– Short-duration mobility for faculty members for teaching assignments
– Use of new technologies in education

Finally, the partners will take advantage of the network of relations set up as
described above to develop common modules for on-site training, for the world
industry.

Research

The partners will also take advantage of this network to collaborate on research
and development projects which could be carried out in common by several of
them and which could lead to marketable applications in particular.

Organization and Structure

To achieve the above-mentioned aims, the institutions concerned will form a
flexible structure whose role will be to think about and decide on joint actions.
It will be called the steering group and will meet twice a year. The network would
have no legal status. However, the network may authorize a member or set of
members to act on its behalf. Concrete propositions in education and research
will be worked out in small working groups of at least two partners, chosen
by the steering group as opportunities arise. Finally, a permanent secretariat,
located at France Telecom University, will be established to co-ordinate all the
information relevant to the network’s activities.

Means and Finance

The institutions concerned will provide the specific financial and/or inkind sup-
port necessary for the smooth running of the network, notably human resources
(research lecturers, engineers, administrators, etc.).

The partners in the network will share information about funding opportu-
nities and seek, as often as necessary, financial aid from public authorities for its
actions:

– Within each country
– From bilateral programs at a country level, whenever such financial aids exist
– At the European level by means of community schemes (ERASMUS,

COMETT, TEMPUS, RACE, ESPRIT, scientific and technological
co-operation with Central and Eastern Europe, human resources and mo-
bility, etc.)

All things being equal regarding a specific action within the scope of the
network, a member will prefer co-operation with other members of the network.
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Finland
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Ricardo Romeral
David Ros
Ramin Sadre
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Fundació Innovació i Internet Avançat a Catalunya, i2CAT
Ministerio de Ciencia e Innovación
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Quantifying the Uncertainty in Measurements

for MBAC

Anne Nevin, Peder J. Emstad, Yuming Jiang, and Guoqiang Hu

Centre for Quantifiable Quality of Service in Communication Systems (Q2S)�,
Norwegian University of Science and Technology (NTNU), Trondheim, Norway

{anne.nevin,peder.emstad,yuming.jiang,guoqiang.hu}@q2s.ntnu.no

Abstract. In Measurement Based Admission Control (MBAC), the de-
cision of accepting or rejecting a new flow is based on measurements of
the current traffic situation. An in-depth understanding of the measure-
ment error and its uncertainty is vital for the design of a robust MBAC.
In this work, we study the measured parameters used by the MBAC and
characterize their error. Our work differs significantly from previous work
in that we find how the uncertainty in the measurements varies with the
length of the observation window.

Keywords: MBAC, QoS, Measurements, Error, Uncertainty, Gaussian
distribution.

1 Introduction

Measurement Based Admission Control (MBAC) has long been recognized as a
promising solution for providing statistical Quality of Service(QoS) guarantees
in packet switched networks. An MBAC does not require an a priori source
characterization that in many cases may be difficult or impossible to attain.
Instead, MBAC uses measurements to capture the behavior of existing flows
and uses this information together with some coarse knowledge of a new flow,
when making an admission decision for the requesting flow.

Consider a system where all parameters of the flows are known. Given the
proper characteristics of a flow and the available bandwidth c, it is possible to
determine the maximum average rate the system can handle and at the same time
minimize the QoS violation such as loss/delay probability [1]. In the following
this maximum average rate will be termed uc, where c denotes the total capacity
of the system and u, which is a number between [0, 1] is a tuning parameter
which varies with the flow characteristics. Using the simplest MBAC algorithm,
the measured sum MBAC algorithm [2], a new arriving flow, with a bandwidth
requirement ν, will be accepted by the MBAC if:

Ê[R] + ν ≤ uc. (1)
� “Centre for Quantifiable Quality of Service in Communication Systems, Centre of

Excellence” appointed by The Research Council of Norway, funded by the Research
Council, NTNU and UNINETT. http://www.q2s.ntnu.no

M. Oliver and S. Sallent (Eds.): EUNICE 2009, LNCS 5733, pp. 1–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



2 A. Nevin et al.

Ê[R] in (1) is the measured average rate which includes statistical error [3].
Though much research has been done on determining uc and an overview can
be found from [2] and [4], less attention has been given to the added uncertainty
due to the measurement process. This measurement error may cause a flow to be
accepted in error which again may cause increased QoS violation beyond what
is actually predicted by the MBAC algorithm. Thus, an in-depth understanding
of the measurements themselves and how they are affected by the underlying
traffic is vital for the design of a robust MBAC. Particularly, measurements are
improved when they are taken over longer intervals. However, flows generally
only stay in the system for a limited time. There is a tradeoff between the
accuracy and the validity of measurements. We state the question: How long do
we need to measure in order to accept a flow with a certain degree of accuracy?
The issue of measurement error exists naturally in all MBAC schemes, which
makes the question even more appealing.

The objective of this paper is to quantify the uncertainty of measurement and
provide answer to the question. In the study, both correlation characteristics of
flows and flow dynamics will be taken into account A proper setting of the length
of the measurement period has been of general concern in the MBAC literature.
Based on simulations, the only conclusion that can be drawn is that different set-
tings are needed for different traffic scenarios. A deeper analytical understanding
of the measurement process and its error has been sought in [5] and [6]. Our work
differs significantly from previous work in that we find how the uncertainty in the
measurements vary with the length of the observation window.

The reminder of the paper is organized as follows. In the next section, the
system model with assumptions and a framework considering flow arrivals and
departures is given. Then follows the method of obtaining the measurements in
Section 3 before the estimation error is treated in detail in Section 4. Section 5
presents an analytical evaluation before the conclusion is given in Section 6.

2 System Model, Assumptions and Performance
Measures

Flows compete for a limited resource, which is a link with capacity c controlled
by the MBAC that makes its admission decision based on the average aggregate
rate of admitted flows (1). The flows, link and MBAC together form the system.

At the rate level, it is assumed that each flow is a stationary rate pro-
cess Xi(t) described by its mean and auto covariance function and that these
are known parameters. All flows are independent such that the aggregate rate
R(t) =

∑n
i=1 Xi(t). A mixing of flow classes will cause increased complexity for

the MBAC algorithm and also the measurement process. To simplify, only the
homogenous case where flows belong to the same class will be considered. With
the knowledge of the mean aggregate rate of the individual flows ξ, the current
average aggregate rate can be specified by the current number of flows. The
maximum number of flows the system can handle is thus nmax = uc/ξ.
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At the flow level the system is dynamic in the sense that flows arrive and
leave after some time. It is assumed that new flows arrive according to a Poisson
process with parameter λ. The number of flows in progress can then be regulated
by varying the flow arrival rate and/or flow lifetime. The offered traffic at flow
level is the Erlang load denoted by A. With the arrival rate of new flows λ and
the expected flow lifetime E(TL), A in terms of number of flows is then given
by:

A = λ · E(TL). (2)

To be able to see the effect of flow dynamics on measurement error, we define
a framework at flow level similar to what is in [7]. A new arriving flow will be
accepted by the MBAC with probability qi in state i, where i is the number of
flows in the system. It is assumed that new flows arrive according to a Poisson
process with mean 1/λ, and that the flow lifetime TL, also a Poisson process,
has mean 1/µ.

o i1

q0 q1 qi-1 qi

2 i (i+1)

(1-q1) (1-qi)

Fig. 1. State diagram of the number of sources accepted by the MBAC

Then the number of flows currently accepted by the MBAC follows a
continuous-time Markov chain, see Fig. 1 and the probability, P (i) of having
N = i flows in the system is:

P (i) =
Ai

i!

∏i−1
x=0 qx∑∞

j=0
Aj

j!

∏j−1
x=0 qx

. (3)

Implied by (3) and as also discussed in [7], the distribution P (i) is indeed insen-
sitive to the distribution of flow lifetime and only depends on the expected flow
lifetime.

Upon the arrival of a flow, the decision process will make a correct or wrong
admission decision. From a flow point of view, the performance measures related
to the decision process are stated:

– Probability of false acceptance, denoted by PFAcc, is defined as the
probability of accepting a flow when it should have been rejected.

– Probability of false rejections, denoted by PFRej , is defined as the
probability of rejecting a flow when it should have been accepted.

– Blocking Probability, denoted by PB, is the overall blocking probability.
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With the continuous-time Markov system defined above, analytical expres-
sions become:

PFAcc =
∞∑

i=nmax

P (i) · qi, PFRej =
nmax−1∑

i=1

P (i) · (1 − qi), PB =
∞∑

i=1

(1 − qi)P (i).

The qis are yet to be determined and the reminder of the paper will give a
deep insight into how the probability of accepting the requesting flow, i.e. qi,
is determined by the measurements. The way we shall use in determining qi,
where correlation between samples and the measurement errors are included,
makes our framework significantly different from the work in [7].

3 Measurement Process

In this section, the method of obtaining the measured statistics will be given.
The individual flow rate process X(t) is observed every time slot ∆, where Xi

is the observation at the end of time slot i. A measurement window w, consists
of m observations of the process, w = m∆. (See Fig. 2, where Rt =

∑n
i Xi(t))

The rate process has mean ξ and is assumed to be covariance stationary with
covariance function ρ(h):

ρ(h) = cov(Xi, Xi+h)
= E{(Xi − E[Xi])(Xh+i − E[Xh+i])}
= E(XiXh+i) − ξ2. (4)

3.1 Measurement Method 1: Equidistant Sampling

An instant measurement of the rate X(t) is taken at every t = ∆i. Xi is the mea-
sured rate at the end of time slot i given by Xi = X(ti). The measured sample
X = X1, X2, ..., Xm will be identically distributed but correlated observations,
where the Xis have a sample mean, X̄ given by

X̄ =
1
m

m∑
i=1

Xi. (5)

A general expression for the variance of X̄, V ar(X̄), is given by [8]:

V ar(X̄) = E[(X̄ − ξ)2)]

=
1

m2

m∑
i=1

m∑
j=1

E[(Xi − ξ)(Xj − ξ)], (6)

and with a covariance stationary process:

V ar(X̄) =
1

m2

m−1∑
h=1−m

(m− | h |)ρ(h). (7)
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R(t)

1 2 3 i i+1 m

w = *m

Xi Xi+1 Xm t

Fig. 2. Aggregate rate R(t) vs time

3.2 Measurement Method 2: Continuous Observation

The average rate over the window can also be found by continuous observation by
letting the sampling rate go towards infinity. In practical sense this can be done
by observing the time of change between busy and idle state on the incoming
links. Let now ∆ → 0 and m → ∞ keeping the product m∆ constant such that
ti = i∆ ⇒ t then:

X̄ =
1
m

m∑
i=1

Xi ⇒ lim
∆→0|w=m∆

1
m

m∑
i=1

Xi =
1
w

∫ w

0

R(t)dt. (8)

Using limit considerations known from the literature, the time variance of the
sample mean, ζ2(w) can be found:

ζ2(w) = lim
∆→0|w=m∆

V ar(X̄)

= lim
∆→0|w=m∆

(
∆

w
)2

m−1∑
i=1−m

(m− | i |)ρ(ti)

=
1

w2

∫ w

−w

(w− | t |)ρ(t)dt

=
2

w2

∫ w

0

(w − t)ρ(t)dt. (9)

Note that ζ2(w) only depends on the window size and the auto-covariance
function ρ(t).

4 Estimation Error

In the following a detailed analysis of the estimation error will be presented to
give an in-depth understanding of the accuracy of the measurement. A new flow
is accepted based on measurements over a complete measurement window w and
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we will assume that flows do not leave during this window. Each flow has a rate
process Xi(t) with mean ξ. The variance of the measured average rate of the
flow rate process, ζ2(w), given by (9), decreases as the window size increases.

With N = n flows in the system,

Y =
n∑

i=1

1
w

∫ w

0

Xi(t),

is an estimator of the aggregate mean nξ. According to the MBAC algorithm,
(1) as long as Y ≤ ξnmax − ν a new flow will be admitted. When N = nmax, ad-
ditional flows should be rejected but due to measurement error, underestimation
of the aggregate rate will cause a flow to be admitted erroneously and constitutes
a false acceptance. The probability of false acceptance for a flow PFAcc depends
on the state probabilities and thus requires the inclusion of the reference system
defined in Section 2. Here we will only consider a static system remaining in
state nmax excluding the impact of flow dynamics. The requirement is to keep
the probability of a false acceptance in state nmax below a performance target
value ε where typically ε = 0.05. Conditioning on being in the state nmax the
conditional performance target can be written:

P (Y + ν ≤ ξnmax | N = nmax) ≤ ε. (10)

The probability of underestimating the aggregate mean increase as the measure-
ment window size decreases. Because the measurement window size in general
is very limited, it may be impossible to meet the required performance target
given in (10). To cope with this problem, we reduce the maximum allowable
bandwidth ξnmax by a number of levels l of size ξ, such that a new flow will
only be accepted if:

Y + ν ≤ ξnmax − lξ , l = 0, 1, ...nmax. (11)

Dividing the bandwidth nmaxξ evenly between the flows, ν = ξ and the perfor-
mance requirement is rewritten:

P (Y + ξ ≤ ξnmax − lξ | N = nmax) ≤ ε , l = 0, 1, ...nmax. (12)

The task is now to determine l. This requires the distribution of Y which can be
found analytically for some simple sources. When the number of flows is large
(say n > 30), the sum of the time averages of the flows will be close to a normal
distribution thus Y ∼ N(nξ, nζ2(w)). Conditioned on being in state N = nmax

we have that: (
Y − ξnmax√
nmaxζ(w)

≤ zε

)
= 1 − ε, (13)

where zε is the ε − quantile, Fz(zε) = 1 − ε. Rearranging the terms gives:

P (Y ≤ ξnmax +
√

nmaxζ(w)zε) = 1 − ε. (14)
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and due to symmetry in the normal distribution:

P (Y ≤ ξnmax −√
nmaxζ(w)zε) = ε. (15)

Comparing (15) and (12), the performance target (10) will be met if l and ζ(w)
satisfy:

ξ(l + 1) =
√

nmaxζ(w)zε. (16)

Since l is an integer, the requirement can be expressed:

l + 1 =
⌈√

nmaxζ(w)zε

ξ

⌉
. (17)

For a given quantile and known ζ(w), this equation determines the required
number of levels l in the refined admission control algorithm (11).

With the introduction of levels, there will be a region between nmax and
nmax− l where a flow may be admitted in error according to the condition given
in (11) but will not necessarily be a false acceptance as defined in Section 2. We
define the region between nmax and nmax − l the critical region and we define
a Hazardous Admission to be the act of admitting a flow when the number of
accepted flows is above nmax − l (See Fig. 3.).

N(t)

Nmax

Flow arrivals

Nmax - l

Critical Region

Fig. 3. Illustration of the critical region

Note again that (12) gives the probability of false acceptance conditioned on
the system being in state N = nmax. The probability of false acceptance for a
flow PFAcc can only be found using the reference system defined in Section 2.
With the assumption of Y ∼ N(nξ, nζ2(w)) and ν = ξ, the conditional accepting
probability qi required in the reference system is written as:

qi = P (Y ≤ uc − (l + 1)ξ | N = i)

=
1

ζ(w)
√

2πi

∫ uc−(l+1)ξ

−∞
e
− (x−iξ)2

2iζ2(w) dx, (18)
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A study of the reference system will be addressed in a separate work where
also dependence of the qis at arrival is discussed.

5 Case Study Using the MMRP Source Model

In the following all flows belong to the same class and are of type Markov modu-
lated rate process (MMRP), which is a process X(t) = rI(t) where I(t) alternates
between states I = 0 and I = 1. The duration of the 0 and 1 states follow a neg-
ative exponential distribution with mean 1/α and 1/β respectively. Each flow is
sampled by means of continuous observation. The auto-covariance of the MMRP
process is given by:

cov(Xi, Xi+τ ) =
r2αβ

(α + β)2
e−τ(α+β). (19)

Using (9) the expression for the variance of the sample mean is given by:

ζ2(w) = var(X̄) =
2

w2

∫ w

0

(w − t)ρ(t)dt

=
2r2αβ

w2(α + β)3

(
w − 1

α + β
(1 − e−w(α+β))

)
.

(20)
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Fig. 4. Variance of sample mean as a function of p

ζ2(w) approaches 0 as the window size increases. How quickly it tends to
zero, depends on the sum α+β and also the relative difference between α and
β. Processes with long time constants (α + β small) increase the value of ζ2(w)
resulting in less accuracy. The burstiness of the sources can be described by the
activity parameter p = α

α+β . Keeping α+β constant, ζ2(w) reaches its maximum
value when p = 0.5. This is shown in Fig. 4 for a window size of 100s.

With the knowledge of the variance of the sample mean we now turn to a
discussion of the accepting probability given that the system is in state nmax.
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Accepting a flow in this state is considered an error and a false acceptance. To
emphasize the state-dependency, this error probability is termed qnmax . It can
be seen from (17), that with a given confidence level and l fixed, the required
window size will depend on the values of α and β. As α and β increase, the
required window size or critical region can be reduced. Also as the activity
parameter p approaches one a more accurate decision can be made.

As nmax increases, the impact of one single flow on the aggregate will be
reduced. This causes again an increase in qnmax as the difference between nmax

and nmax + 1 becomes more and more negligible. To state this another way, the
size of the critical region must be increased when the aggregation level goes up
to keep the level of confidence at a certain value.

To check (17) we run a simple simulation with nmax = 50 flows with mean
rate ξ = 32000bps. An admission decision is made based on measurements of a
complete measurement window. With l = 1, Fig. 5 shows how qnmax is reduced
as the window size is increased. The simulated results follow closely what is
theoretically predicted.
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c
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Fig. 5. Conditional probability of false acceptance in state nmax

6 Conclusion

Measurement error is a critical aspect in measurement-based research [9]. How-
ever, there is in the literature of MBAC, unfortunately very limited work focusing
on the impact of this error. An MBAC algorithm no matter how advanced, will
be of little use if the measured parameters used by this algorithm include error
of unknown quantity. This error causes uncertainty in the decision process and
the degree of uncertainty abates with the length of the observation window. In
this paper we have set up an analytical framework to analyze the measurement
error. With analytical tractable sources with known covariance function, we are
able to state the uncertainty of the decision process up front.

If on the other hand the covariance of the sources is unknown it must also
be measured. Our work in progress extends this study to situations with only
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partial knowledge of the auto-covariance function. This work also includes the
analysis of non-homogeneous flows.

The framework defined in this paper, considers the flow dynamics such that
the influence of flow arrival and departure can be studied. A separate work will
discuss this in more detail where attention also will be given to the effect of
correlation at arrival points causing a cascade of false admissions. If the number
of flows remains constant, increasing the window size will only improve perfor-
mance. However, in reality this is not the case since flows may leave within a
measurement window. Measuring too long will cause the number of connection
to be changing at a rate causing instability in the measurements. With the help
of simulations, errors not explained by the above reference system, can be re-
vealed to get a more complete picture of the estimation errors. This current work
sheds light on a more in-depth understanding of how measurement uncertainties
and flow dynamics impact the admission decision in MBAC.

Acknowledgments. The helpful comments from anonymous referees are highly
appreciated.
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Abstract. Flooding causes serious problems to the scalability of Ethernet net-
works. Recent proposals to overcome this problem, such as SEATTLE [5], usu-
ally require significant changes in different network layers, making the realistic 
chance of their deployment questionable. In this paper, we propose Ring Flush-
ing, a practical method to reduce the burden of flooding during topology 
changes. The basic idea behind our approach is to locate stale forwarding in-
formation in an efficient way. Ring Flushing abolishes the broadcast-like 
spreading of topology change information thus shrinking the flushing domain. 
We implemented Ring Flushing in OMNeT++ simulation environment and 
evaluated its performance in different topologies and parameter settings. Our 
simulations show that the Ring Flushing has clear advantage over the approach 
of standard Rapid Spanning Tree Protocol (RSTP) in terms of throughput dur-
ing network recovery. Furthermore, the Ring Flushing diminishes overall net-
work overload during topology changes as the network size increases. 

Keywords: ring flushing, flooding, spanning trees, rstp, Ethernet. 

1   Introduction 

The Ethernet became dominant technology in wired local area networks during the 
last two decades. This trend is supported by the development of new related stan-
dards. Ethernet has many advantages making it an appealing candidate in flat and 
homogeneously managed networks, such as Metropolitan Area Networks. The popu-
larity of Ethernet technology resides in its low cost, ubiquity and easy management, 
without the need of error-prone manual configuration. A network topology is formed 
by connecting devices called bridges or switches. 

The frame forwarding model in Ethernet did not change as the technology 
evolved; each bridge has a unique identifier called Media Access Control (MAC) 
address, used to address the device. The bridges have to learn the MAC addresses of 
the hosts and end devices in the network. Upon frame arrival a bridge stores the 
frame source address in conjunction with a timer and the port number the frame has 
arrived on, in a table called the Forwarding Database (FDB). Bridges rely only on 
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the FDB at forwarding incoming frames. If the bridge has no information about the 
destination yet stored, it floods frames causing partially unnecessary traffic. 

The purpose of the spanning tree protocols is to exclude redundant links from the 
active topology, which can otherwise form loops in the network. They construct one 
or more spanning trees in the network with a distributed algorithm. The elimination of 
loops is vital because the forwarding of frames is based on flooding and the lack of 
Time-to-Live field in the Ethernet header can cause the frames to remain in the net-
work thereby congesting it. The Rapid Spanning Tree Protocol (RSTP) [1] is the most 
applied spanning tree protocol. 

By the usage of a spanning tree protocol on Ethernet level the scope of this tech-
nology extends tremendously getting acceptance in more demanding networks, like 
backbone networks, where speed, reliability and easy manageability are primary re-
quirements. The spanning tree protocols fulfill these requirements while keeping the 
benefits of the plain-old Ethernet technology. Drawbacks of such plain and well-
distributed technology reveals while examining its capabilities in terms of scalability. 

The classical Ethernet has several drawbacks. First of all, it does not forward traffic 
on the shortest path because of the use of a spanning tree (e.g. RSTP). This causes 
poor load balancing and inefficient resource usage. There are existing solutions for 
this problem, like Multiple Spanning Tree Protocol (MSTP) [2], Shortest Path Bridg-
ing [3] and Spanning Tree Alternate Routing (STAR) [4]. The other main problem 
with Ethernet is the scalability. The scalability of Ethernet is severely affected by the 
high number of broadcasts necessary for its operation. Kim et al. also considers scal-
ability as the biggest problem of the Ethernet technology [5]. Proposals were made to 
eliminate spanning trees by applying link-state based algorithm instead of distance-
vector algorithm, like CMU-Ethernet by Myers et al. [6]. 

To overcome the scalability shortage of Ethernet, service providers split the net-
work to subnets by IP routers. By doing this efficiency increases because of the 
smaller broadcast domains and more optimal paths, on the other hand, the need for 
manual configuration arises. This approach does not solve the main disadvantage of 
Ethernet, simply avoids it. The flooding in Ethernet was also targeted by several pa-
pers in the recent literature. R. Perlman developed the Rbridges, a method of inter-
connecting links that combines the advantages of bridging and routing [7]. Moreover, 
the Scalable Ethernet Architecture for Large Enterprises (SEATTLE) network archi-
tecture by Kim et al. learns MAC addresses only on edge ports improving control 
plane scalability [5]. 

The main cause of flooding is the flushing of FDBs after a network failure. The so-
lution for flooding applied in the original RSTP and MSTP standards is not optimal 
since it causes a large amount of unnecessary traffic on the network by flushing the 
FDBs of every bridge. This paper introduces Ring Flushing, which has a novel ap-
proach to flush ports containing stale entries only. In Ring Flushing the topology 
change information is propagated as unicast and not flooded. Moreover ports of a 
bridge are selectively flushed. 

The paper is structured as follows. In Section 2, the RSTP is introduced, and its in-
efficiency problem is explained. In Section 3, we present our solution, the Ring Flush-
ing Method. Simulation analysis and validation is shown in Section 4. Finally, in the 
Section 5, the paper is concluded. 
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2   Inefficient Address Removal of RSTP  

The RSTP builds an overlay tree of the bridges in the network rooted at a bridge, 
called Root Bridge. The port roles calculations in the network are distributed. Each 
port providing the shortest path towards the Root Bridge is set to be Root Port. Each 
port of a bridge which provides the shortest path towards the attached LAN segment 
is elected to be a Designated Port. The roles of the rest ports are set to Alternate role. 

The spanning tree protocols use link-local frames called Bridge Protocol Data 
Units (BPDU) to spread information to each bridge in the network. 

Port state is assigned to each port besides port role on bridges. The Root Port and 
the Designated Ports are in forwarding state while the Alternate Ports are in discard-
ing state in a stable topology. The forwarding ports transmit and receive all frames 
while discarding ports transmit and receive only BPDUs [1,9] thus pruning the net-
work to a simple tree topology. 

The most significant drawback of the spanning tree protocols is the inefficient ad-
dress removal. The learnt addresses can be removed from the FDB via aging or flush-
ing. Each entry in the FDB has an age attribute. An entry is removed on timeout 
unless its age is renewed by an ingress frame with the same source MAC address. 
This is called aging. Flush may be invoked on a bridge by RSTP after a change in the 
physical topology. 

The current version of these protocols use a 1-bit flag called Topology Change 
(TC) bit to indicate the start of flushing. A BPDU with TC-bit set is called TC mes-
sage. On reception of a BPDU the TC flag is polled. If it is set then all ports are 
flushed except the one which received the BPDU and those ports to where one end-
device is attached only. The flush initiates a re-learning period. During the re-learning 
period all the devices forward packet by flooding therefore multiplying the traffic on 
the network. This is severely inefficient. The bigger the network the bigger the over-
load will be  on certain links depending on the topology. These links can be over-
loaded, unable to transfer all data, resulting in packet losses. At present it is a major 
problem of Ethernet which diminishes its scalability. 

3   Our Proposed Solution: The Ring Flushing Method 

We start with a motivational example. In a topology which is redundant enough to 
remain connected after a topology change a ring can be identified where all the stale 
forwarding information reside. The idea is illustrated by an example topology in  
Fig. 1. The squares symbolize the bridges. The Root Bridge is marked with R. The 
cross indicates a failure of a link. The ports represented in grey indicate the old for-
warding information to be stale. The out-dated forwarding information can be lo-
cated easily. It resides in the ring defined by the recently failed link and the link 
which has become part of the active topology and the links connecting them in both 
directions. As a result, locating the stale information in an effective way would re-
duce unnecessarily flooding of messages. Any other possible end device attached to 
this topology would also have had stale forwarding information in this ring only. 
This ring always exists because the newly activated link has not been part of the 
previous topology. 
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Fig. 1. Flushed ports by the standard flushing method are shown on the left figure. The ports 
that are needed to be flushed reside along a ring identified by the recently inactivated and acti-
vated links. 

We state that bridges along the ring are affected by the change only. Indirectly, 
suppose a bridge which is not in the ring has at least one stale forwarding entry. Sup-
pose also that there is no link state change outside the ring. There are two kinds of 
ports on bridges which are not part of the ring: ones which forward frames towards 
the broken link, and the ones which forward frames in the opposite direction. The 
forwarding entries in the port of the first kind can point to a destination whose path is 
changed. The path of the entries, whose destination’s reachability is changed, trav-
erses a part of the ring. The ring contains the old and the new path to that destination 
therefore the entries are valid. The forwarding entries of the port of the second kind 
are always point to a destination whose path has not changed. Therefore these entries 
are valid also. Then all entries are valid, which is a contradiction therefore implying 
that the considered bridge should have been the part of the ring.. 

Even in the ring not all entries in the FDB are needed to be deleted. The stale for-
warding information is present in ports which are in the direction of the failed link in 
the original spanning tree. Therefore only this subset of the ports on the ring should 
be flushed, which can be seen on the right side of Fig. 1. The standard flushing method 
is presented on the left side. The number of ports unnecessarily affected by the stan-
dard ring flushing can be seen in this example network in Fig. 1. 

3.1   How It Works 

As illustrated above, the basic idea of our approach is the efficient removal of  
the entries. The current standard prescribes the removal of all entries with some 
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exceptions whose validity can be verified by rules. These rules are not fully compre-
hensive. The standard leaves the ports untouched by the flush, which receives the TC 
message and the ones to which only an end-station is attached. Our approach is to 
remove the stale entries only by isolating the affected part of the topology. We intro-
duce the notation Branching Bridge for the closest bridge to the Root Bridge on the 
ring defined by the link-down and the link-up event. If the Root Bridge resides in the 
ring then the Root Bridge is the Branching Bridge. Three sectors of the ring can be 
distinguished. Each sector is an alternating series of bridges and links which starts 
and ends with a bridge {bridgea, linkab, bridgeb … bridgem, linkmn, bridgen}. Every 
link in these series is part of the active topology. The sectors of the ring in the exam-
ple and the relevant port roles in the final topology are shown in Fig. 2. 

Generate
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RTC

Stop DTC

Generate
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R
Stop DTC
Stop RTC

R

Sector 2
Sector 1

Sector 3 RTC

RTC

RTC DTC

DTC
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Fig. 2. The three sectors of the ring are shown in the left figure and the spreading of the RTC 
and DTC messages in the Ring Flushing implementation is presented in the right figure 

The first sector is the path from the bridge having a link which is recently inacti-
vated, to the Branching Bridge. It does not contain the newly enabled link. In this 
sector only Designated Ports should be flushed. The second sector starts at a bridge 
which has a forwarding port that has been discarding before the topology change and 
ends at a bridge which has the Branching Bridge as its Designated Bridge. In this 
sector, only Root Ports should be flushed. At last, the third sector is between the re-
cently inactivated and activated links. In this sector, only Designated Ports should be 
flushed. 
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A sector of a ring may contain one bridge only. Nor the second nor the third sector 
contains the Branching Bridge. The second and the third sectors may overlap in their 
first and last bridge, respectively. The newly inactivated and activated ports do not 
need explicit flushing. The newly inactivated ones are flushed anyway at inactivation 
time, and the newly activated ones do not contain any entries. 

3.2   Practical Issues on Implementation 

Port table flushing is needed only on the ring. Additional control messages are re-
quired in order to flush the appropriate port tables. We define Root Topology Change 
(RTC) and Designated Topology Change (DTC) messages. These are handled the 
following way. A bridge receiving either an RTC or a DTC propagates it on its Root 
Port. If the received message is a DTC then the port table of the receiver port is 
flushed. The role of the receiver port is always Designated because the sender port is 
always a Root Port or an Alternate Port. Further on, if the message is an RTC mes-
sage then the port table of the Root Port is flushed. 

With the help of the RTC and DTC messages, and the definitions of the sectors, 
one can easily see, where to generate which kind of messages, and where to terminate 
them. Fig. 2 shows that one RTC message should be generated at the link-up event, 
and should be propagated until the penultimate bridge before the Branching Bridge. 
Two DTC message should be generated at both side of the inactivated link. Either 
should be propagated until the Branching Bridge and the other should be propagated 
until the end of the third sector. 

One DTC message is needed to traverse until the Branching Bridge, one RTC mes-
sage should be terminated at a neighbor of the Branching Bridge. However, the 
Branching Bridge cannot be located in topology change time, where a DTC should be 
terminated. Nor its neighbor, which is the endpoint of the second sector, can be lo-
cated, where the RTC should be terminated. A bridge could only find out of being the 
Branching Bridge if received both an RTC and a DTC message from different direc-
tions. It is unlikely that these messages met in the Branching Bridge. Without the 
demand to make a bridge wait for the other message this recognition is not possible. 
Applying timer however would only slow down the transmission in both directions 
thereby increasing the delay without any gain. The flushing domain is therefore ex-
tended to the path between the Branching Bridge and the Root Bridge. The Root 
Bridge does not have Root Port therefore these messages are terminated there. The 
RTC and DTC messages traversing to the Root Bridge are presented on Fig. 2. 

The flushing domain is a set of bridges which have to flush at least one port table. 
The flushing domain of the RSTP is by definition the whole topology except when the 
topology got partitioned during the topology change. The flushing domain of Ring 
Flushing is the ring and the path between the Branching Bridge and the Root Bridge. 

The advanced removal is enabled by the existing 2-bit TC flag of the Bridge Proto-
col Data Unit (BPDU) headers. We use the TCAck flag of the BPDU header as well 
which is unused by RSTP. One of the 2-bit flag indicates RTC and the other indicates 
DTC. Setting both bits is possible which makes the receiver bridge behave like it 
received an RTC and DTC message independently. No additional fields required in 
the BPDU header but kept for compatibility with STP, therefore the size of the 
BPDUs remains the same. 
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RTC and DTC messages are triggered by network events. Transitions between 
RSTP port states initiate the RTC and DTC message by means of the following rules. 
A bridge that has a Discarding Port changing to Forwarding transmits an RTC mes-
sage on its (new) Root Port. A bridge losing its Forwarding Port transmits a DTC 
message on its (new) Root Port. 

The proposal-agreement mechanism temporarily sets some forwarding ports to dis-
carding and later back to forwarding. This causes a lot of unnecessary DTC and RTC 
messages unless we detect and bypass these in the Ring Flushing algorithm. 

We were intent on minimizing the modification needed on the implementation ad-
vocated by the standard thereby contributing to the easy integration of our method 
into existing architectures. 

4   Performance Evaluation 

In order to be able to measure the performance of RSTP protocol, we implemented it 
in a simulation environment following the standards. Measurements of properties of 
real devices like PDU construction and processing times were added to authenticate 
our simulator. To verify its proper operation several scenarios were worked out to 
deploy the simulator against real networks. These protocols are deterministic besides 
some exceptional transient behavior hence allowing mathematical verification in 
simple scenarios. Ring Flushing method has been added in the RSTP implementation 
followed by verification. The simulations are implemented in the OMNeT++ envi-
ronment [8]. 

We implemented an MSTP module and used existing modules slightly modified to 
create an Ethernet based bridge. Interconnecting these bridges and a number of hosts 
we could easily measure differences between the standard and our proposal. The 
simulation scenario presented in this paper uses the following properties. 

• Traffic: 
 

o Packet size is 1500 byte (including all headers) 
o Packet transition frequency is 0.01s 
o Each Host communicate with one other host 

 

• Delays: 
 

o Each bridge has a BPDU construction time which is uniformly distributed 
between 0.1ms and 1ms 

o Each bridge has a BPDU processing time which is uniformly distributed 
between 1ms and 10ms 

 

• Other RSTP specific settings are set to default according to 802.1D 

An example network we used during investigation consists of a main circle (link 1, 
2, 15, 19) and sub trees that connect to this circle. The left side of Fig. 3. shows the 
spanning tree (thick line), the link failure (cross on a line), the new link (grey thick 
line), as well as ports flushed. The standard flushes ports marked with black or grey. 
Flushing of all these ports is not necessary. The black ports are flushed unnecessarily. 
The Ring Flushing removes entries only in the ports marked with grey. In this sce-
nario, each bridge has one host attached that sends traffic into the network. 
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Fig. 3. An example network can be seen on the left. On the right the overhead caused by the 
flooded traffic is shown during re-learning which is smaller when Ring Flushing is used. 

The right side of Fig. 3. shows the overhead of the traffic caused by flooding in 
each link after the failure. It can be seen that the less port flushed the less the traffic 
overhead will occur during the relearning period. In this example, most of the traffic 
avoids the main circle, which gives reason for the big difference of the amount of 
flooded traffic during the relearning period. 

 

Fig. 4. An example topology of inner circle of 6 bridges and outer circles of 5 bridges. This 
means an additional 3 bridges per outer circles, and a total of 6 + 3 × 6 = 24. 

Additionally a topology was investigated which had an inner circle, shown as a 
dashed circle in Fig. 4., and several outer circles, indicated with solid circles, con-
nected to the inner circle. Simulations were made with different number of bridges. 
Each bridge has one host that sent traffic to the Root Bridge which is located in the 
inner circle. Each host transmitted traffic at a constant rate. We measured the peak 
value of the traffic load on each link after the failure. The network traffic is the sum 
of the link loads at a given time instant. We compared the peak value of the network 
load to the constant value of the network load after the relearning period. 
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Table 1. The simulation results shows diminishing of overhead during broadcast storm 

Traffic load comparison: inner-outer ring topology 
Number of bridges Additional traffic load on network 

In the inner circle Per outer circle total Standard flushing Ring flushing 
3 1 6 64% 43% 
3 2 9 48% 16% 
4 3 16 50% 31% 
5 4 25 60% 13% 
6 5 36 50% 11% 
7 6 49 55% 4% 
8 7 64 67% 9% 
9 8 81 69% 1% 

10 9 100 67% 1% 

 
For example when the traffic load on the network is 320Mbps before link failure, 

600Mbps the peak value, and 400Mbps after the relearning then the additional traffic 
load on the network is (600-400) / 400 × 100%= 50%. The mean values of the addi-
tional traffic load of 30 simulations are presented in Table 1. As can be seen, using the 
Ring Flushing method the traffic overload caused by flooding diminishes in each 
scenario. Increasing the number of bridges in the network the standard solution 
greatly overloads the network, while Ring Flushing decreases the overload. 

0

20

40

60

80

100

120

6 9 16 25 36 49 64 81 100

A
dd

it
io

na
l t

ra
ff

ic
 in

 p
er

ce
nt

 o
f t

he
 o

ri
gi

na
l t

ra
ff

ic

Number of Bridgesa)

0

20

40

60

80

100

120

6 9 16 25 36 49 64 81 100

Ad
di

ti
on

al
 tr

af
fic

 in
 p

er
ce

nt
 o

f t
he

 o
ri

gi
na

l t
ra

ff
ic

Number of Bridgesb)  

Fig. 5. The simulation results for 30 runs with different random delays. a) shows the maximum 
traffic load on the network during the relearning period using the standard method. b) shows the 
maximum traffic load on the network during the relearning period using the Ring Flushing 
method. 

The results of simulations can be compared in Fig. 5. Thirty simulations were made 
for the standard method (shown on the left side), and for the ring flushing method 
(shown on the right side) for each size of the network. The box-plots show the 10 
percentiles, first quartiles, the medians, the third quartiles and the 90 percentiles of the 
maximum traffic overload during relearning period. The median values of the stan-
dard method (50%, 39%, 35%, 37%, 44%, 50%, 66%, 54% and 55%) do not have 
obvious trend and are approximately constant. The values for the Ring Flushing 
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method (43%, 16%, 33%, 11%, 10%, 1%, 6%, 1% and 1%) show a downtrend with 
the increasing network size, therefore the burden of the traffic overload diminishes. 

To summarize, the standard method operates with the same efficiency usually gen-
erating flood of more than 50% overhead. Meanwhile, the efficiency of Ring Flushing 
method is increasing with the increasing size of the network because the flushing 
domain to whole network ratio diminishes causing proportionally less FDB entry 
removal. In larger networks more link will be unaffected by the relearning in the ring 
flush method, while in the standard, always all links are affected. 

5   Conclusion 

We presented Ring Flushing, a practical method for reduced overload in spanning tree 
controlled Ethernet networks. By keeping all the benefits of Ethernet while dealing 
locally with events previously considered to be network-wide, our proposal flushes 
fewer ports in most cases but still slightly more than necessary. We implemented the 
algorithm into OMNeT++ simulation environment to investigate the performance of 
our Ring Flushing algorithm. The presented results showed significant improvement 
over the approach of standard RSTP in different network topologies and parameter 
settings. 

Acknowledgement 

We would like to express gratitude to Ericsson Hungary Ltd. for supporting our work. 
Moreover, we would like to thank to the reviewers for their useful advices and com-
ments which helped us to improve this paper. 

References 

1. IEEE Standard for Local and Metropolitan Area Networks: Media Access Control (MAC) 
Bridges, 802.1D (2004) 

2. IEEE Standard for Local and Metropolitan Area Networks: Virtual Bridged Local Area Net-
works, 802.1Q (2005) 

3. Virtual Bridged Local Area Networks — Amendment 9: Shortest Path Bridging, IEEE draft 
standard 802.1aq-D0.3 (2006) 

4. Lui, K., Lee, W., Nahrstedt, N.: STAR: A Transparent Spanning Tree Bridge Protocol with 
Alternate Routing. ACM Sigcomm Computer Communications Review (2002) 

5. Kim, Ch., Ceasar, M., Rexford, J.: Floodless in SEATTLE: A Scalable Ethernet Architec-
ture for Large Enterprises. ACM SIGCOMM Computer Communication Review (2008) 

6. Myers, A., Ng, T.S.E., Zhang, H.: Rethinking the Service Model: Scaling Ethernet to a Mil-
lion Nodes. In: Proceedings of HotNets III (2004) 

7. Perlman, R.: Rbridges: Transparent Routing. In: INFOCOM (2004) 
8. OMNeT++ Community Site, http://www.omnetpp.org 
9. Pallos, R., Farkas, J., Moldovan, I., Lukovszki, C.: Performance of rapid spanning tree pro-

tocol in access and metro networks. In: Access Networks & Workshops (2007) 
 



A Distributed Exact Solution to Compute

Inter-domain Multi-constrained Paths
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samer.lahoud@irisa.fr

3 IRISA - INSA de Rennes
molnar@irisa.fr

Abstract. The fundamental Quality of Service (QoS) routing problem,
which consists in determining paths subject to multiple QoS constraints,
has been extensively investigated in the intra-domain context. However,
few solutions exist for the inter-domain case, despite the importance of
this problem to enable the delivery of services with QoS across domain
boundaries. We propose a method that distributes the operations to com-
pute inter-domain constrained paths. This method relies on a per-domain
formulation that is compatible with the path computation element frame-
work. It enables us to propose the first algorithm that guarantees to find
optimal paths subject to an arbitrary number of constraints. These paths
ensure the best QoS performance with respect to the constraints.

1 Introduction

The computation of constrained inter-domain paths is a highly investigated
topic: it enables the operators to take control over the routing and facilitates
the delivery of Quality of Service (QoS) across domain boundaries. Inter-domain
applications typically impose constraints on several QoS metrics (for example,
delay, jitter, packet losses). Nevertheless, computing the corresponding inter-
domain paths subject to multiple QoS constraints has long been considered as
impracticable because of the required communication overhead and because of
confidentiality constraints. Thus, in the current Internet, inter-domain routing
is based solely on basic connectivities and operator policies. However, recent
initiatives propose connection-oriented solutions based on multiprotocol label
switching to allow the computation of constrained inter-domain paths without
breaking the confidentiality constraints of the domains [1]. In particular, the
Path Computation Element (PCE) framework [2] enables the collaboration of
multiple domains to setup inter-domain constrained paths.

The present paper investigates the problem of computing inter-domain Multi-
constrained Paths (MCPs) in the PCE framework. As the MCP problem has
many important applications, the literature describes several solutions for the
intra-domain case [3, 4, 5, 6]. However, these solutions cannot be used to solve
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the inter-domain MCP problem because they rely on centralized computations
and break the confidentiality constraints of the domains. Alternatively, Saad and
others [7] propose an approximate solution to the inter-domain MCP problem.
Nevertheless, their study is limited to the problem with two constraints.

We analyze the required inter-domain information exchanges to solve the
inter-domain MCP problem exactly. This study enables us to present a method
to distribute the path computation. In particular, we describe a per-domain for-
mulation that is compatible with the PCE framework. This formulation allows
us to introduce the first solution that guarantees to find a path satisfying the
considered QoS constraints if such a path exists in the network. Moreover, the
computed paths are the furthest from the constraints, and thus, ensure the best
resistance to changes in the QoS conditions.

The remainder of the paper is organized as follows. In Section 2, we present
the requirements for inter-domain MCP computations and related work. The
proposed path computation method is described in Section 3 and followed by a
discussion on its performance in Section 4.

2 Background

2.1 Requirements for Inter-domain Path Computations

The Internet relies on the inter-connection of networks administrated by various
network operators and called domains, as illustrated in Fig. 1. The domains inter-
connect through domain border routers, which exchange mainly connectivity
information to preserve the scalability of the routing protocols.

The domains represent network operators, which are bound by competitive
relationships. In particular, the operators preserve the confidentiality of their
network state and topology. As a result, in every domain, only internal entities
possess enough information about the network state of the domain to allow the
computation of constrained paths inside this domain. Moreover, the domains
(e.g., BGP autonomous systems) have a wide autonomy. To summarize, there
is no central coordination entity with global state and topology information on
the traversed domains.

With distributed procedures, every domain controls its internal paths. We
think that the computation of inter-domain paths must typically be distributed

Fig. 1. Routing relies on a two-level hierarchy with a separation between intra-domain
and inter-domain operations
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Fig. 2. Operations of the BRPC procedure to compute an inter-domain path from s
to t and that traverses the lowest number of links

among the domains, to preserve both the autonomy of the domains and the
scalability of the routing protocols. Therefore, we present a novel method to
distribute the computation of inter-domain constrained paths.

2.2 The BRPC Procedure

Reference [1] describes a Backward Recursive PCE-based Computation (BRPC)
procedure to compute constrained inter-domain traffic engineered label switched
paths. BRPC uses multiple PCEs to compute these paths along a determined
domain sequence and preserves the autonomy of the domains.

We illustrate the operations of BRPC in Fig. 2. Starting from the destination
domain, each domain computes a shortest-path tree with respect to a specific
objective function. The root of this tree is the destination node of the considered
path computation request. Its leaves are the entry Border Nodes (BNs) of the
domain. Then, the domain forwards this tree to the previous domain in the
considered sequence of traversed domains. Note that the advertised tree does
not necessarily include all the computed shortest paths: the domain selects the
paths that it wants to advertise to the upstream domain. The upstream domain
uses the information contained in the tree to compute a similar shortest-path
tree from its entry BNs towards the destination (t) of the request. This process
is repeated until the source node (s) is reached.

Note that BRPC requires that the domains exchange information about the
computed paths. This information might divulge confidential details about the
internal topology of the traversed domains. This problem is solved by the use
of path keys [8], which enable the domains to advertise only the entry BNs
and information about the path performance. The BRPC procedure specifies
the protocol exchanges among the domains; however, it does not describe the
algorithm that must be used in each traversed domain to compute the paths.

2.3 The MCP Problem

To define the MCP problem, we consider a network represented by a valued graph
G = (V, E, w). The set V of vertices represents the nodes of the considered
network. The set E of edges corresponds to the network links. The function
w : E → R, where R denotes the set of the real numbers, provides the value of
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the considered link metrics for every link: to model multiple QoS metrics, each
link l in E is associated with a vector w(l) of K ∈ N link weights. We denote the
k-th weight of the link l as wk(l) ∈ R+, with k in [1..K], where R+ represents
the set of the nonnegative real numbers. We define the weights of a path p as
the sum wk(p) =

∑
l∈p wk(l) of the link weights on this path. This means that

we consider only additive metrics. Nevertheless, we can treat the constraints on
bottleneck metrics (e.g., bandwidth) by computing a path in a graph from which
we have removed the links that break the constraints. In addition, positively-
valued multiplicative constraints can be transformed into additive constraints
by using a logarithm function.

We consider two non-empty paths p and s. We say that s is a suffix of p if
there is a path q such that p is the concatenation of q and s. We denote the
set of paths from a node s to a node t as Ps→t. Similarly, we denote as PD→t

the set of paths whose source is in the subset D of V and whose destination
is the node t in V . We consider a path computation request, which specifies a
source s and a destination t in V , as well as K constraints Wk in R+∗, with k in
[1..K] and R

+∗ representing the set of the positive real numbers. The constraints
represent maximum bounds Wk on every weight wk(p) of the requested path:
to be acceptable, a path p ∈ Ps→t must satisfy wk(p) ≤ Wk for all k in [1..K].
We call feasible path any path that fulfills the constraints of the request; the
MCP problem consists in determining a feasible path. For instance, the problem
of finding a path whose end-to-end propagation delay is below fifty milliseconds
and which traverses less than fifteen links is an MCP problem.

The literature describes several brute-force algorithms [3,5] as well as heuris-
tics [4] and approximation algorithms [6] for the intra-domain MCP problem.
These algorithms typically assume that the network uses link-state routing (ev-
ery router maintains a complete view of the network) and require centralized
path computation operations. For inter-domain path computation, these as-
sumptions imply that every domain involved in the computation operations has
complete information about the state of other domains, which is usually unac-
ceptable for confidentiality and communication overhead reasons. In addition,
centralized path computation operations are incompatible with the required au-
tonomy of the domains. Consequently, we investigate distributed methods for
multi-constrained inter-domain path computation. To the best of our knowledge,
our work is the first to present an exact distributed solution to the inter-domain
MCP problem.

2.4 The Inter-MCP Problem

We consider a mathematical partition D of the set of nodes V , that is a division
of V into a finite number of non-overlapping and non-empty sets. We call every
element of this partition a domain. We define the Inter-MCP problem as follows:

Problem 1 (Inter-MCP). Given a finite loop-free sequence S = (D1, D2 . . .) of
|S| ∈ N domains, a source node s ∈ D1, a destination node t ∈ D|S|, and a set
of K end-to-end constraints Wk with k ∈ [1..K], find a feasible path from s to t
that traverses the sequence S of domains.
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Our definition of the Inter-MCP problem relies on the assumption that the
domain sequence crossed by the path is predetermined. This assumption is com-
monly adopted in relevant work of the domain, as in [1], to reduce the complexity
of the problem.

Wang and Crowcroft [9] have shown that the MCP problem is NP-complete.
As the MCP problem is a special case of the Inter-MCP problem, the Inter-MCP
problem is NP-complete too [10]. Thus, some of its instances cannot be solved
exactly in polynomial time (if P �= NP) [10]. However, previous work on the
MCP problem shows that most instances of the MCP problem can be solved
exactly in polynomial time [4, 11].

The contribution of our paper is to propose a method to distribute the compu-
tation of inter-domain MCPs. We provide two mechanisms, the first is a method
to distribute end-to-end computation operations among the traversed domains,
and the other one is an algorithm to perform the per-domain calculations. In
particular, we propose a solution, named ID-MCP (Inter-Domain MCP), which
is the first to enable the distributed exact computation of inter-domain MCPs
considering an arbitrary number of constraints. We use BRPC to propagate the
computation results and to permit the selection of optimal end-to-end paths.

3 Proposition of a Distributed Exact Solution

3.1 Distribution of the Computations among the Domains

Inter-domain path computations must be distributed among the traversed do-
mains so that the domains keep their autonomy. Therefore, our solution defines
the per-domain computations of the inter-domain MCP problem for every tra-
versed domain. The result of these per-domain computations is a set of paths
that our algorithm will use to find a feasible end-to-end path.

We use the concept of dominance, which expresses the idea that a solution is
“better” than another, to reduce the complexity of the computations inside each
domain. A path p is dominated if there is a path p′, with the same source and
destination, such that wk(p′) ≤ wk(p) for all considered weights wk, k ∈ [1..K]
and such that there is a k in [1..k] for which wk(p′) < wk(p). In this case, we
say that p′ dominates p. For instance, consider two paths p1 and p2 between
the same nodes and such that w(p1) = (4, 3)T and w(p2) = (3, 3)T , then,
p2 dominates p1. Concretely, a dominated path is never a good solution to an
MCP problem: there is a better candidate solution between the same nodes.
Thus, we are interested in computing only non-dominated paths. In particular,
previous work on the intra-domain MCP problem [5] shows that, to compute
MCPs exactly, intermediate nodes should memorize only feasible non-dominated
intermediate paths. We can apply this result: to compute inter-domain MCPs, it
is sufficient that every domain computes non-dominated feasible paths from its
entry BNs to the destination of the request. This method allows us to transform
the Inter-MCP problem into a specific MCP problem for every traversed domain.
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Fig. 3. Simplified operations of the extended RDA in a domain, considering the con-
straints W1 = 11 and W2 = 14

Problem 2. [Per-Domain Problem] Given an instance of the Inter-MCP problem,
a domain Di in the sequence S = (D1, D2 . . .), and a set P ∗ ⊂ PDi+1→t of paths
from the entry BNs of the next domain Di+1 to t, find all the non-dominated
feasible paths from the entry BNs of Di to t that have a suffix in P ∗.

3.2 Solution to the Per-domain Problem

For the per-domain operations of ID-MCP, we propose a novel extended reverse
Dijkstra’s algorithm (RDA) [12] that memorizes all non-dominated feasible in-
termediate paths. Figure 3 depicts the operations of this algorithm: the purpose
of the operations is to find the non-dominated feasible paths from the entry
BNs 3 and 6 to the destination t of the request. To compute these paths, the
algorithm uses a queue structure that contains the shortest paths from every
intermediate node to t. This queue is initialized with paths from the entry-BNs
of the neighboring downstream domain, nodes 8 and 9, to t. In the example, the
queue starts with two different paths from 8 to t and a path from 9 to t. The
calculation progresses from the right to the left of Fig. 3.

The algorithm runs a loop. During each iteration of the loop, the algorithm
picks among the paths of the queue a path p whose weights are the furthest from
the constraints. In the example, the first path selected starts from node 9 and its
weights are (3, 3)T because the alternative paths in the queue (two paths from
node 8) are closer to the constraints. Then, the algorithm relaxes p: it evaluates
the weights of the paths from the neighboring nodes (node 7) of the source of
p (node 9) that have p as suffix. The algorithm adds the discovered paths to
the queue if they are feasible and not dominated by any path in the queue. In
the example, the path from node 7 with weights (5, 4)T is added to the queue.
If a new path dominates one or more paths of the queue, then the dominated
paths are discarded. The loop is repeated while the queue contains at least one
element that has not been relaxed or discarded (operations b to g). Finally, the
algorithm finds the feasible non-dominated paths from the entry BNs 3 and 6.
For example, it discovers the path with weights (6, 6)T from the entry BN 3 to t
through the nodes 3-4-7-9. During its operations, the algorithm does not discard
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Fig. 4. Propagation of the per-domain results for an inter-domain MCP problem with
two integer-valued metrics

any non-dominated feasible path. Thus, it guarantees to solve the Problem 2.
The termination of the algorithm is guaranteed as it relaxes one path during
each iteration of the loop and the number of paths in a domain is finite.

3.3 Propagation of the Per-domain Computation Results

Figure 4 illustrates the Inter-MCP problem on a simple example with two
integer-valued link weights. We use BRPC to forward the non-dominated feasi-
ble paths computed by every traversed domain to a PCE of the previous domain
in the considered sequence of crossed domains. An intermediate domain (D2)
receives a set P ∗ of paths from the downstream domain (D3). P ∗ includes the
feasible non-dominated paths from the entry-BNs (8 and 9) of the downstream
domain to the destination t of the request. The intermediate domain extends its
local vision of the network topology with the paths in P ∗ and uses this infor-
mation to compute the non-dominated feasible paths from its own entry-BNs (3
and 6) to t using our algorithm. Then, it advertises these paths to its neighbor-
ing upstream domain (D1), which is the source domain and is able to compute
an end-to-end feasible path. Note that a path-key mechanism [8] can be used
to preserve confidential information: it enables the BNs to advertise only path
performance information and a path-key that identifies a specific path. The key
is later translated into an explicit path during signaling operations.

Our algorithm requires the two following extensions of the PCE framework.
First, with our method, more than one non-dominated feasible paths from the
same entry BN can be advertised to the previous domain. This case was not
considered for the original BRPC procedure, thus, our algorithm requires an
extension of the virtual shortest-path tree structure defined in [1] to enable
the forwarding of several paths with the same source. This extension of the
BRPC procedure is conceptual: it does not require any modification of the PCE
protocol (PCEP) [2], which already provides the objects required to carry such
paths. Second, the path computation requests and replies should indicate that
every traversed domain must use our algorithm. This information can be carried
thanks to an objective function object [13] of PCEP [2], for example.
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4 Discussion

4.1 Performance Metrics

By design, ID-MCP provides provable performance guarantees. In particular, it
guarantees to find a path satisfying the request constraints if such a path exists.
In addition, as ID-MCP computes all non-dominated feasible paths, it enables
selecting the path that provides the largest performance margin compared to the
request constraints. This feature is important to maximize the chances that a
computed path can be successfully setup, as the state of the network can change
between the computation of a path and its setup. Simulations provide additional
information about the performance of our algorithm and the amount of signaling
overhead that it introduces in the network.

We evaluate the following performance metrics. The number of feasible non-
dominated paths returned by ID-MCP is denoted as NP. This number enables
us to evaluate the available path diversity in the simulated scenario. More-
over, we consider the cost (C), defined as the lowest value of the function
c(p) = maxk∈[1..K]

(
wk(p)

Wk

)
among the computed paths. Furthermore, we de-

fine a function c′ as µk∈[1..K]

(
wk(p)

Wk

)
, where µ denotes the arithmetic mean

operator. We call multi-dimensional cost (MC) the value of c′ for the end-to-end
path that has the lowest value of c′ among the computed paths. MC helps to
evaluate the quality of the returned paths considering all metrics, whereas C
indicates their performance margin with respect to the most restrictive metric.

Previous work [4, 5] has shown that the complexity of MCP computations
inside a domain depends on the maximum number α of paths memorized for a
single node. Thus, we measure α to estimate the time complexity of ID-MCP.
In addition, α helps us to determine the number of paths exchanged by the do-
mains during inter-domain path computation operations, and thus, the signaling
overhead.

4.2 Evaluation Scenario

We present results for topologies representing extreme cases for the algorithm,
to assess its performance in a worst-case situation.1 We consider lattice domain
topologies (square grids) made up of 25 nodes, as represented in Fig. 5. We
interconnect the domains to build a domain sequence along which we compute
inter-domain MCPs. In FM (Full Mesh), every node of an intermediate domain is
connected to every node in the next and in the previous domain of the sequence.
In SL (Single Link), only the bottom-right node of every domain is connected
to the top-left node of the next-domain. We generate the values of two random
uniformly distributed link-weights for every simulation run. We consider the
following path computation requests. The source is the top-left node of the first
domain and the destination is the bottom-right node of the last domain. We
compare the outputs of ID-MCP for two different set of constraints. First, we
1 Simulations on real topologies provide similar results [14].
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Fig. 5. The lattice topology with single-link domain inter-connections (SL)

define strict constraints so that, in average, there is a feasible path for less than
70% of the simulated requests. Second, we define loose constraints so that there
is a feasible path for every simulated request.

4.3 Simulation Results

Table 1 presents the results of the simulations. For loose constraints, the perfor-
mance of the optimal path computed by ID-MCP is much better than requested
(C and MC are below 20%). This indicates that ID-MCP finds paths that will
remain feasible even in case of variations in the network state. In addition, ID-
MCP manages to find several feasible non-dominated paths (NP is greater than
3) even when the optimal performance of the network is close to the constraints
(for strict constraints, C and MC are greater than 60%).

The complexity of the computations remains reasonable for the simulated
scenario (α is lower than 10). However, the size of the simulated topology is
relatively limited compared to real networks, which can include several hundreds
of nodes. In addition, the MCP problem is NP-complete. Thus, the complexity
of the computations on larger topologies would be typically prohibitive. This
scalability concern underlines the need for a trade-off between the complexity
of the calculations and the performance of the computed paths. In particular,
our algorithm provides the theoretical basis for future heuristics with a reduced
complexity. We will study these heuristics in forthcoming work.

Table 1. Simulation results with loose and strict constraints

C [%] MC [%] α NP

Constraints SL FM SL FM SL FM SL FM

Loose 19.2 13.9 18.7 11.4 10 7 7 3

Strict 89.3 72 86.5 60.1 8 2 5 1

5 Conclusion

In this paper, we have studied the inter-domain MCP problem, whose applica-
tions are more and more important with the recent advances in inter-domain
traffic engineering. The main contribution of the paper is the distribution of the
MCP computation operations among the traversed domains. In particular, we
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have analyzed the required information exchanges among the domains to solve
the inter-domain problem. This study has enabled us to introduce ID-MCP, the
first solution to the considered problem that guarantees to find a feasible path if
such a path exists in the network. In particular, ID-MCP is based on distributed
per-domain computations that are compatible with the PCE framework and that
allow computing optimal end-to-end paths. These paths are the furthest from the
constraints, thus, they ensure the best resistance to future variations of the QoS
conditions. As the considered problem is NP-complete, the complexity of the
computations is prohibitive for large topologies. However, our solution provides
the theoretical foundation for future heuristics with a reduced complexity.
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Abstract. A key aspect of traffic classification is the early identification of in-
dividual flows which may utilise strategies such as ephemeral ports and trans-
port later encryption to ‘hide’ on the network. This paper focuses on P2P and 
HTTP – the two main producers of network traffic – to determine the character-
istics of their individual flows. We propose a heuristic based classification sys-
tem to distinguish HTTP and P2P flows using only the structure of how packets 
are passed and the lengths of the individual packets. The classification system is 
then tested on real network traffic and results presented to show it can accu-
rately detect P2P and HTTP within the early part of a TCP flow. 

Keywords: Traffic Classification, P2P, HTTP. 

1   Introduction 

ISPs (Internet Service Providers) and network administrators have seen a huge in-
crease in high bandwidth consuming traffic in recent years [1]. In order for them to 
deploy effective bandwidth management and quality of service (QoS) policies a traf-
fic classification strategy must be in place. 

The original concept of traffic classification was applied on a per packet basis and 
took into account the port numbers stipulated at the transport layer [2]. Well known 
port numbers were connected to specific applications (e.g. port 80 for HTTP). How-
ever, many applications now use random (or ephemeral) ports to complete data trans-
fer and some even try to avoid detection by masquerading as another application. For 
example, HTTP traffic mostly travels to port 80, but some P2P protocols can mas-
querade as HTTP by also using this port [3], thereby confusing a classifier. 

To overcome the ineffectiveness of port based classifiers, packets can be consid-
ered on a ‘per flow’ basis rather than individually [4]. A flow is defined as all the 
packets involved in a single process or task and identified by a 5 tuple value (source 
and destination IP address, source and destination port number, and transport layer 
protocol) [4, 5]. On a ‘per flow’ classification only one packet within the flow re-
quires classifying to enable the identification of the protocol that has generated all 
packets from the flow. 
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To identify one packet within a flow, application signatures can be used [6, 7]. 
These are ASCII stings or a byte series that appear in the transport layer payload of 
certain signalling packets from specific protocols. However, protocols wishing to 
avoid detection can apply encryption to their payloads negating the use of signa-
tures. This strategy is deployed on all packets within the mainly Asian used P2P 
protocol Winny [8], and has also been introduced into the bitTorrent protocol [9]. It 
is envisaged that, as legal pressure continues to mount on ISPs to combat the trans-
fer of copyrighted material, and as they continue to restrict the available bandwidth 
for P2P file swapping, more P2P protocols will utilise such classification avoidance 
techniques. 

If port classification cannot be relied on and applications signatures are not avail-
able then flow statistics like packet lengths and packet inter-arrival times can be used 
to predict the underlying protocol of a flow [10, 11]. However, the use of statistics for 
classification has two main restrictions that must be overcome. Firstly, the statistical 
strategy must be accurate in its classification of traffic and, secondly, the strategy 
must reach a classification decision without having to examine too many packets. For 
example, while the total amount of data passed in a flow can be an indicator of the 
protocol that generated the traffic, it is of little value to an ISP as all the data would 
have to pass across the router unclassified before any decision can be made. This 
introduces the need for fast or early packet classification. 

Our research aims to generate fast classifications of the two most common forms 
on internet traffic - HTTP web traffic and P2P file swapping [17]. We do so by exam-
ining the lengths and properties of the initial packets of a flow. We concentrate on 
TCP flows as the main protocol used by HTTP and P2P to exchange large data quan-
tities (high bandwidth consumers). A series of heuristics are produced to extract ‘fin-
gerprints’ that are common in either P2P or HTTP flows but not in both. This allows 
the differentiation between the two even in situations where transport layer encryption 
is in place, or where P2P flows are trying to masquerade as HTTP by travelling on 
port 80. Our strategy is applied to real core internet traffic and the results presented.  

The rest of this paper is as follows; section 2 gives an overview of related 
work; section 3 gives our methodology; section 4 introduces the network data 
used; section 5 outlines our heuristics; section 6 introduces our classification 
strategy and section 7 provides the classification results. 

2   Related Work 

BLINC [13] has taken a unique approach to classifying traffic by examining the be-
haviour of the hosts on the network and connecting it to an application. This behav-
iour is examined in increasing levels of detail. These levels are defined as the social 
level (connections at a host), the functional level (hosts role on the network), and the 
application level (packet transport layer information). This technique can classify 
around 80 to 90% of all flows with a high level of accuracy. However, this approach 
utilises application signatures within its application level. Its effectiveness for en-
crypted traffic when signatures are not available is unknown. 

Other classification proposals have used machine learning to test a set of discrimi-
nators for their validity in the classification process. [14] and [15] make use of 249 
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statistical variables in an attempt to find those most suited to traffic classification, 
while [16] tests machine learning techniques against training set sizes to find the most 
accurate classifier of P2P traffic. However, these machine learning techniques utilise 
discriminators based on entire flows (e.g. flow duration) and are only really applica-
ble in data mining processes, not for real time ISP requirements.  

[10] introduces a new approach to classification by considering only the first few 
packets in each bidirectional TCP connection. This focuses on the negotiation phase 
of the flows meaning that few packets will pass before a classification is determined. 
It takes the packet lengths of the first 5 data packet of a flow (with server to client 
packet marked negative) and clusters them in N-dimensional space. These clusters are 
then used outside their training data to classify new flows.  

Our work has a similar concept but expands on the strategy [10] to overcome some 
of the problems inherent in it. Firstly we consider incoming and outgoing packet 
lengths in groups rather than individually to lower any errors that will occur through 
out of order packets (e.g. in retransmissions). Secondly we examine slightly more data 
within a flow to consider not only the initial handshake phase but to view how data 
transfer is progressing and to define the structure the flow is taking in an attempt to 
generate more accurate classifications. However, we are still classifying within the 
early part of a high bandwidth consuming P2P or HTTP flow. Finally, [10] only ex-
amines eDonkey and Kazaa P2P flows while we also aim to investigate and classify a 
wider range of P2P protocols including the extremely popular bitTorrent and Gnutella 
networks [17]. 

3   Methodology 

HTTP and P2P flows tend to make use of the TCP transport layer protocol for the 
transfer of large amounts of data (UDP tends only to be used for signalling [12]). The 
connection orientated nature of TCP means that the beginning of a flow and the initi-
ating host can easily be determined through observation of the SYN control flag 
within the TCP header. This is opposite to the connectionless properties of UDP 
where the initiator or beginning of a flow is much harder to detect. In this work we 
concentrate on detection of large, high-bandwidth consuming TCP flows.  

We examine flow properties in a bidirectional format. This means that the packets 
sent from a client (flow initiator) to a server and those returned from the server to the 
client are considered the same flow. A bidirectional flow is recognised in a network 
trace by its 5 tuple value and by the reverse 5 tuple value. That is clientIP, clientPort, 
serverIP, serverPort, TCP is considered the same flow as serverIP, serverPort, clien-
tIP, clientPort, TCP. Properties of these flows are examined in both directions for the 
maximum packet size, the number of maximum packet sizes, the minimum packet 
size, the number of minimum packet sizes, throughput (total data passed) , and flow 
structure (layout of the flow).  

Each flow’s bidirectional statistics are measured until one of the directions has re-
ceived a limit of X data packets (those that contain a TCP payload). For experimenta-
tion in this paper we set X to 20. Through our flow analysis we determined that this 
value would allow a depiction of how a flow transfers data after any initial hand-
shakes (first 5 packets in [10]) while still allowing a classification to be made ‘early’ 
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within the flow. The number of acknowledgement (ACK) packets in the opposite 
direction is also considered to confirm all packets in both directions are received and 
have not been lost or chosen a different route across the network. If the number of 
data packets plus the number of non payload ACK’s are equal in both directions then 
it is reasonable to say that the recorded statistics give an accurate interpretation of the 
early activity of the TCP flow. This validates the recording of each flow and removes 
any anomalies that may be present in the data. 

4   Data 

The research carried out in this paper has utilised real network traffic. This traffic has 
been taken from a core router situated in the home users ADSL network of a major 
European ISP in March 2007. There are approximately 20,000 ADSL modems on the 
network with the data recording covering half of the flows passing over the router at 
that time period. Different samples of traces from different time periods have been 
used for heuristic development and for testing. 

When carrying out experiments on the core network traffic a background classifi-
cation (pre-processing) of application signatures was used to determine the protocol 
of each flow. The application signatures used are developed from [6] and [7] along 
with further modern signatures not presented in these research papers (e.g. ‘ajprot’ 
signalling the use of the appleJuice P2P protocol). Although it is the purpose of this 
paper to provide an alternative to application signatures, the high accuracy they 
achieve [6] justifies their use in pre-processing. It is likely that P2P flows existing in 
our trace data have avoided detection in our pre-processing as they already use en-
cryption. However, we can be confident that those flows that are selected through pre-
processing have been accurately identified. 

Analysis of flows longer than 20 data packets (our packet limit selection) within 
our sample traffic show that over 90% of flows are created by P2P and HTTP with the 
percentage possibly higher as some P2P flows may be unclassified by pre-processing. 
This figure highlights the importance of differentiation between these two protocol 
sets. The most popular P2P flows seen are bitTorrent, Gnutella, and eDonkey. We use 
a first sample trace for protocol analysis and heuristic identification (training trace). A 
second sample has been recorded from a different time period to ensure fairness [12], 
and is used to test the heuristics (test trace). 

5   Heuristics 

To determine the protocol of a flow as P2P or HTTP with a packet limit (20) we use 
the lengths, throughputs, and structure of the early packets in both directions of a 
bidirectional TCP flow. The structure of the flow is defined as the shape it has taken 
once the data packet limit has been received in either the client to server or server to 
client direction. In other words the number of data packets that have been passed in 
the opposite direction when one side reaches 20. Figure 1 gives an example of struc-
tures by showing how many packets appear in the opposite direction when 20 pack-
ets are received in either the incoming or outgoing direction from the flow initiator 
(client). The results are generated from our training network trace. 
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Fig. 1. The structure of P2P and HTTP flows 

The most common structure of HTTP traffic shown in figure 1 sees 20 incoming 
packets signalled by 1 outgoing data packet (figure 1a). However, it can be seen in 
figure 1b that many P2P flows have structures uncommon with HTTP traffic. These 
structures are created when the initiator of the flow sends 20 outgoing data packets 
while only receiving a few incoming packets. This suggests the uploading of data 
from source to destination – a key aspect in the sharing nature of P2P protocols. 

A further example of how packet lengths can be used to differentiate P2P and 
HTTP is shown in figure 2. This figure describes flows with a structure of 20 incom-
ing packets and at least 2 outgoing. The total of these 20 incoming packets that are of 
the maximum size witnessed in that direction of the flow are presented. 
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Fig. 2. Number of incoming packets at maximum size 

Figure 2 indicates that most of the P2P flows with the associated structure have 
only 1 incoming packet of maximum length. HTTP flows are more likely to have a 
high number of Maximum Transmission Unit (MTU) packets with a significant por-
tion of flows having all of their incoming packets at the maximum. HTTP over TCP 
can stream its data together and pass it out in all, or mostly, MTU packets enabling 
more efficient transfer of the data. P2P, on the other hand, normally chooses to pass 
its data in predefined blocks [7]. This means breaking each block into MTU slices and 
passing the remainder of the block in a packet of its own. This means fewer MTU 
packets will be viewed in P2P flows. 
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Furthers heuristics were proposed based on protocol properties and flow observa-
tions. All heuristics were tested in an iterative manner with variations made to ‘cut 
off’ values and structure types to optimise their results. For each heuristic a calcula-
tion was made on our training trace showing the percentage of P2P and HTTP flows 
that the heuristic selects. From these calculations we chose a total of 10 heuristics that 
we determined to select a high enough percentage of one protocol while selecting few 
flows from the other protocol.  

6   Classification Strategy 

From the 10 proposed heuristics a classification strategy was formed. Six of the heu-
ristics detect P2P protocols with four used to define HTTP. The protocol heuristics 
used to define HTTP are: 
 
Initial incoming packets of same length 

Suggests incoming data is being streamed or that the initial handshake information 
is large. The short handshake lengths that are common in P2P are not taking place. 

 
All incoming packets of MTU 

Shows that all data is being streamed at a constant length (figure 2). 
 
Large first 5 packet averages in both directions 

Assumes a structure of at least 5 packets in each direction and divides the through-
put of the first 5 packets by the MTU for the flow. If both directions produce a result 
of above 3 then the heuristic is matched. Determines that HTTP request messages 
are longer than in P2P. 

 
19 out of 20 packets at MTU with the non MTU packet occurring in the first 5 

Suggests data is being streamed in an incoming direction but that not all packets are 
at MTU, possibly due an initial signalling/handshake packet (figure 2). 

 
The characteristics used to define P2P are: 
 
Throughput ratio between outgoing and incoming (> 4 packets in lesser direction) 

At least 10 times more bytes in one direction of the flow. Based on the observation 
that P2P flows tend to receive more data with smaller requests than in HTTP. 

 
Average packet length of non MTU packets < 100 bytes in both directions 

P2P tends to have small signalling messages and transfers data in blocks which are 
divided into MTU packets with any remainder in a small single packet. Many P2P 
flows consist of all small packets and MTU packets - uncommon in HTTP. 

 
Average of first 5 packet lengths in both directions <100 bytes 

P2P flows can require many short signalling messages before passing file data 
greatly reducing the average of the early packets in both directions - uncommon in 
HTTP. 
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20 outgoing packets with between 0 and 5 incoming 
P2P flows are commonly used for uploading as well as downloading (figure 1). 

 

Average packet size in the second group of 5 packets <100 bytes in one direction 
If one direction of a flow has passed more than 5 data packets and the average size 
of the next packets is small then these are likely to be short signalling packets (P2P). 

 

Average incoming packet length more than 5 times greater than average outgoing 
Similar to the throughput ratio but does not require a structure of 5 packets or more 
in both directions. Assumes that P2P requests are small compared to responses. 

7   Results 

To test the validity of this classification scheme the heuristics were applied in order to 
our test network trace. The results of HTTP and P2P classification are analysed 
through the use of our pre-processing scheme of application signatures. We define our 
results with 2 calculations (X represents either P2P or HTTP): 
 

Selected: percentage of the total number of protocol X in the trace data (based on our 
pre-processing) that are selected by a heuristic defining protocol X 
 

Misclassified: the percentage of total flow selections by heuristics defining protocol X 
that are shown by pre-processing not to be generated by protocol X – i.e. the number 
selected as P2P that are actually HTTP and vice versa  
 

Table 1 presents the classification results on our test trace (recorded over a separate 
time period from training trace). 

Table 1. HTTP versus P2P classification results 

Protocol Selected Misclassified 
HTTP 82.39 0.84 
 P2P 77.43 2.85 

 
The results in table 1 show that over 82% of HTTP and over 77% of P2P traffic 

flows can be identified with a low misclassification rate (at most 2.85%) using our 
proposed heuristic set. However, to show how the accuracy of our classifications 
compares with a similar classification technique we must apply the technique to the 
same data.  

Table 2 shows the results of the k-means clustering strategy proposed in [10] when 
applied to our network traces. We run the technique by generating clusters from an 
equal sample of P2P and HTTP traffic in our training trace using the optimum values 
of the first 5 packet lengths and 50 clusters [10]. The clusters are then used to classify 
the HTTP and P2P traffic in our test trace. Because a nearest cluster strategy is used 
[10] to assign flows to a protocol, all flows will be classified as either P2P or HTTP 
with none remaining ‘unselected’. Therefore table 2 only presents the misclassifica-
tion rating for the strategy proposed in [10]. 
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Table 2. HTTP versus P2P classification from strategy proposed in [10] 

Protocol Misclassified 
HTTP 16.79 
P2P 16.59 

 
Comparison of our results with those achieved through the clustering strategy of 

[10] show that our approach is much more reliable by wrongly classifying far fewer 
flows. In a real-time, online classifier it is important that an ISP of network adminis-
trator falsely classifies as few flows as possible. 

7.1   Variation of Results with Packet Limits 

The results featured for heuristic classification in table 1 require information from the 
first 20 packets of a TCP flow to make a decision. Figure 3 shows how these results 
vary if the same (or slightly adapted) heuristics are applied with a smaller packet limit 
on the same flows. 
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Fig. 3. How results vary when the packet limit for analysis is less than 20 

Figure 3a shows how the selected calculation varies when the packet limit is 
changed from 20 data packets in one direction to 5 or 10. The number of total HTTP 
flows selected is almost constant (varies by approximately 3%) although there is a 
slight decrease when 10 packets are used as the limit. There is a large change in the 
number of P2P flows classified with the number selected growing almost 20% as we 
move from 5 packets to 20 packets. This suggests that the more packets examined 
within a flow, the more likely that an increasing number of P2P flows will become 
distinguishable. 

Figure 3b signifies how the misclassified values vary as the number of packets 
used in the analysis is increased. The accuracy of the P2P classifications is ap-
proximately constant while the accuracy of the HTTP selections is increasing (mis-
classifications decreasing). Combining the observations from both graphs in figure 
3 concludes that the more packets analysed the better the classification of HTTP 
and P2P. As the number of packets examined is increased the accuracy of P2P will 
remain constant but the number of total P2P flows selected will increase. In HTTP 
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the number of flows selected will remain constant but the accuracy will increase. 
Therefore, when a higher number of packets are examined, overall, more flows are 
selected with a higher accuracy. However, even with this it should be noted that the 
misclassification rate for both P2P and HTTP never surpasses 3.5% of flows no 
matter how many packets are measured. This is still a big improvement on the mis-
classification rate generated by a similar method (table 2). 

8   Conclusions and Future Research 

In this paper we introduced a new strategy for classifying high bandwidth consuming 
TCP flows within their early stages meaning ISPs or network administrators can use 
the classification results for real-time bandwidth management, QoS purposes, and 
security policies. It was shown that by applying heuristics to analyse the structure and 
packet lengths of the early transactions of a flow that the two main generators of net-
work traffic, P2P and HTTP, could be classified separately. Our approach produced 
misclassification rates far lower than a similar strategy [10] when applied to the same 
test and training data. We also show how these results varied depending on the num-
ber of packets examined and suggested that a correlation exists between the number 
of packets analysed and overall accuracy and detection success of the classification 
process. 

The classification technique presented in this paper has shown accuracy in the dis-
tinction of P2P and HTTP. Although these are the main contributors of network traf-
fic other protocols can generate high bandwidth consuming TCP flows. Future work 
will consider these other flows from applications including FTP, RTSP, email and 
instant messaging protocols to move the system towards a complete traffic classifier. 
Future work will also concentrate on the differentiation of the P2P network flows 
from HTTP through other classification strategies involving social aspects and how 
hosts behave on the network for situations when flow activity alone is not enough to 
determine the residing protocol. 
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Abstract. The increasing popularity of applications for video-streaming based
on P2P paradigm (P2P-TV) is raising the interest of both broadcasters and net-
work operators. The former see a promising technology to reduce the cost of
streaming content over the Internet, while offering a world-wide service. The
latter instead fear that the traffic offered by these applications can grow with-
out control, affecting other services, and possibly causing network congestion
and collapse. The “Network-Aware P2P-TV Application over Wise Networks”
FP7 project aims at studying and developing a novel P2P-TV application offer-
ing the chance to broadcast high definition video to broadcasters and to carefully
manage the traffic offered by peers to the network, therefore avoiding worries
to Internet providers about network overload. In such context, we design a sim-
ulator to evaluate performance of different P2P-TV solutions, to compare them
both considering end-users’ and network providers’ perspectives, such as quality
of service perceived by subscribers and link utilization. In this paper, we provide
some results that show how effective can be a network aware P2P-TV system.

1 Introduction

Last years witnessed the emergency of many P2P video-streaming services (P2P-TV)
on the Internet, like SopCast [1] or PPLive [2] to possibly name the most popular ones.
Recently, a new and promising generation of high-definition commercial video P2P ap-
plications, such as Babelgum [3], Zattoo [4] or TVUnetworks [5], are at an advanced
stage of development and testing. These systems are targeted to offer high bandwidth
video streams (1 to 5 Mbit/s) to a large population of users (up to millions). These ap-
plications are seen as a good opportunity by broadcasters to both reduce the cost of
providing a streaming service to the Internet, and to reach a world-wide population of
users. However, the same motivations constitute a worry for network carriers since the
traffic P2P-TV application can generate may potentially grow without control, causing a
degradation of quality of service perceived by users or even a collapse of network func-
tionalities. This is the main research topic of the FP7 project “Network-Aware P2P-TV
Application over Wise Networks”, which aims at studying a novel P2P-TV application
that offers high quality service to the end-users, while guaranteeing network providers
to optimize network resource usage. Therefore, to study, characterize and optimize
P2P-TV service, we developed a simulator that allows us to understand the impact of
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these new services on network performance: the main objective of this paper is to pro-
pose a simple evaluation of P2P-TV systems, focusing on their impact on the transport
network.

A preliminary distinction must be done: when using a general P2P application, two
different topologies have to be considered: i) a logical topology at application level,
made up by peers, which is created and updated whenever a peer joins or leaves the
network; and ii) a physical network composed by hosts, nodes and links, which is typ-
ically given and rarely changes. In other words, each peer can be seen as a P2P appli-
cation running on a PC; it establishes logical connections with other peers running on
some other PCs, which are then used to exchange the content, e.g., the video in case of
P2P-TV applications. The graph which is created by peers is called Overlay topology.
Considering, instead, the physical network, it is made up by real devices like routers
and links, and the graph they form is called Underlay topology.

Typically, the Overlay and Underlay topologies are independently set up, managed
and optimized. For example, in BitTorrent, a popular P2P file sharing application, a
peer selects to which peers upload the content based on the amount of data received in
the past, playing the famous tit-for-tat algorithm [6]. However, if the selected peer is
actually physically close or far away is not taken into any consideration. The tit-for-tat
algorithm clearly optimizes application layer performance, e.g., maximizing download
throughput, but it possibly causes a large waste of resources at the Underlay topology,
e.g., downloading data from a high-speed peer far away, thus forcing the network to
transport traffic over several links.

Similarly, P2P-TV applications transmit streaming videos on the Overlay topology
ignoring information about the Underlay network, so that the Overlay topology is built
“randomly”, without any awareness about location or available bandwidth of hosts
which run the application. In this paper we quantify the lack of efficiency due to this
issue and demonstrate that the adoption of smart strategies in Overlay topology creation
process can improve performance of both the application and the network. We focus our
attention on P2P-TV systems, in which the Overlay topology is a generic mesh, and a
swarm-like delivery of the video is adopted: a source node splits the video stream into
small chunks, which are then transmitted to and by peers, exchanging chunks according
to some scheduling scheme.

We first define a simple, yet accurate model which describes both the P2P-TV ap-
plication and the transport network. Then, we compare performance of different algo-
rithms with increasing knowledge about topological information of the network layer
exploited to set up the P2P Overlay graph. Results show that it is possible to reduce
the traffic the network has to carry by more than two order of magnitudes, while at the
same time improving quality of service users perceive.

2 Scenario Description

In the following, we briefly describe the reference model that has been implemented
in the simulator. More details are available in [7]. First we describe the model of the
Underlay topology, which is assumed to be given. Then the Overlay topology and chunk
scheduling algorithms are described.
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Fig. 1. Overlay and Underlay topologies (RC strategy applied)

2.1 The Underlay Topology

As already mentioned, we have to consider two different topologies: the first one is built
at application level, and it is composed by peers which set up connection among them
to transmit chunks. Peers are actually hosts, connected to the Internet, whose topology
constitutes the Underlay topology. Here, nodes (or routers) are connected by means
of bidirectional physical links, with a given capacity. Overlay connections correspond
to “paths” at the Underlay topology, so packets forming a chunk are routed through
the Underlay topology from the source host up to the destination host, following for
example the shortest path.

Fig. 1 shows an example of a Underlay topology (at the bottom) in which four routers
are connected forming a ring topology among them. Hosts (or users) are then connected
to a router. Hosts are running the P2P-TV application, and therefore they are peers,
which are connected forming the Overlay topology (at the top).

In the simulator, the chunk transmission by a host is modeled according to a fluid
traffic model, so that no packet is actually routed. Instead, on all links along the path, a
given amount of bandwidth will be allocated for the duration of the data transmission.
Hosts transmit one chunk at a time; given the chunk size and the upload capacity of a
host, an amount of bandwidth comparable to the chunk transmission speed is allocated
on all links along the path to the destination for the whole chunk duration. This model
allows to get therefore the actual link load at any time, given the set of chunks that are
actually transmitted by peers. At the same time, it avoids the burden to simulate packet
level details, therefore allowing to consider larger networks and higher number of peers.
In [7], we were able to run simulations with hundreds of nodes, several thousands of
peers transmitting video streams of thousands of chunks.

In this paper, we consider as Underlay topology a simplified version of the actual
Telecom Italia backbone network [8]: two main routers are placed in Milano and Roma,
and they are connected by 40 Gb/s links. Those two routers and links form the “back-
bone” of the topology. Nodes in cities in the north part of Italy are then connected
to node in Milano, while nodes in the south part of Italy are instead connected to the
backbone node in Roma. 10 Gb/s links are used. Nodes in each city are called “ac-
cess routers”, and there are twenty of them in the considered scenario. Hosts are then
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connected to access routers using either a xDSL link, or using higher capacity connec-
tions, like FTTH access. For the sake of simplicity, we assume that two classes of hosts
are present: i) residential users, with xDSL connection of about 0.5 Mb/s upload ca-
pacity, and ii) business users, with high access bandwidth of about 5 Mb/s. We refer to
residential and business peers as Low-Speed (LS) and High-Speed (HS) peers respec-
tively in the following. In both cases, we assume the download capacity is large enough
so that the bottleneck is the uplink capacity of hosts. There are 500 hosts globally,
each of them randomly connected to a selected access router, so peers are uniformly
distributed over the Underlay topology.

2.2 The Overlay Topology

As introduced in Sec. 1 the topology which is created at application level is a graph
composed by peers and logical connections. Given a peer, there is a subset of all peers
which are then connected to it, called “neighborhood”.

Each peer belonging to the Overlay topology is permanently associated to a host
belonging to the Underlay topology - Fig. 1. In our model, we assume each peer es-
tablishes on average k logical connections with other peers to build the graph which
represents the Overlay topology; k is called “degree” of peer. In this paper, we set an
avegare degree k = 8, independently on the Overlay topology generation strategy we
adopted (see below). HS-peers are granted an additional number of neighbors k′. The
intuition behind this is to offer peers with more upload capacity the chance to serve
more neighbors. For the sake of simplicity, churning phenomenon is not considered in
this paper, so the number of peers involved in simulation is fixed and never changes:
no peers are expected to join or leave the system during the simulation. In this paper,
we compare three different algorithms to setup the Overlay topology, which entail an
increasing level of “awareness” by the peers:

– Random Choice strategy - RC: In this case, each peer selects on average k neigh-
bors at random, therefore completely ignoring the actual location of hosts in the
Underlay topology. This models the today typical approach in which peers ignore
any information about the network layer, and Overlay topology results uncorrelated
to the actual Underlay topology.

– Location and Bandwidth Awareness strategy - LBA: In this case peers have
some knowledge about the physiognomy of the Underlay topology, so that peers
are connected to the topologically closest peers in order to avoid congestion on
network backbone links and to reduce the average delivery time of chunks. In par-
ticular, in this model two peers are topologically close if the corresponding hosts
are connected to the same access node. Each access node represents an “isle” of
peers, in which peers are connected among them using a Random Choice policy.
To interconnect the island among them, HS-peers randomly connect between them
using additional k′ connections, forming therefore a hierarchical topology. In other
words, the Overlay topology exploits information about the peer location to form
groups of close peers, and information of peer upload capacity to interconnect dif-
ferent groups of peers.
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Fig. 2. Examples of LBA and NLBA Overlay topologies on the left and right figures

– Neighbored Location and Bandwidth Awareness strategy - NLBA: In this case,
the HS-peers perform a smarter choice when selecting other k′ HS-peers, so that
physically closer peers are selected. The resulting Overlay topology therefore en-
tails a greater knowledge about the Underlay topology, so that the communication
between island is optimized as well.

Fig.2 shows two examples of Overlay topologies in which the LBA and NLBA poli-
cies are adopted (left and right figures respectively). HS-peers high are represented
with light-coloured dots, while dark dots represent LS-peers. The NLBA topology bet-
ter reflects the Underlay topology, so that HS-peers are interconnected among them
mimicking the same ring topology which is present in the Underlay topology.

2.3 Chunk Scheduling Algorithm

Once the Overlay topology has been created, peers can then start exchanging video
chunks. A source node encodes the video stream, chops it into chunks, which are reg-
ularly injected in the Overlay by transmitting them to source neighbors; then, peers
that received a new chunk can upload it to those neighbors that have not yet received
it, according to a “scheduling” algorithm. We assume a push mechanism, in which the
transmitter selects both which chunk to transmit and to which peer. Several scheduling
algorithms have been proposed in the literature (see for example [9,10,11,12]), among
which we selected the simplest one since our focus is on the Overlay topology opti-
mization rather than chunk scheduling algorithm. Therefore, we adopt a simple random
chunk/random peer scheduling scheme: each peer selects at random one chunk among
those it has received and still stores in the trading window ( [12] employs a sliding
window mechanism to optimize chunk transmission); then it selects at random one of
its neighbors among those that have not yet received the selected chunk. The peer then
transmits the chunk to the selected peer. When the transmission ends, a new chunk and a
new peer are selected. In P2PTV terminology this policy is called RND-RND schedul-
ing policy [12]. Note that the transmission time depends on the chunk size and on the
transmitter upload capacity.

All the above algorithms have been implemented in the simulator. Details about the
simulator design and performance are available from [7,14].



46 S. Traverso et al.

2.4 Simulation Scenario

Here we summarize all the parameters that define the simulation scenario considered
in this paper. The video-rate is assumed to be equal to 0.4 Mb/s, and the chunk size
is fixed to 2 Mbit. Therefore, the source node (selected at random among one of the
HS-peer) generates a new chunk every 5 seconds. Each peer has an average number of
neighbors equal to 8 neighbors (k = 8) for all Overlay construction strategies. For all
tests, simulations involve 500 peers, and the simulation lasts 500 chunks, i.e., 2500s of
video.

The capacity of links in the physical topology is very large (10Gb/s or 40Gb/s), so
that the bottleneck link is the upload capacity of each peer. This is a typical scenario
in which users are connected to the Internet with xDSL links, in which the download
capacity is typically higher than the upload capacity. Upload access bandwidth is 0.5
Mbit/s for LB-peers and 5 Mbit/s for HS-peers. Download bandwidth was equal to 5
Mbit/s for every peer. The chunk scheduling algorithm is RND-RND, with a trading
window size equal to 5 chunks. We run simulation then to compare the three different
Overlay topology construction policies: RC, LBA and NLBA strategies. As parameter,
we vary the additional degree of HS-peers k′, and the number of HS-peers that are
present in the Underlay topology.

As performance indexes, we select the load on actual links of the Underlay topology,
i.e., the load due to chunk transmission on the physical link. We report also the average
number of hops traversed by each chunk, i.e., the corresponding Underlay path length
of each Overlay link. Both these two metrics are important to assess the impact on the
Underlay topology of the P2P-TV traffic, so to appreciate how increasing degree of
network awareness can reduce the actual traffic the Underlay network has to carry. All
results presented in this paper are averaged over 10 independent runs.

To observe the impact of the different topologies on the quality of service perceived
by users, we evaluate the chunk delivery delay, i.e., the delay from when the source
emits the chunk to when a peer receives it. Indeed, assuming that there is enough ca-
pacity to deliver the video stream to all peers, the chunk delivery delay is typically
considered the main performance index to be optimized in live P2P-TV systems: min-
imizing it means minimizing the delay since when the information is produced at the
source and when it can be played at the peers, guaranteeing therefore better “live” expe-
rience; furthermore, the chunk delivery delay is also related to the startup time, i.e., the
time required to a peer that “tunes” to a channel to start receiving the video data [12].

3 Results

3.1 Network-Centric Scenario

Fig.3 reports the network link load for the different Overlay topology strategies, using a
log scale. Plot on the left refers to the Underlay topology backbone links, i.e., the links
between Milano and Roma, while the plot on the right refers to the access links, i.e.,
the links between access and backbone nodes. The additional degree of HS-peers k′ is
used as parameter. It can be observed that both LBA and NLBA reduce the bandwidth
occupation on network links of a factor of 10. In particular, forming the island between
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Fig. 3. Network links load adopting different strategies for varying degree k′ of HS-peers. Back-
bone links (links between Milano and Roma spots) on the left, access links (all node-node links
which are not backbone) on the right.
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Fig. 4. Network links load adopting different strategies for varying number of HS-peers per node.
Backbone links on the left, access links on the right.

peers that are connected to the same access nodes (LBA algorithms) allows to reduce
the amount of traffic in backbone links from 45Mb/s (corresponding to about 115 video
streams) to only 5Mb/s (or about 12 video streams). This is due to the fact that most of
the chunks are transmitted between peers that are connected to the same access node,
therefore avoiding crossing backbone links. Enforcing a smarter interconnection be-
tween HS-peers (NLBA algorithm) further reduces the load on backbone links, so that
about 0.4Mb/s is on average transmitted, corresponding to the minimum value of a sin-
gle copy of the video stream. Notice that the degree of links between HS-peers has little
effects on the link load. Indeed, it is sufficient to use one additional link to already opti-
mize the Overlay performance. Moreover, increasing k′ actually reduces the benefit of
the optimized topology, since two HS-peers that are far apart in the Underlay topology
can possibly exchange chunks due the random peer selection policy implemented by
the chunk scheduling algorithm.

Similar considerations hold when looking at the load carried on access links. In this
case it is possible to note that the improvement of the NLBA and the LBA strategies
are more similar. Indeed, the choice of the k′ additional neighbors has been designed to
reduce the traffic on the backbone links only.
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Fig.4 reports the network link load versus the number of HS-peers per actual Under-
lay node. Also in this case it can be seen that the presence of at least one HS-peer is
sufficient to optimize the Overlay topology so that traffic on the Underlay network is
reduced (in this case we selected k′ = 2). Similarly as in the previous case, increasing
the number of HS-peers per nodes increases the network link load as well. This is due
again to the chunk scheduling policy that allows a random selection of peers. In case
a larger number of HS-peers is present, a larger number of links among them in the
Overlay topology is present. During chunk scheduling, then, there is an increased prob-
ability that those links are selected to transmit a chunk between two HS-peers. Finally,
in case the LBA strategy is considered, HS-peer to HS-peer connections are generated at
random, possibly between two far apart nodes, so that more physical links are crossed.

To confirm this intuition, and to appreciate the better usage of Underlay resources,
the number of hops traversed by each successful chunk transmission, E[H ], is reported.
Practically, this parameter shows how many “local” transmissions a strategy can do.
Simulations with configuration described above shows that the mean number of hops
per each chunk tranmission adopting a RC strategy is

E[H ]RC = 3.11 (1)

whereas much better results are reached by smart algorithms:

E[H ]LBA = 1.33, (2)

E[H ]NLBA = 1.14 (3)

These results confirm that most of chunks do not traverse more than one hop when
location awareness is enabled. NLBA strategy gives best results because logical links
among HS-peers, that connect together different islands, are mapped at most on only
two hop long path, corresponding to a (host)-(node), a (node)-(node), and finally a
(node)-(host) on the Underlay topology; moreover, all other links between two LS-peers
or between a LS-peer and a HS-peer are mapped on (host)-(node) and (node)-(host)
links, so that only one router is crossed.

3.2 User-Centric Performance

Fig. 5 reports on the left the average chunk delivery time for varying degree of HS-peers
and for different strategies. The number of peers in the simulation is 1000, with 6 HS-
peers for each node. Few considerations hold: first, both LBA and NLBA offer better
performance than the RC policy. This is due to the presence of connections between
HS-peers that form a fast backbone among HS-peers. This allows to quickly distribute
the chunks on the Overlay topology [12]. Indeed, in the RC case, the additional k′

connections HS-peers have are randomly spread among all peers. On the contrary, the
Bandwidth awareness of LBA and NLBA strategies forces HS-peers to preferentially
connect to other HS-peers. In addition, Fig. 5 shows that increasing k′ improves the
probability of chunks to be transmitted between HS-peers, reducing chunk delivery
time.
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Fig. 5. Average chunk delivery time for varying degree k′ of HS-peers on the left. Cumulative
distribution function of the 95 percentile of the chunk delivery time for different Overlay topology
strategies on the right.

To give more insight, Fig. 5 reports on the right the cumulative distribution function
(among peers) of the 95th percentile of the chunk delivery time. For each peer we com-
pute 95th percentile of the chunk delivery time (computed among all chunks), and plot
its distribution among peers. We select this index as another good parameter to quantify
the quality of service perceived by each user. Intuitively, it reports the delay with which
peers receive the chunk with probability 0.95. The results refer to a scenario in which
k′ = 2 and the number of HS-peers per node is set to 6 as above. As we can see, again
NLBA and LBA strategies obtain better performance respect to the RC topology, even
if improvements are limited. This is essentially due to the fact that LBA and NLBA
strategies prefer to interconnect HS-peers among themselves, forming a sort of high
speed interconnection that allows to quickly spread the chunks among the islands of
peers. On the contrary, the RC strategy does not explicitely exploit the peer bandwidth
when interconnecting peers. Moreover, the Random peer and chunk selection ignores
any peer properties, so that the resulting chunk spreading is not optimal. In more de-
tails, after six seconds both NLBA and LBA strategies guarantee that 80% of peers has
already received the chunks in 95% of time. Adopting the RC strategy, after 6 seconds,
only 20% of peers are assured to receive the chunk with probability 0.95.

In summary, the network aware Overlay topologies can also improve the P2P-TV
performance, while at the same time greatly reducing the offered traffic the Underlay
network has to carry.

4 Conclusions

In this paper we investigated the impact of P2P-TV traffic over the physical topology
of a network. Since P2P-TV applications are increasingly becoming popular among
users, networks operators are worried that the traffic these applications can inject in
the network may cause potential congestion if not carefully controlled. We therefore
developed a simulator to efficiently study the amount of traffic links of the network
carry due to peers watching a P2P-TV stream. We compared then different Overlay
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setup strategies with increasing level of network-awareness, i.e., in which information
about the physical placement of peers and their capacity is made available to the peers
during the overlay topology setup.

Results, even if preliminary, show that it is possible to reduce the amount of traffic
the network has to carry by up to two orders of magnitude, while, at the same time im-
proving the quality of service perceived by users. This encourage further investigations
to increase the level of network awareness of P2P-TV applications.
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Abstract. The technique called progressive encryption is used in many
areas of content security. However, the plain algorithm itself is only ap-
plicable in real transmission scenarios where no packet loss occurs, oth-
erwise additional error correction techniques need to be used in order to
achieve maximum decodeability of network packets. The cipher-stepping
method (CSM) described in this article adds error correction to pro-
gressive encryption in the case where stream ciphers are used to en-
crypt stream data. It is also explained how the CSM method along with
progressive encryption can be used in the encryption of scalable video
streams.

Keywords: progressive encryption, scalable video streaming, stream ci-
phers, wireless networks.

1 Introduction

Scalable video coding has been an active research area for decades. Up to now,
several solutions exist for streaming multimedia over networks, especially the
Internet. In order to deliver multimedia services over wired and wireless net-
works, efficient encryption becomes one of the main problems in scalable video
streaming. The aim of the Secure Scalable Streaming technology (SSS) [4] is to
enable efficient transcoding of encrypted scalable video streams also over wire-
less networks [3] using progressive encryption. Due to the fact that progressive
encryption partially contradicts the requirement of flexible accessibility to the
content of the media stream when the media is transmitted over channels that
suffer from packet losses, it is desirable to converge better to this requirement
by increasing the robustness of progressive encryption.

Section 2 highlights the advantages of stream ciphers that can be exploited
to keep the stream cipher synchronized for proper decryption after lost pack-
ets, followed by Section 3 introducing the main idea of progressive encryption.
Section 4 describes a proposal of an algorithm called cipher-stepping method
(CSM) that can be used to keep the state of a stream cipher synchronized with
the received packet, hereby enhancing the robustness of progressive encryption.
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Robustness of packet decryption is analyzed theoretically and practically based
on packet loss measurements on a wireless network, including a comparison of
the CSM method to the classical progressive encryption, described in Section 5.
The applicability of the CSM method for scalable video streams is presented in
Section 6. Section 7 summarizes the advantage and applicability of the proposed
algorithm.

2 The Stream Cipher Architecture

Before the demonstration of the CSM method, it is important to understand
the main features of the stream cipher architecture. Block ciphers are the most
famous types of ciphers used in symmetric encryption. They operate on fixed-
length data blocks, i.e. a fixed amount of plaintext can be encrypted with a key,
which produces a fixed amount of ciphertext. A typical example of block ciphers
is the AES cipher [2] used in a wide range of applications.

On the contrary, stream ciphers operate on streams of arbitrary length, using
a secret key and a public initialization vector as input, and output a stream
of random-looking symbols, known as keystream [1]. This output is used for
encrypting the data stream by applying exclusive-or (XOR) on the data symbols
and the keystream, as shown in Fig. 1.

Fig. 1. Encryption using synchronous stream cipher

The stream cipher architecture implies that the state of the cipher is com-
pletely independent from the input stream, which can be utilized by the cipher-
stepping method described in Section 4. It is important to note that there exist
asymmetric stream cipher constructions where this independence cannot be as-
sumed, the article only covers the usage of symmetric stream ciphers.

3 Progressive Encryption

Progressive encryption has been a widely used technique for a long time. The
purpose of the technique is to increase data security by encrypting data seg-
ments (tiles) continously without reinitializing the cipher instead of encrypting
tiles independently of each other and reinitializing the state of the cipher before
encrypting each tile. Examples of usage cover progressive encryption and access
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control of JPEG 2000 images [5] or the Secure Scalable Streaming technique [3],
[4] used for encryption of scalable video streams.

On the one hand, an advantage of the progressive encryption method is that
ciphering a larger amount of data in one session instead of beginning a new
session for each tile and ciphering them independently, encryption can be made
more secure as it becomes a harder task for the attacker to get access to encrypted
information. This is due to lower correlation between the transmitted packets,
and solving information related to encryption requires more capacity. On the
other hand, progressive encryption enables less flexible accessibility to the data
stream, because data packets cannot be decrypted independently of each other.

By using progressive encryption, the time required for encryption of a certain
amount of data can be reduced, due to lower number of cipher initializations,
which can be rather costly in case of certain stream cipher types. Several new
stream cipher types have been introduced [1] as a result of the ECRYPT Stream
Cipher Project (eSTREAM) which can possibly outperform conventional stream
ciphers i.e. AES in some aspects including speed measured in cycles per byte
(CPB) especially for long streams. Therefore, using progressive encryption for
these ciphers is essential for acceptable level of security and performance.

4 The Cipher-Stepping Method (CSM)

4.1 Keeping the Cipher State Synchronized

The aim of the cipher-stepping method (CSM) is to keep the state of the stream
cipher synchronized with the received packet bytes, even if one or more packet is
lost during transmission. By using a cipher for progressive encryption based on
the stream cipher architecture desribed in Section 2, it can be seen that the state
of the stream cipher does not depend on the value of the ciphered bytes, only the
number of bytes ciphered. Therefore it is desirable to keep a record of the number
of bytes ciphered in the actual session to synchronize the cipher to the correct
state before decrypting each packet. This can be done by extending the header
of each transmitted packet with an extra information containing the number of
bytes encrypted in the current session till the current packet. Fig. 2 shows a
scenario where packets are extended with the synchronization information.

Fig. 2. Header extension for cipher state synchronization
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4.2 Decryption Using Cipher Stepping

When decrypting a received packet, first the state of the cipher has to be synchro-
nized with the actual received packet in order to decrypt the packet correctly.
By investigating the header extension information in the packet, it can be de-
termined what state the stream cipher should be in for correct decryption. If
no packet loss happened after decryption of the previous packet, the number
of bytes decrypted with the cipher should be equal to the header information,
so the packet can be decrypted using the cipher with no additional operation.
If one or more packets are lost before the actual packet, the number of bytes
decrypted with the stream cipher is less than the number in the header of the
actual packet. In this case, the cipher has to decrypt a number of bytes to reach
the state when the received packet can be decrypted. In the CSM method the
cipher should decrypt so many bytes of irrelevant information that the number
of decrypted bytes is equal to the number of bytes shown in the packet header.
As the state of the stream cipher only depends on the amount of information
encrypted in the actual session, the bytes used for stepping the cipher to the
correct state can be chosen arbitrarily. Provided that no packet disorder occurs
during transmission, the cipher can be set to the correct state for each received
packet.

4.3 Example Scenario

To summarize the CSM method, the following scenario is taken.
Let us take a session of packets where the first packet is N1 bytes long, the

second is N2 bytes long, etc. Assume that the second packet is lost over the
network. Let C represent the cipher state (the number of decrypted bytes after
initialization), and let Hi stand for the header extension information in the i-th
packet.

Initially, C = 0, because no packets were decrypted so far. After decrypting the
first packet, C = N1 holds. The second packet is lost, so after receiving the third
packet, the cipher state remains the same as after decrypting the first packet.
Before decrypting the third packet, C = N1 and H3 = N1 + N2, which implies
that C < H3. Therefore, the cipher has to be synchronized before decrypting the
third packet using the CSM method, which is done by stepping the cipher with
H3 −C = N2 arbitrary bytes. After synchronization C = H3 holds, so the third
packet can be decrypted, and the cipher moves to state H3+N3 = N1+N2+N3,
which is the same as the state of the cipher if the second packet were not lost
during transmission.

5 Robustness of Packet Decryption

A self-explanatory measurement of robustness of the cipher-stepping method is
comparing the number of decodeable packets while not using any enhancement
to the number of decodeable packets using the CSM method. The comparison
is made both using theoretical approach and analysing measurements based on
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packet transmission over a wireless network. Redundancy solutions that can
further increase the robustness of the method itself are over the scope of this
article.

5.1 Theoretical Approach

Let us assume that a channel for data transmission has a packet loss probability
p for a specific time interval. Let pi denote the probability of receiving i packets
correctly. The number of correctly received packets is represented by probability
variable X . Therefore the distribution of X is

Pr(X = i) = pi (1)

where

p0 = p, p1 = (1 − p)p, p2 = (1 − p)2p, . . . , pN = (1 − p)N (2)

in the case where the cipher-stepping method is not used and N is the number
of packets encrypted in a session. The distribution of X is similar to geometri-
cal distribution. The average number of decodeable packets can be derived by
calculating the estimated value of this variable:

EX =
N∑

i=0

ipi =
N−1∑
i=0

i(1 − p)ip + N(1 − p)N =

=
1 − p

p
−

∞∑
i=N

i(1 − p)ip + N(1 − p)N =

=
1 − p

p
− N(1 − p)N − (1 − p)N+1

p
+ N(1 − p)N =

=
1 − p − (1 − p)N+1

p
.

When using the cipher-stepping method, neither lost packet causes further de-
codeability problems in other packets, so the distribution of X is reduced to
binomial distribution, as shown below:

Pr(X = k) = Pr(k correct packets received) =
= Pr(N − k packets dropped out of N) =

=
(

N

N − k

)
pN−k(1 − p)k =

(
N

k

)
(1 − p)kpN−k.

Therefore X is a binomial probability variable with parameters N , (1− p). The
average number of decodeable packets is

EX = N(1 − p). (3)
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5.2 Measurement Results

The robustness of the CSM method was also analyzed using transmission mea-
surements in real time environment. The measurement scenario was sending
packets from a wired to a wireless network node through congested channel.
The congestion was created by producing CBR background traffic with UDP
packets of 2 kilobytes each and a time lag of 2 milliseconds. The analyzed traffic
contained UDP packets of length 2 kilobytes with sequence numbering and a
time lag of 7 milliseconds. Running the tests with the configuration above re-
sulted in approximately 0.002 probability of packet loss in the analyzed stream
over a WLAN channel with 54 Mbit/s bitrate.

The measurement data was derived from identifying lost packets and calculat-
ing the number of correctly received packets using progressive encryption with
and without the CSM method. For comparison with the theoretical results, the
packet loss probability p was estimated by calculating the rate of the number of
received packets to the number of all sent packets. Calculating p for shorter peri-
ods can lead to adaptively choosing the parameters (header extension overhead
and the number of tiles in a session) of the CSM method – assuming that the
packet loss probability can be considered constant for the interval of estimation.

The results of the measurement are shown in Fig. 3, where EX1 and EX2
mean the estimated values described in Section 5.1, Sim1 and Sim2 mean the
average number of decodeable packets in the case of using and not using the
CSM method, respectively.

The difference between the theoretical and measured values is not significant
when using the CSM method, as in this case, a packet loss results in no fur-
ther undecodeable packets, so the packet loss probability and the number of lost
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packets are strictly correlated. However, when not using the CSM method, the
difference of the theoretical and practical results increase if more tiles are en-
crypted continously in a session. This effect is due the lower number of samples
from which the average number of decodeable packets is calculated when larger
sessions are taken. When calculating the number of decodeable packets after a
lost packet, all further packets were assumed to be corrupted. In certain applica-
tion circumstances, when self-synchronizing stream ciphers are used or the state
of the stream cipher can be changed adaptively to packet losses, the number of
decodeable packets can be increased, even if the CSM method is not used.

Consequently, the measurement results indicate that the CSM method can
be very effective in increasing the number of correctly decodeable packets when
using progressive encryption with large number of tiles encrypted in a session.
In this case large sessions also gain greater security of the transmitted data and
produce smaller encryption time by avoiding regular initialization of the stream
cipher.

6 Applicability for Scalable Video Streams

For scalable video streams it is an important requirement to have flexible acces-
sibility to the different layers included in the video stream. During encryption,
different encryption keys need to be used for the different layers to enable the
customization of the video stream in the network nodes without decrypting and
re-encrypting the stream. When applying progressive encryption it is desirable
to arrange the video packets into different groups by the video layer information
and encrypt the packet groups independently in different sessions.

The packets of different layers can differ in packet size, importance, quality or
confidentiality, so the length of header extension used in the CSM method can

Fig. 4. Example configuration of CSM for scalable video streams
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be arbitrarily chosen for each group, making the CSM method and progressive
encryption flexible to adapt to the needs of specific applications. Fig. 4 shows
an example of the CSM method parameters for each layer group of a scalable
video stream.

7 Conclusion

In this paper, a method was introduced which can increase robustness of pro-
gressive encryption by utilizing the property of stream ciphers that the cipher
state depends only on the amount of encrypted information. The synchroniza-
tion of the cipher can be maintained by a relatively small overhead introduced
by a header extension of the transmitted packets, making decryption resistant to
packet losses over a network. Theoretical analysis and wireless network measure-
ments confirm gain increase of the CSM method for large sessions in progressive
encryption, which additionally enhances the security of the transmitted content.
The proposed method can be easily adapted to encryption of scalable video
streams, making the method practically useful.
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Abstract. The users’ role is crucial in the development, deployment
and the success of online social networks (OSNs). Despite this fact, little
is known and even less has been published about user activities in the
operating OSNs. In this paper, we present a large scale measurement
analysis of user behaviour, in terms of time spent online, in some popular
OSNs, namely Bebo, Flixster, MySpace, and Skyrock, and characterise
user groups in OSNs. We used more than 200 PlanetLab [1] nodes for
our measurement, monitored more than 3000 users for three weeks by
downloading repeatedly their profile pages; more than 100 million pages
were processed in total. The main findings of the paper are the following.
Firstly, we create a measurement framework in order to observe user
activity. Secondly, we present cumulative usage statistics of the different
OSNs. Thirdly, we classify the monitored users into different groups and
characterise the common properties of the members. Finally, we illustrate
the wide applicability of our datasets by predicting the sign out method
of the OSN users.

1 Introduction

Online social networks change the way how humans connect, get in touch with
each other. Novel online social networks are published almost every day but
only a few of them become popular worldwide, the most of them vanish. The
success of a social network – both short-term and long-term – depends on the
behaviour of its users, in particular the users’ activity has an important effect
on the services.

The activity of the users, time spent on the OSN, is an important aspect if
the value of the social networks has to be expressed. Only the operators of the
OSNs have these informations although investors, seeding firms, and advertis-
ers would appreciate and utilize this knowledge. In addition, developers of new
social networks can build their systems with more incentives if they merge the
properties of successful OSNs.

Measurement studies of online social networks are starting to build up in the
last few years. The first group of the results deals with the topology and struc-
ture of OSNs. For example, the topological properties of several online social
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networks are examined based on real world measurements in [2], including veri-
fying the scale-free network property. Similarly, the topology of Flickr and and
its growth is covered in [3]. The second group deals different aspects of contents
and applications in OSNs. The authors of [4,5] characterise the usage of social
network based applications. User behaviour in user generated content video sys-
tems are analysed in [6], based on the popularity of the videos. Furthermore, the
structure of blog entries interaction and social connections are explored in [7],
while [8] investigated information spreading in OSNs.

These studies improve understanding the characteristics of OSNs, both struc-
turally and functionally, however the measurement of user activity, e.g. time
spent online by the users, on OSNs has received little attention from research
community so far. In this paper, we present a large scale measurement analysis
of user behaviour in some popular OSNs. We used more than 200 PlanetLab
nodes for our measurement, monitored more than 3000 users for three weeks by
downloading more than 100 million profile pages. We traced members of multiple
OSNs, in particular users of MySpace [9], Bebo [10], SkyRock [11], and Flixster
[12], to identify common properties of online social networks and identify user
groups in OSNs. We obtained our data by processing publicly accessible user
profiles with a minute as sampling time over more than three weeks, we make
our measurement data available to the research community.

The paper is structured as follows. We describe the goals and challenges of
our measurement and the methodology for downloading and processing the social
networks in Section 2. Section 3 present an in-depth statistical analysis of user
activity on OSNs. In particular, after revealing high-level statistics we classify
the users of OSNs into several groups. After identifying the properties of the
clusters, we present a method to predict the way a user sign off from the OSN, as
an illustration the wide-range applicability of our datasets. Finally, we conclude
in Section 4.

2 Measurement Methodology

This section describes the goals of our measurement by identifying the main
challenge of an Internet-scale measurement. In addition, we present what type
of data have been obtained, how have we collected and processed them.

2.1 Measurement Goals and Challenges

In this section, we describe the non-technology related aspects of our measure-
ment. Our research focus is the user activity on online social networks, therefore
datasets that contain individual, not aggregated, online status information of
OSNs’ users are required. We were not able to obtain data directly from the
operators of the OSNs, they only referred to the measurements of comScore [13]
which contains only an average, monthly usage data, neither individual nor dy-
namic user activity metrics are presented. Therefore, we iteratively downloaded
the public part of users’ profile pages, which contain online status information,
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and collected real world usage datasets to discover common usage patterns and
to highlight the differences of OSNs, instead of carrying out a survey by asking
users of OSNs about their usage habits.

The online status of users is handled differently by OSNs: some OSNs do not
display status information, some OSNs display it for authorised members (e.g.
friends, group members, or logged-in users) while the others handle it publicly if
this is allowed by the user. We selected four OSNs where the status information
is publicly available. In order to create a statistical analysis of the user activity,
the size of the sample (the monitored users) has to be selected appropriately,
furthermore the sampling time of the measurement has to be selected carefully
because of feasibility problems as the time of downloading and processing a
single user is not negligible. Accordingly, we decided to monitor around 1000
users per OSNs on a one minute basis as a trade-off of accuracy and feasibility.
The exact number of the monitored users were determined by the availability
of the computers used in the measurement. If a user spends less than a minute
online it might not be identified as an online user, however, we believe this is
only a minor limitation of our measurement.

We tried to select users to be monitored to catch the characteristic of newly
joined members of the OSNs, who spend their time on site in order to make con-
nections. However, only MySpace and SkyRock allow to list their new members,
on the other sites randomly selected users were monitored.

As several additional properties may have an effect on the activity of the users,
we extracted not only the uptime, the time spent online, of the users but - if it
is presented - the number of friends and their membership history. Other, non-
measurable factors may have an impact on users activity, including uncertainties
of human decisions, weather, or professional activities, which we do not and can
not incorporate to our measurements.

Our trace do not contain information about the correlation of activities of con-
nected members, or members of user groups, these topics should be investigated in
the future. In addition, the users of OSNs may use more than one sites to connect
with their friends; an ineresting future work can analyse and reveal the common
parts of personal behaviour across multiple OSNs. The datasets of our measure-
ment are available at http://netecon_group.tmit.bme.hu/source-codes [14]
where the user identifiers are replaced for anonymisation purposes.

2.2 Measurement Setup and Tool

We now discuss the technical aspects of our measurement, including profile page
downloading and processing, and we present our monitoring tool. We monitored
more than 3000 users, selected randomly, of four OSNs during our measurement
on a minute basis, while downloading and processing a typical profile page is
around a second. The measurement was carried out between 28 January and 20
February, 2009. Based on the theorem of statistics, the size of the monitored
users is large enough to draw conclusion, e.g. political polls are also usually use
samples of around 1000 persons. However, we note that our measurement sample

http://netecon_group.tmit.bme.hu/source-codes
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(a) Measurement setup (b) Topology of PlanetLab nodes used

Fig. 1. Overview of the measurement

might not be a representative sample as OSNs do not publish information about
the structure of their population publicly.

Accordingly, the monitoring of users can not be carried out from a single,
standalone machine because of scalability reasons. Therefore, we used 212 nodes
of PlanetLab, a cluster of more than 900 machines, to carry out the measurement.
The machines of PlanetLab executed automated, timed scripts, implemented in
Python, which fetched and processed the profile pages. As PlanetLab is a global
network, each dataset contains GMT time for consistency reasons. The setup
of our measurement along with the topology of the used PlanetLab nodes is
presented in Figure 1. Any PlanetLab node can be out of order in any time,
therefore we deployed the users to be monitored evenly between the nodes in
order to minimise the damage of an unavailable node. As a consequence, we
managed to monitor the vast majority of the selected users of the OSNs for
more than three weeks continually. To reduce the size of the datasets, data of a
user is only stored if the user is online.

3 User Activity in Online Social Networks

The members of online social networks may have different causes to use the
services of the OSNs, accordingly each user has its own behaviour. In this sec-
tion, we analyse our measurement results using statistical methods in order to
classify the users of online social networks, furthermore we reveal the common
characteristics of the members. First, we present some high-level statistics of our
dataset. After that, we reveal the cluster structure of OSNs, finally we shows
some interesting finding on how the users sign out from the sites.

3.1 High-Level Statistics

Our dataset contains user activity information on a minute basis, therefore high-
level statistics, including average uptime, downtime, and login frequency, can be
computed. Uptime, or sojourn time, describes the time period when a user is
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Fig. 2. Average daily usage time of the monitored users during our measurement

logged into an online social network, i.e. the time the user spent using the services
of the OSN. Similarly, we use the term downtime for the time duration between
two active sessions of a single user, while on login frequency we mean the number
of logins of a single user during the measurement period.

The average daily usage time of the monitored users are shown in Figure 2.
The users of MySpace have spent the most time on site while the members of
SkyRock used their site the least. It is interesting, that data of Flixster has
the highest variance. We note, that the measured average usage time depends
on the way how the users leave the OSNs, Bebo has 30 minutes server time
out, MySpace operates with 20-minute long sessions, while SkyRock handles a
user offline after 7 minutes. However, these average sojourn times indicates that
the monitored OSNs has different structure and services implying diverse user
behaviours.

Detailed high-level statistics are presented in Table 1, including uptime, down-
time, and the frequency of the usage. The users of MySpace have spent 11.58
minutes on site after a login in average, much less than Flixster or Bebo users.
However, the duration between two log-ins is the smallest at MySpace, in aver-
age the users are only 10 hours offline then they check their OSN. Accordingly,
as the number of weekly sign-ins shows, the monitored population of MySpace
was the most active while the activity of SkyRock users was moderate. The dif-
ferent usage patterns may represent the fascination of the social networks, in
terms of popular services, number of friends, because a user spends more time
on a more interesting site. The implication of these findings is that it is worthy
to use similar services like MySpace has on a new OSN to have more active users,
as active users produce revenue for the operator of the OSN.

3.2 Identifying User Groups in Online Social Networks

In the followings, we focus on the user population of MySpace and Bebo as we
characterise the different groups of the OSNs, because we were able to monitor
more users in these systems due to the availability of PlanetLab nodes during



64 L. Gyarmati and T.A. Trinh

Table 1. High-level statistics of our online social network datasets

Bebo Flixster MySpace SkyRock

Number of monitored users 954 451 942 422
Average daily usage time (minutes) 27.269 17.264 33.840 2.2963
Standard deviation of daily usage 53.437 100.094 56.3072 11.654

Average uptime (minutes) 28.15 18.20 11.58 9.17
Standard deviation of uptime 27.389 44.058 15.441 13.051

Average downtime (days) 1.011 1.044 0.334 3.985
Standard deviation of downtime 2.888 3.308 1.458 6.441
Average weakly number of logins 6.385 6.2253 20.043 1.341

Standard deviation of weakly logins 17.725 28.746 33.550 5.296

Table 2. Properties of centroids of the different clusters of MySpace

Cluster
1 2 3 4 5 6 7 8

Uptime (mean) 8.9721 34.7775 26.4393 17.1775 10.6759 8.7699 9.8596 5.7890
Uptime (stddev) 11.121 33.642 21.248 12.003 14.864 8.988 11.172 6.388
Uptime (median) 4.556 25.794 21.016 16.922 10.056 8.041 5.681 3.258

Uptime (sum) 2861.29 1927.47 1495.63 356.46 22.89 39.79 1018.36 153.98
Downtime (mean) 76.967 662.95 602.470 1511.56 11405.0 5519.93 247.83 1200.88

Downtime (std. dev.) 230.93 1438.79 1023.66 2056.54 8405.65 6277.05 578.51 2067.38
Downtime (median) 2.922 231.056 225.727 789.009 11714.8 3512.61 21.474 339.447

Logins 327.64 73.24 57.79 20.18 2.14 4.73 108.16 28.33
Friends 101.62 450.18 32.28 14.83 11.36 10.88 25.63 17.69

Number of users in cluster 45 17 97 160 36 86 152 227

our measurement. However, the members of Flixster and SkyRock can be also
classified into several groups based on their behaviour.

The users of MySpace can be classified into eight groups based on their be-
haviour, we used the TwoStep clustering algorithm of the SPSS statistical soft-
ware in our analysis. Each monitored user has its personal behaviour descriptors,
like uptime, downtime, number of logins, for the duration of our measurement.
Based on the datasets we calculate the users’ individual statistics, including
mean, standard deviation, median, sum, afterwards we compute the average
properties which describe the user behaviour in the clusters. The detailed statis-
tics are shown in Table 2, these values describe the centroids of the groups. The
most diverse values of the properties are shown with italic characters.

In order to understand better the typical properties of the clusters, we visual-
ize the relation between the average downtime and the uptime of the users along
with the membership information in Figure 3. Figure 3(a) shows all the users
while the more active user groups, in terms of shorter downtimes, are presented
in Figure 3(b). Cluster 5 consists of users who are visiting their OSN very rarely,
while members of Cluster 6 use MySpace a bit more frequently. Based on the
average uptime, Cluster 2 consists of users who are online both for long periods
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(a) All users (b) Users with more frequent usage

Fig. 3. Members of different groups based on their average uptime and downtime
periods [MySpace]

Fig. 4. Clustering users of Bebo

and frequently. In Figure 3(b), the characteristics of the remaining five groups
are shown. Based on the time spent on site Cluster 3, 4, and 8 can be separated
where the former is the group of most actives while the later’s users are least
“OSN dependent”. The final two clusters (1 and 7) are separated based on their
login frequencies, the users of Cluster 1 have the shortest downtime periods.

In Figure 5, five clusters out of eight are presented along with their best fitting
cubic functions. Cluster 5 and 6 are distinguished based on the number of logins.
These users check their pages around once a week, but if they are online they
spend varying amount of time on the OSN. The deviation of uptime periods
is an important factor dealing with user groups. Users with smaller deviation
have used MySpace for shorter periods than users with larger deviation. These
clusters have different user behaviour, therefore the members have to be treated
distinctly to maximise the users’ satisfaction.
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Fig. 5. Standard deviation of uptime periods based on the number of total logins

We use the same clustering algorithm to reveal user groups of Bebo. The sum
of time spent online and the number of logins are presented in Figure 4 for Bebo
users on two scales. Cluster 3 represents the heavy-users of Bebo, meaning they
spend much more time online and/or they sign in to Bebo more frequently. These
members are important for both the OSN operating company and for rival OSNs
as well. On the one hand, the operator of the OSN have to pay special attention
for the heavy users as these users love the services of the OSN, therefore they
may persuade their friends to use that OSN. On the other hand, a rival OSN
is interested in tempting these users to join their OSN, e.g. by sending special
offers to the profile pages of the heavy users. These opposite interests have the
same foundation as each OSN wants to earn more money by having more active
users online. The members of Cluster 4 spend more time online than the users
of Cluster 2, who rather check back more frequent. The last group is formed by
users with little interest in Bebo services.

3.3 Sign Out Methods

The focus of our measurement method is the characterisation of user groups at
different online social networks based on user activity. However, we are able to
predict the way how the users left the OSN site purely based on our observa-
tions. As mentioned earlier, we have determined the length of the OSNs’ time
out session, i.e. the time after the site considers a user as being disconnected
from the OSN. A user can left the OSN two different ways, sign out properly by
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Fig. 6. Sign out methods

clicking the appropriate button or simply closing its Internet browser. In the
later case, the session remains active until the time out, therefore it can cause
security concerns.

MySpace notices immediately if a user signs out, however it has a 20-minute
long session period. The implication of this property is strait forward, if the
median of a user’s uptimes is 20 minutes, than it is likely, that the user usually
just closes its browser, instead of signing out properly. In this case, a short, less
than a minute long online period is monitored as a 20-minute long uptime usage,
because the user is treated as offline only after the server session times out. The
median of the users’ uptime as a function of the average uptime period is shown
in Figure 6. We use median instead of mode because the uptime can have many
values, therefore a value can be the mode of the sample even with only few
occurrences. In this case, the median predicts better the users’ behaviour. The
users who close their browsers are illustrated, based on this method we argue
that more than 25 percent of the users do not use the sign out button. We
get almost the same ratio if we classify the users based on their modes. As a
verification we look the most frequent uptimes in the dataset, the 20-minute
activity is the second most frequent period (13.6%), just after the 1-minute long
usage (20.7%).

4 Conclusions

In this paper, we have presented a detailed and in-depth analysis of user activity
on some popular online social networks based on real world measurements. The
characteristics of the activity of users on Bebo, Flixster, MySpace, and SkyRock
have been analysed. We have identified several groups of OSN users, the charac-
teristics of the clusters have been reviewed. Moreover, we observed that, similar
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to peer-to-peer systems, there exists a group of users in the OSNs, the heavy
users, who use the sites really often for long periods. Our findings about differ-
ent user groups with different user behaviours can be useful for OSN operators,
who are willing to enhance their profit by keeping their heavy users, and also for
developers of new OSNs, who can design their services incorporating solutions
of popular OSNs to have lot of active users. Despite we have used only publicly
accessible information in our measurement, we were able the extract personal
online status information, which can be sensitive in some cases. We hope, that
our work can initiate a discussion about privacy issues in OSNs, including the
accessibility of online status information. Regarding future work, we plan to
substantiate our measurement on more users and systems.
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Abstract. Wireless networks have become so widespread, it is benefi-
cial to determine the ability of cellular networks for localization. This
property enables the development of location-based services, providing
useful information. These services can be improved by route prediction
under the condition of using simple algorithms, because of the limited
capabilities of mobile stations. This study gives alternative solutions for
this problem of route prediction based on a specific graph model. Our
models provide the opportunity to reach our destinations with less effort.

Keywords: mobility modeling, route prediction, Markov model, pattern
matching model, radio frequency identification (RFID), location-based
services (LBS).

1 Introduction

In our rushing world the modern man demands communication and information
channels, that is why they enjoy the benefits of using mobile phones and location
systems. The opportunity to use the location-based services (LBS), which are
information services accessible with mobile devices through the PLMN (public
land mobile network) and utilizing the ability to make use of the location of the
mobile device, is given by these equipments. It does not depend on the device
used. These services are based on localisation, they use GPS coordinates or
information of GSM cells. It is very useful to know where the nearest preferred
restaurant or petrol station is, but it can be even more useful to know which
one we can reach with the least effort. It means that the system offers us the
place which will be the closest to our route in the following few minutes. It is
significant in these applications that the algorithm is simple because the mobile
devices have small capacity of memory, storage and computing. Our aim is to give
such solutions that are very simple and easy to implement, to predict mobility.

Related Works

There were many research projects about route prediction in GSM and ATM
systems in the past and nowadays there are some researches dealing with the
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latest technologies like satellite-based localisation networks. Their main aim is
to manage the handovers and to reduce the delays caused by them in wireless
networks. In the world of prediction there are two main approaches:

– the first is based on predicting the prospective movement of the mobile
stations by using their previous motions (for example position, velocity)[1][2]
and solving the problem of handovers by appropriate resource allocation[3]

– the supporters of the second theory believe in the methods, based on cos-
tumers’ conventional behaviour patterns[4][5]. This theory was brought to
the front by the Global Positioning System, and most of the applications are
about prediction of vehicles’ motion.

Chan et al.[2] worked out alternative methods. The first is based on the actual
position to predict the next step, reminding us of the first-order Markov Model.
The second algorithm is based on actual and former positions, the direction is
determined by these data. We work on the generalization of this algorithm. In
the third method the routes are segmented and the second algorithm is used on
these segments.

Liu et al.[3] explored wireless ATM networks, where they use pattern matching
algorithm to predict the next ATM cell during the route. For this reason the
examination of cells’ rows, measurements of signal strengths and intuitions of
the cells’ shape is used.

In the early 2000s the development of the mobile phone networks reached
the level, when the challenges of networks’ management became more complex
than prediction of mobile stations’ motion. As the result of their evolution the
networks became as efficient as the customers and the providers required. The
turning-point was that the complex, hypothetical algorithms were surpassed by
the simple, algorithms exploitable in practice.

The next technical wave took place with the spreading of the positioning,
mainly with the widespread availability of GPS equipments. These technical
solutions require more precise prediction ability on one hand, but on the other
hand they supplied more usable, precise data. In this area the most promising
results were published in the [6][7]. The accuracy of these models were about
70%, but it is necessary to notice that the properties of the environment are
inputs for the models. Our aim to define general prediction models, which can
be implemented and used easily everywhere, so we require our models to be
independent from the platform.

In the literature of the topic generally working prediction models applicable
to any environment were not found. We aim to construct universally applicable
models, which can collaborate with any tracking system.

2 Mobility Modelling

Our study would like to give such a general solution to predict mobility of mobile
equipments and their owners that is simple and easy to implement. In our real-
ization the basis of each single method is a graph-model, which can be generated
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Fig. 1. A given route and its graph representative

by converting the tracking data into graphs. This means that the single directed
graph representative of the tracking data is examined, that can be generated
from the data according to the required accuracy. The simplest graph creation
method is to divide the area into provinces. Let us map the provinces onto the
vertices of the graph. We may draw the aij directed edge of the graph by exam-
ining the fixed routes. If we find a route from province i to province j, we draw
a directed edge from the point pi, to the point pj . You can see such a directed
graph representative in Fig. 1.

The methods described below give alternative solutions to predicting routes
in such graph model.

3 Mobility Prediction Models

As we have already mentioned, our aim is to define and to analyse such general
prediction methods, which can be applied in a wide range, and they can operate
in cooperation with the infrastructure of any tracking systems. Probably they
are not the most efficient ones in a special environment, but with small-scale
transformations they work with any kind of systems. Our elaborated models are
classified into 3 groups, such as Simple statistical model, Markov models and
Pattern matching models.

Conventional Notations

Nominate with pi · pj that case, when in a given route at time t our position is
the vertex pi, at time t + 1 the vertex pj will be our position. In the following
cases we nominate with pi → pj those incidences where at a given t1 time the
position is vertex pi, then at a given t2 > t1 time the position will be vertex pj .
The models predict the next vertex based on the available information, nominate
it with X .

The prediction is based on a well-known indicator confidentiality level. We
count it with the following formula:

C(X) =
the number of routes crossing series of vertices PX

the number of routes crossing series of vertices Pi
(1)
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The models can give a probability on a confidentiality level, what the next station
of the movement will be.

3.1 Simple Statistical Model

One of the tasks attributed to the data mining is the mining of the frequent
element sets. The simple statistical model tries to use this to predict routes. The
model is very simple, the accuracy of the prediction will be prospectively small.
|pi, pk| nominate the number of the set of routes, contains pi and pk too. At a
given vertex pi the model predict X = pk vertex for the next station of the route
which satisfy in all cases the following inequatity:

|pi, pk| > |pi, pj | ∀j �= k, j = 1, 2, 3, . . . (2)

3.2 Markov Models

Markov models are originated with Markov chains. We assume that the sys-
tem and its graph representative are given. In this case the directed graph -
if there are enough given vertices and edges - behaves similar to the Markov
chains. Let us map the vertices of the graph to states of the Markov chain,
let us build a matrix from its edges, which can be considered the matrix of
transition probabilities. These models are originated with the Markov chain.
We may map them to the terminology of the graph model, so Markov mod-
els predict the vertex X = pi+1 which has the highest confidentiality level in
series (pi−z · . . . · pi−2 · pi−1 · pi) · pi+1, where the expression in parentheses is
known and z = 0; 1; 2; . . .. In mathematical phrases: the model predicts that ver-
tex X = pi+1, with the highest corresponding C(pi+1) value. Markov models are
not capable of prediction in any situation, when there is vertex, which is not
a head of any directed edges or when there are no z − 1 former vertices of the
walk. In practice we implemented and tested the First-, the Second- and the
Third-order Markov Models. The depth of the Markov models can be increased,
but the demand of memory and storage monotonously rises. By analyzing the
former models the following question was formulated in our minds: what kind
of results can we get with easing the rigorousness of direct succession or can
it help to improve the accuracy of the former models. The pattern matching
models were formulated as the result of this intuition. We hope that this will
be compensated in increased accuracy and efficiency compared with our former
models.

3.3 Pattern Matching Models

Pattern matching models are special cases of frequent sequence mining belonging
to the category of frequent sample mining. Frequent sequence mining means that
we would like to define part series, which are often appearing in given series. The
often expression indicates that in the case of the original task we only deal with
the series if the number of the existing series among the routes is higher than
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a certain threshold. Unfortunately this algorithm is exponential, the frequent
sequence mining demands much time and resources in large datasets. In the
case of models drawn up by us, task is not entirely this. On one hand we do
not demand a minimal incidence threshold from the series, on the other hand
we examine only a certain long incidence of series. We expect longer running
time and bigger memory claim from these algorithms, than we have experienced
in Markov models. We implemented and tested four Pattern Matching Models.
With the Pattern Matching Model No. 1 we ease the constraints of the First-
order Markov model, instead of (pi) · pi+1, we examine (pi) → pk. The Pattern
Matching Model No. 2 eases the constraints of the Second-order Markov model,
instead of (pi−1 · pi) · pi+1, it examines (pk → pi) · pi+1. We ease the constraints
of the Third-order Markov model with Pattern Matching Model No. 1, instead
of (pi−2 · pi−1 · pi) · pi+1, we examine (pk → pi−1 · pi) · pi+1. Pattern Matching
Model No. 4 is interpreted as the extension of the Pattern Matching Model No.
3 with another former vertex, it means we examine (pk2 → pk1 → pi−1 · pi) · pi+1.
The base of the prediction is the highest corresponding C(pi+1) value.

We can count on the fact that the running time and the memory claim of the
pattern matching models will be bigger than the demand of the Markov models.
We hope that this will be compensated in increased accuracy and efficiency
compared with our former models.

4 Simulation

4.1 Concrete Simulation Environment and Simulation Dataset

We simulate the tracking in a shopping area like one equipped with RFID (Radio
Frequency IDentification) readers and tags. It means we simulate the motion of
the customers, and we store their routes in datasets. The datasets contain the
identifier of the tag, the identifier of the reader and the time when the action
has happened. The simulated model is two-dimensional. The readers are ideal
readers, the characteristic of the readers are circles with 10

√
2-radius. The mea-

surements of the simulated area are 90× 50, in which 45 readers watch the mo-
tions. The readers are placed in a grid, from the (5;5) to the (85;45) coordinates
by 10 units. The customers move in discreet grid in the area simultaneously, one
step is one unit.

A public tracking dataset of location-based services was not accessible, there-
fore a simulation dataset was used to demonstrate the effectiveness of our solu-
tions. Our datasource simulates a customer of a hypermarket, where the topology
of shelves, the products and their locations, the product sets bought by the cos-
tumers are based on real life. The sufficient quality of the simulated dataset
is guaranteed by the complex artificial behaviour of the customer agent, which
contains the following aspects:

– The customers enter the hypermarket with an explicit aim represented by a
set of products, but they can buy items impulsively as well.
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– When a custromer enters the hypermarket, it has rough map of the topology
of the hypermarket and the positions of products, and during its movements
this map is improved by new data.

– The agent has a searching strategy to find products with unknown locations,
but it has a probability model to give up the searching as well.

The simulation method has an additional RFID tracking layer as well, RFID
readers with overlapping effective range track the costumers shopping basket,
which contains RFID tags, therefore the precise location of the agents can not
be calculated by processing of the dataset of RFID readers. Our input was this
simulated tracking dataset to analyse our proposed algorithms.

Divide the area into provinces according to areas seen by n = 1, 2, 3, . . . read-
ers. In this manner the area is separeted to 121 pieces, that means we get a
121-vertex graph. The determination of the edges’ number is more complicated
task, but it is possible if we know the characteristic of the training set. In this
situation the number of edges is 888. The complexity of the graph is evident,
nevertheless we try to predict route in the graph.

During generating the simulated data we make the first filtration. We stored
the stations of the routes infrequently, only when it changes province, so in the
graph terminoligy when it goes across an edge or it steps to another vertex of the
graph. We characterize this vertex with the identifiers of the readers seeing it.
Since temporal examinations are not made, - this is the reason, why the graph
representative can be used - the data is cleaned from the time moments and
only the series of the provinces’ identifiers are left in the stored data. From this
information the routes are unambiguous definable.

After this procedure we get a tracking dataset with 14 200 routes, on which
the prediction analysis of the models are done. This dataset is divided in two
parts: a training set with 12 000 and a validation set with 2 200 routes. The
average length of routes is 126.4 in the training set. We can consider this dataset
as big enough to treat the measured accuracy as general.

If the graph is examined an interesting fact can be discovered. The outdegree
of the vertices has big variation. It is thanked that, the simulated customers
can go in a discrete grid, so they can step into such provinces, which is not
neighbouring. The Fig. 2 shows the distribution of the vertices’ outdegree. On
the horizontal axis of the diagram we represent the outdegree of the vertices,
and we depicted the percentile distribution of the vertices on the vertical axis.

4.2 Results

Table 1 shows the training time, the validation time, the next vertex’s prediction
time and the accuracy in percent of the single models. It is visible that the
training time of the models are a bit long, but it is offline running time, so it can
be accepted, they are needed to run rarely. Intuitive requirement is taken, that
the real-time application gives result in 1 second. Our models have to satisfy
this statement.
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Fig. 2. The distribution of the vertices as the function of their outdegree

Table 1. Comparion of the prediction models

Training Validation Prediction
Model Time Time Time Accuracy

Simple statistical model 24min 52s 0.18ms 32.4%

First-order Markov model 27min 51s 0.18ms 49.7%

Second-order Markov model 3.8h 50s 0.18ms 64.7%

Third-order Markov model 5.3h 48s 0.17ms 69.2%

Pattern matching model No. 1 8min 46s 0.16ms 6.1%

Pattern matching model No. 2 6.3h 12min 2.53ms 51.6%

Pattern matching model No. 3 12.9h 13min 2.74ms 65.2%

Pattern matching model No. 4 17.8h 12min 2.51ms 51.9%

The simulations’s results of the Markov models are seen in the Fig. 3(b)-3(d).
It is observable that the distribution of the models are almost the same, the
diagrams are similar to each other, there are at the same place under and above
the average. The variation of the distributions are almost the same, there are
deviations only between the average values by the difference in elevations. The
results meet our expectations, because there origin is the same first-order Markov
Model. The accuracies of the models are 50, 65 and 69%. It is noticeable that
completed with newer former vertices the accuracy is rising, but the degree of the
improvement is falling. It means the marginal utility of a newer vertex is falling.
The improvement of plus one vertex is not rewarding, because the demand of
the memory and the storage is rising more.

The accuracy distributions of the pattern matching models (Fig. 3(f)-3(h)) -
except for the Pattern matching model No. 1 - are very similar to each other, the
variations of them are almost the same, the difference is only the average value.
We can parallel them to the Markov models, the distribution of the accuracy
is similar. It was expectable, because the origin of the models is the first-order
Markov model. It is seen that the unstretching of the rigorousness of the direct
following make the model less accurate, but on the other hand the added former
vertex can improve the efficiency of the models. Nevertheless the training time
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(a) Simple statistical model (b) First-order Markov model

(c) Second-order Markov model (d) Third-order Markov model

(e) Pattern matching model No. 1 (f) Pattern matching model No. 2

(g) Pattern matching model No. 3 (h) Pattern matching model No. 4

Fig. 3. The accuracy of the models as a function of the outdegree of the vertices

increases, and it is not worth this increase, because nearly the same accuracy
can be reached with simpler models.

Analysing the Pattern matching model No. 1 (Fig. 3(e)) is very interesting,
because it is very different from the others. We expect more efficiency from this
model based on the success of the simple statistical model, because in that case
we add the vertices, which were visited in the past. We can get the conclusion
from that the examined area is closed. There are some outgoing vertices, and
the customers leave the shopping area once. The pattern matching model No. 1
predict these vertices all the time. This method can predict right vertex, only if
the customer is at the last but one station of his route.
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By analysing the figures above we can notice another interesting fact, the
accuracy of the prediction depends on the outdegree of the vertices only in small
range, meaning it does not depend on the number of the potential next vertices.
We can deduce that there are some typical routes in the shopping area, and there
are only some individuals, who deviate from this. These individuals increase the
outdegree of the vertices, but they can not affect the typical routes. In a future
improvement of the model, we only add an edge to the graph, if there are more
routes, across it, than a given threshold.

5 Conclusion

The success of the location-based services can be improved with mobility pre-
diction. We gave an alternative solution for this. We defined 4 types of models,
which are based on the representative graph, that can be built up by the area se-
parated into provinces. Despite of the intuition that the simple statistical model
can not be used to predict the next station of the routes, it can successfully
predict that in 30% of the cases. The Markov models are originated with the
Markov chains. The models use only the current and some direct former ver-
tices for prediction. If we use these models we can reach about 70% accuracy.
Many models were published in which the accuracy is about 60%, still they are
used. The pattern matching models are to improve the efficiency of the Markov
models. This approach can help a bit, but the offline running time increase more.

The actual published models can be improved, because the accuracy can be
increased by training at specific environment. The effects the environment can
be trained by the models, and it makes them more useable in the marketing
world, or to in finding acquaintances in the users’ neighbourhood.
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Abstract. This work introduces and proposes the concept of context
aware programmable trackers for the next generation Internet. The pro-
posed solution gives ground for the development of advanced applications
based on the P2P paradigm and will foster collaborative efforts among
several network entities (e.g. P2P applications and ISPs). The proposed
concept of context aware programmable trackers allows that several peer
selection strategies might be supported by a P2P tracker entity able to
improve the peer selection decisions according with pre-defined objectives
and external inputs provided by specific services. The flexible, adaptive
and enhanced peer selection semantics that might be achieved by the
proposed solution will contribute for devising novel P2P based services
and business models for the future Internet.

1 Introduction

The massive use of P2P applications in the Internet is changing the traffic profile
and is introducing additional problems to Internet Service Providers (ISPs).
In fact, Internet usage patterns have greatly evolved in the last years mainly
due to the usage of P2P overlay networks [1], where peers form self-organized
network infrastructures. ISPs are now facing serious problems such as high traffic
variability and distortion and excessive and unpredictable loads in critical links.
Moreover, P2P applications often generate unnecessary inter-domain traffic also
making difficult the use of traditional traffic engineering techniques for network
optimization [7][8]. All this leads to possible disruptions in ISPs economics and
foster serious coexistence problems with new Internet applications [9]. In such
context, several solutions have been adopted by ISPs in order to improve network
performance such as the adoption of caching devices [11] to reduce bandwidth
consumption and several mechanisms to detect and control P2P traffic [12].

Internet applications following the P2P paradigm adopt a wide range of selfish
strategies to improve their performance irrespectively of the side effects induced
at the network level. In this context, there is a wide variety of P2P solutions
[1] having distinct behaviors, objectives, adaptation strategies, routing decisions
and peering solutions [13][14]. Among many distinct P2P protocols, BitTorrent
[2][4] is a good example of one of the most popular solutions [5] and is now
responsible for more than one third of the Internet Traffic [6]. ISPs should take
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into account the possibility that in the Future Internet applications such as P2P-
based ones (e.g. BitTorrent like solutions) be mainstream and common users
use them to access a wide range of services. Furthermore, P2P paradigm has
several advantages for fast distribution of large content when compared with the
traditional client-server model also opening new opportunities in areas as content
distribution, distributed file systems, games, virtual reality, software updates,
etc. As consequence, ISPs should rethink how P2P traffic will be handled in the
future due to the fact that ISPs offering a poor service for P2P traffic might
have to face user dissatisfaction and possible economic penalties.

In this perspective, future internet applications should no longer continuously
assume selfish behaviors, as ISPs will be forced to use more restrictive solutions
to control (or even deny) such traffic. This leads us to the need of devising flexible
solutions guiding P2P-based applications in order to: (i) foster the development
of collaborative optimization models able to simultaneously improve both ap-
plications and ISPs performances; (ii) improve the differentiation capabilities of
P2P services in order to support off-line agreements between service providers
and network providers involving some type of preferential treatment for spe-
cific peers and (iii) improve (or degrade) the quality of specific peers according
with their conforming or non-conforming behaviors. This proposal assumes a
BitTorrent-like P2P approach and focuses on a specific component, the context
aware tracker, able to achieve all the previous mentioned objectives.

The paper is organized as follows: Section 2 presents the rationale underpin-
ning the concept of context aware programmable trackers also providing exam-
ples of distinct selection mechanisms; Section 3 illustrates a set of experiments
and corresponding results; finally, Section 4 summarizes the presented work.

2 Context Aware Programmable Trackers

This section introduces the concept of context aware trackers and presents some
peer selection configurations which results will be verified in Section 3.

2.1 Supporting Rationale

In order to illustrate the concept of context aware trackers lets assume the spe-
cific case of BitTorrent-like applications. Here, new peers wishing to join a spe-
cific swarm contact a tracker providing the clients with a random sample of
peers. This sample is used by the peers for establishing new P2P connections
with other peers in order to download a given resource1. In this context, the
concept of context aware programmable trackers is presented by the framework
of Figure 1. The several modules integrating the Programmable P2P Tracker
internal architecture are now described in detail:

- Peer Selection Module: This module holds the current peer selection strategy
that is being used by the context aware tracker for peer selection purposes.

1 Additional details of the BitTorrent protocol can be found in [1,2,3].
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Fig. 1. Illustrative architecture for the use of Context aware Programmable Trackers

- Alternative Peer Selection Strategies Module: A repository with alternative se-
lection mechanisms to be used by the tracker. These mechanisms might be pro-
grammed, uploaded and activated using appropriate configuration commands.
- Tracker Configuration Module: The interface for all the allowed programming
and configuration procedures. This module receives commands responsible for
tasks such as: selecting the active selection strategy; uploading alternative se-
lection strategies; defining which external entities should be contacted by the
tracker to gather additional information; etc. The configuration procedures may
be manual or follow an automatic approach. Moreover, tracker configurations
may be static or dynamic, with the later allowing the change of the peer selec-
tion strategy during the swarm lifetime.
- Interface with External Entities: This module is responsible for controlling all
interactions with the external information sources consulted by the tracker.

- Auxiliar Database: This module stores several auxiliary data characterizing
active peers in a given swarm. In this way, this module is responsible for storing
a large part of the information required by the tracker to support peer selection
procedures. This module is also responsible to temporarily hold data retrieved
from external sources before new interactions occur.

Figure 1 presents some examples of external information sources that may be
used in the context of the proposed solution, e.g.: network level services able to
provide privileged information regarding network state data; Provider Portals
(e.g. as defined in [10]); information related with established agreements with
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other providers; traffic engineering information, among other possibilities. All this
information might be useful to support the tracker peer selection decisions.

2.2 Illustrative Configuration Examples

This section describes three illustrative peer selection strategies that were pro-
grammed in the context aware tracker. The first example describes a possible
collaborative mechanism between the P2P and ISP network levels. The second
and third examples describe tracker configurations able to differentiate the qual-
ity of the service provided to distinct peers of a specific P2P swarm.

Collaborative Optimization - This first example assumes a collaborative con-
text between the application and the ISP levels. This particular selection mech-
anism is mainly devised for traffic engineering purposes, with the P2P tracker
trying to reduce the inter-domain traffic generated by a given swarm. In this
selection mechanism the tracker was programmed to gather information about
the location of current peers in a specific swarm along with the location of newly
arrived peers requesting the tracker services. Such information may be provided
by network level entities cooperating with the P2P level. When receiving a re-
quest from a new peer, the tracker was programmed to return a random sample
of peers in the swarm taking into account two distinct phases. First, if the swarm
is in an initial state (or with a limited number of peers) then the default behav-
ior is assumed, i.e. the return of a random sample of the existing peers to the
newly arrived peer. The current number of peers in the swarm (or other P2P
level information) might be used to assess the state of the swarm. Otherwise, if
the swarm is not considered to be in an initial state then the returned sample
will be mainly composed by peers belonging to the same networking domain
of the requesting peer. This strategy intends to drastically reduce the intrer-
domain traffic generated by P2P applications without noticeable degradation of
the service quality. The first phase of this mechanism allows that diverse peer-
ing relations occur independently of peers locations. From that point on, newly
arrived peers will mainly use local peers to download the network resource.

Service Differentiation i) Penalizing Peers in a Swarm - This exam-
ple illustrates a peer selection mode that might be used as a pure penalizing
mechanism able to punish non-conforming peers with some pre-defined P2P ap-
plication level rules or, due to specific agreements with ISPs, punish peers which
behavior is degrading the overall performance of the system. However, other sce-
narios may also benefit from these differentiation capabilities, such as: the need
of controlling the traffic generated by a set of peers; protecting specific paths of
the network from excessive P2P traffic to avoid the congestion of critical links;
the need of forcing P2P connections only among a specific set of peers, among
many others. This illustrative selection mechanism resorts to a tracker which is
programmed in order to restrict the number of peers returned to specific clients2.
This simple differentiation technique is expected to originate distinct levels of

2 More details of this illustrative peer selection mechanism are provided in Section 3.
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service quality as now low priority peers will have a reduced opportunity of
discovering and connecting to other peers in the swarm. As consequence, and
comparatively with peer samples having a higher dimension, such swarm ele-
ments are expected to experience lower quality service levels. Moreover, in order
to prevent service starvation, these strict peer restrictions affecting low priority
peers might be gradually relieved by the tracker during the swarm lifetime.

Service Differentiation ii) Benefiting Peers in a Swarm - A tracker
operating under this programming mode is able to provide incentives to specific
peers in a given swarm. In this case, such incentives are provided through a
careful selection of the peers included in the samples returned by the tracker. To
exemplify a selection mechanism of this type Section 3 will show the results of
a tracker selection mechanism that benefits a set of peers in a given swarm by
providing them privileged information regarding high upload capacity seeds that
are hidden from other nodes. As consequence, such set of peers will form a kind of
high priority sub-swarm that is expected to receive a better overall service from
the P2P application level. This incentive based selection mechanism can be used
simply to benefit specific peers in the network or with other side-effects in mind
such as: divert traffic from specific links or paths of the infra-structure; avoid
the generation of inter-domain traffic by providing high quality local peers in the
samples; to allow the creation of enhanced sub-swarms where a restricted set of
peers has access to high upload capacity seeds, among many others possibilities.

3 Experiments and Results

The ns-2 [17] simulator was used to develop and test the proposed architecture
presented in Section 2, following a packet-level simulation approach. Although
P2P packet-level simulations are more complex and require more computational
power than flow-level approaches [15], they present more accurate results also
taking into account specific cross-layer interactions which are crucial in the con-
text of this research work. A simulation patch implementing a BitTorrent-like
protocol was used for the development of the proposed solution [16]. This patch
was extended in order to allow the definition of distinct peer selection techniques
to be adopted by the tracker. The tracker internal structure was also modified
according with the architecture proposed by Figure 1. Additional state informa-
tion storage for peer selection decisions and tracker communication interfaces
were also developed allowing the interactions with external entities. Several de-
bugging and log functionalities were also integrated in the tracker.

3.1 Simulation Scenarios

Figure 2 illustrates one of the network topologies used to present some illustrative
results of the proposed context aware programmable tracker concept. At the top
level the network is divided in three distinct areas interconnected by inter-area
links. Each area is then composed by a second level of links which configurations
allow the definition of each area internal structure. In Figure 2 the concept of an
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area may have two distinct interpretations. For instance, when testing selection
mechanisms having the objective of reducing the inter-domain traffic an area
will be assumed in fact as a networking domain. So, links D1 → D2, D1 → D3
and D2 → D3 will be viewed as interconnections between distinct networking do-
mains. Otherwise, for simulations disregarding domain related issues,
the three areas will be interpreted as integrating an unique domain. In such
cases, intra and inter area links will be viewed in fact as internal links of a
domain, and their distinct capacities and propagation delays will be used to in-
crease the heterogeneity of the domain topology. Most of the parameters control-
ling the BitTorrent-like protocol may be configured, including parameters such as
the number of seeds and leechers per domain and their arrival processes, tracker
related configurations, the use (or not) of superseeding, chunk size, file size, sev-
eral timers and intervals guiding the P2P protocol, among many others. The
proposed context aware P2P tracker was tested resorting to a high number of
simulation experiments and each one of the individual scenarios was tested sev-
eral times using distinct seeds controlling parameters such as links propagation
delays, leechers arrival times to the swarm, peers distribution patterns, etc.

Due to space constraints only a set of illustrative results obtained from a
specific configuration will be presented. In the selected examples most of the
results were taken from a simulation scenario assuming nearly 100 leechers per
area, resulting in a total number of 300 peers. The file size is 50 MB and the
chunk size 256 KB. The maximum number of peer addresses requested from the
tracker is 25, however depending on the selected mechanism the tracker may
manipulate this value for specific peers. Most of the selected results assume the
worst case scenario for file dissemination, i.e. initially only one seed and a number
of leechers in the network (i.e. the flash crowd effect)3. Whenever possible super-
seeding mode was used in the simulations. At the network level the peers have,
on average, an upload capacity of 1 Mbps and a download capacity which is
considered to be eight timer higher than this value (i.e to simulate asymmetric
access links, such as ADSL for home users). In order to improve the heterogeneity
of each area, the propagation delays of the access links were randomly generated
in the interval of 1-50 ms. The inter-area links were considered to be able to
support a share of 10 Mbps for P2P traffic and their propagations delays are
3 To assure fairness among all peers some scenarios also assume one seed per area.
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Fig. 3. Collaborative optimization: download times and inter-domain traffic (1 seed)

at least two times higher than the maximum value considered for intra-area
links. The peers performance is measured taking into account the download
time needed for a complete file transfer. To simplify results visualization each
peer is assigned with a peerid identification, in this case in the interval [1, 300].

3.2 Simulation Results

This section presents simulation results of the tracker configured with illustrative
selection mechanisms explained and discussed in Section 2.

Collaborative Optimization - As explained, in this example the tracker was
programmed to behave in a collaborative perspective, receiving peer location
information from the network level with the objective of reducing the interdo-
main traffic generated by the P2P level. Figure 3 shows comparative results
of the tracker configured in the default selection mode and when programmed
with the location aware peer selection mechanism, in this case only one ini-
tial seed is considered to exist in network area one. As observed, when the
tracker is programmed to perform a location aware peer selection strategy the
inter-domain traffic generated is at least ten times lower than the observed in
the default selection mode (see the three graphs plotting the generated inter-
domain traffic in the right side of Figure 3). Moreover, and even taking into
account that peer selection decisions are now constrained and local peers have a
higher probability of being selected, the average download times of the peers are
also improved (see the peers download times in the left side of Figure 3). This
means that it is possible to develop collaborative approaches effectively attending
both P2P and ISP particular objectives. A second example is given by Figure 4
where one seed is considered to be present in each network area. Similar conclu-
sions might be drawn, with an even higher decrease in the inter-domain traffic
(e.g. D1 → D2 inter-domain traffic is eighteen times lower comparatively with
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the default selection mode). In contrast with the previous case presented in Fig-
ure 3, where peers inside area one have slightly lower download times, now all the
peers experience similar performances due to the fairness of seeds distribution.

Penalizing Peers in a Swarm - The results presented in Figure 5 a) and b)
show two distinct scenarios with the tracker programmed to penalized specific
peers in a swarm by restricting the number of peers included in the samples, as
explained in Section 2.2. In this specific case, for penalized peers, the number of
peers returned in the samples halves the maximum number of active connections
allowed in the swarm. By this way, those low priority peers should experience
a lower service quality level as they are constrained in the way they are able
to establish P2P connections to get all the pieces of the original shared file. In
the case of Figure 5 a) several peers in all the networking areas were penalized
and, in this specific scenario, to make easier the results visualization penalized
peers are those having a peer ID which is multiple of 5. In the second scenario,
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which results are plotted in Figure 5 b), specific peer groups within each net-
work area were selected to be penalized. In this case peer IDs in the intervals
[50, 75], [150, 175] and [250, 275] were penalized. As observed, in both scenarios
the tracker was able to induce the proposed differentiation semantics.

Benefiting Peers in a Swarm - Figure 6 a) shows the results obtained using
a programmable tracker configured to benefit two groups of peers, in this case
belonging to the intervals [125, 135] and [175, 185]. In this case, the strategy
adopted by the tracker is to include in the returned samples two high upload
capacity seeds that are unaccessible to other peers in the swarm. Additionally,
the tracker assures that peers in the mentioned intervals and those seeds form
a kind of high priority sub-swarm, i.e. they exchange data apart from the other
peers of the swarm. As consequence, and as plotted by Figure 6 a), service
differentiation is effectively achieved and high priority peers effectively obtain a
better service quality from the P2P level (i.e. lower download times).

Mixed Configurations - The last selected example uses the tracker configured
in a hybrid differentiation mode. The results of Figure 6 b) were obtained with
the tracker programmed to benefit a specific group of peers in the network area
two, in this case peers in the interval [150, 160], and to penalize a group of peers
in the network area one, in this case peers in the interval [20, 30]. As observed in
Figure 6 b), the results clearly show the correctness of the devised hybrid mode,
showing that mixed and enhanced configurations are possible to be achieved
using the proposed context aware programmable tracker architecture.

4 Summary

This paper introduced and explained the concept of context aware programmable
trackers. A detailed description of an architecture devised for that purpose was
firstly presented and discussed, along with illustrative examples of possible peer
selection strategies which may use additional information provided by external
entities. The proposed context aware tracker solution was implement resorting to
simulation and, as corroborated by the presented results, enhanced collaborative
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behaviors and differentiation semantics are possible to be achieved at the P2P
level using the proposed solution. In this way, the proposed approach will benefit
the development of advanced P2P-based applications in the future internet, also
underpinning the development of intelligent collaborative approaches between
ISPs and the P2P applicational level. Moreover, due to the enhanced differentia-
tion semantics that could be obtained using the proposed context-aware tracker,
novel Internet services and business models based on the P2P paradigm could
also take advantage of the proposed solution.
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Éric Renault and Djamal Zeghlache
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Abstract. In the scope of the Future Internet, where the network is
moving from a node-centric to an information-centric organization, the
way to specify the metadata associated to objects becomes crucial for
scalability, performance and complexity reasons. This article presents
an original information model, called the metalist model, that describes
metadata in a simple, efficient and extensible way. The metadata can be
provided in several ways: directly from the metalist description of the
object itself, embedded into the metalist via an inclusion from another
metalist and automatically translated from another metadata format.
These features enable gathering metadata common to many objects into
common metalists to simplify updates and synchronization and smooth
harmonization with other existing object formats and descriptions.

1 Introduction

The Internet has been a strategic infrastructure with a key socio-economical role
for more than a decade, leading innovation, economic growth and productivity at
a world-wide scale. About 1.5 billion people are connected to the Internet today
and up to 4 billion people are expected to access the Internet in very few years.
This will become possible mainly with the deployment of wireless technologies
that will provide a fully pervasive Internet infrastructure with anywhere and any-
time connectivity. In this expected evolution, users will also become producers
of content, applications and services. Combined with the emergence of commu-
nicating objects this will lead to an even wider explosion. For example, billions
of components like wireless terminals, RFID tags, real and virtual world objects
will become accessible, moving the network to an Internet of Things, in fact
an Internet of Objects and Subjects all of which will require swift and reliable
networking. New usage will appear and applications available on the Internet
will be significantly different. Health care, education, proximity services, energy
management, etc. will directly benefit from the expected evolutions. However,
this will become feasible only if the Future Internet includes new features and
services like self-configuration/organization/management, computing power on-
demand, resource discovery, etc. Organizations and institutions all around the
world are funding research and development projects to design a new Internet
that shall meet these new needs and demands.
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Most of the new services related to the Future Internet are relying on the abil-
ity of the network to provide accurate information about accessible objects. With
such a requirement and assumption, the description of objects becomes a crucial
element for the Future Internet. Without flexible and rich object descriptions,
no efficient search is possible. Many models have been developed during the past
few years in order to respond to this demand through descriptions enabling and
facilitating semantic search. Some important initiatives are Dublin Core [11],
EXIF [7], IIM [6], OWL [10], RDF [9] and XMP [2]. Most of these solutions
are focusing on a given domain, e.g. Dublin Core is dedicated to content and
intellectual property, EXIF describes digital pictures, while others adopt more
generic solutions such as IPTC that deals with the description of data in general.
OWL, RDF and XMP are even less restrictive by allowing users to define their
own schema and leading to the development of extensions. This is the case for
example with OWL2 [3], OWL-L [5], OWLS-MX [8], etc.

This article presents an original information model that describes any kind of
objects and allows 1) metadata to be provided directly in a very simple manner,
2) factorization of metadata to save space and increase consistency and 3) au-
tomatic translation of metadata available in any kind of format to the proposed
information model. The next section of this paper introduces the different types
of objects addressed by the proposed information model which is presented in
Sect. 3. Section 4 gives some examples to explain the model and illustrate its use.

2 Object Definition

Our work has been developed in the scope of the 4WARD project [1] in which
objects are identified and defined [4]. To link this work with prior art, a definition
of the different kinds of addressed objects is provided. Note, however, that the
model presented here applies to other frameworks and is not limited to this
specific context.

In order to highlight the difference between the considered types of objects, the
example of a web page stored in the system is used. To illustrate the applicability
of the model to larger frameworks, an example related to RFID tags is also
presented.

Access to information, in the Networking of Information (NetInf) paradigm
of the European project 4WARD, is based on the use of three different types of
objects (as shown on Fig. 1):

– at the lowest level, Bit-level Objects (BO) are the binary representation of
the objects, i.e. they are composed of the raw data of the object; i.e. the
data stored in the storage space. Regarding the storage of a web page, the
BO holds the effective content of the web page.

– on top of Bit-level Objects, Data Objects (DO) are used to locate the BOs
associated to the object. In the case of the web page, the Data Object is the
URL of the web page, i.e. its location on the storage space.

– at the highest level, Information Objects (IO) describe the content of objects,
i.e. they contain the semantics or meaning of objects. For a web page, this is
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Fig. 1. Object organization in NetInf

similar to the META tag in HTML documents which are used to index web
pages according to content of the pages.

Two possible search types are available. The search by ID is quite straightforward
in the sense that it directly returns the Bit-level Object associated to the Data
Object whose ID is provided. The semantic search relies on the information
found in the metadata and gives access to the Data Objects ID. Once the object
ID is obtained via this first step, a search by ID is necessary to retrieve the
object.

An ID is associated to IOs and DOs, but there are no IDs for BOs. In fact, BOs
are not directly accessible from outside of the NetInf architecture. BOs can only
be addressed through DOs. Thus, to access an object, a user first sends a request
to NetInf to get the list of objects that match a given set of keywords(those stored
in the Information Objects). Associated to these information objects are Data
Object IDs. After making a choice, the user sends a request to NetInf with the
Data Object ID to retrieve and the Bit-level Object associated to this DO is
returned to the user.

In the case of an RFID tag, the situation is very similar. In fact, the tag itself
is not directly part of the Future Internet, but is accessed through a process.
As a result, the running program accessing the RFID tag is the BO and any
communication with the tag is performed via the process. The DO associated
to this object holds the information to retrieve the location of the tag and the
way to get in touch with it and the IO remains the set of meta-information that
describes the characteristics, the location, the meaning, etc. of the RFID tag.

3 Information Model

As the Information Model aims at organizing Information Objects, it mainly
focuses on the highest layer of Fig. 1. Several ways of providing metadata have
been identified and therefore have to be taken into account:
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Fig. 2. Information model for the Network of Information

– the metadata can be provided directly to the Information Object and thus
be embedded directly in the metalist description.

– the metadata (or part of the metadata) preexists already in another In-
formation Object. In this case, it is better to include it using a reference
rather than integrating a copy. This is useful to allow data coherence and
consistency in large systems.

– the metadata preexists in another format. In this case again, it is better to
include the metadata rather than inserting a copy. However, this inclusion
requires a translation and this should be done automatically. Moreover, the
metadata can be stored together with the object or in the object itself, or
it can also be stored in a separate object. Both cases have to be taken into
account.

Figure 2 presents a modeling of data that includes all three cases presented
previously and described below. At the top of the diagram, the elements are
related to the Information Objects while the lower part of the figure corresponds
to Data Objects. Since the only requirement here is that Data Objects are all
associated an ID to identify them uniquely, the rest of the paper will not provide
any in depth analysis of Data Objects but instead focus on the IOs.

The name of all tags (or entity) are preceded by the “NetInf:” prefix as a
reference to the Network of Information. This reduces name pollution and puts
the focus on a single name space. The use of a prefix is especially interesting
when using a modeling language like XML. Associated properties are not subject
to this prefix as they are implicitly included inside the name space.
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The basic element for the description of metadata is NetInf:metadata. It spec-
ifies metadata for an object. A NetInf:metadata is associated two properties:

– value is any byte stream with a semantic meaning that is helpful to describe
the object. There is no real limit on what can be stored in the value. It can
be as short as an empty string as this can be associated a meaning for a
given attribute (see the attribute property below), and it can be as long as
needed for any given use. On one hand, it can be flat or have no structure;
on the other hand, it can include a hierarchy of data, e.g. with nested tags
as available with XML.

– attribute is a string of characters that tags the value of the metadata. At-
tributes may be flat or organized into hierarchies. Both possibilities are of-
fered to the user.

None of these two properties are mandatory. However, at least one of them must
be specified. Typically, this means that one can specify: a value without attribute
which means that the value is the metadata and it is not tagged; a value and an
attribute which means that the attribute is associated the value; an attribute
without value which means that the value associated to the attribute is empty.
However, one cannot specify a metadata with no value and no attribute at the
same time.

Metadata cannot be provided as is. They must be embedded inside a Net-
Inf:metalist, i.e. a list of metadata. There are two properties associated to a
NetInf:metalist:

– meta id is the unique identifier of the metalist. This property is mandatory.
However, its use is interesting at least for two main reasons: the first one
is that it allows updating the metalist later and the second one is it allows
including the list of metadata into another list (see below).

– object id is the unique ID of the object the list of metadata is semantically
describing. This ID is no mandatory in the metalist. If the object id is pro-
vided, it means that the metalist describes the corresponding object. If the
object id is not provided, this means that the metalist is virtual (not associ-
ated to a specific object) and it is likely to be included into another metalist.
Note that this does not mean that a metalist associated to an object via an
object id cannot be included into another metalist.

The NetInf:include element is used to include a list of metadata into another
one. It is associated one and only one property:

– meta id is the identifier of the metalist to include into the current one. This
property is mandatory.

Allowing a metalist to include the list of metadata already associated to another
one is a very interesting feature as it avoids redundancy and enhances coherence
and consistency.

The NetInf:include element as described above allows the inclusion of meta-
data that are already in the metalist format. However, there may be other meta-
data available for an object that are described in another format. A typical
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example is the EXIF file for JPEG pictures taken with any modern digital cam-
era. Almost any JPEG image includes an EXIF file that contains some extra
information about the way the picture was taken (camera model, date and time,
image resolution, aperture value, focal length, etc.). These metadata may be
very useful for many photographers. Another typical example is the set of infor-
mation associated to a file in a file system. Under the Unix file system, each file
is associated a name, a size, a last modification date, a set of access rights, etc.
These are also metadata that may be of interest to some users.

The NetInf:extern is the element that allows the inclusion of metadata pro-
vided in any other recognized format (see the description of NetInf:format be-
low). It is associated up to three properties:

– format id is a reference to the format entity (a script, a process, etc. – see
below) that is able to translate the metadata from the format they are cur-
rently stored in to the metalist format. This property is mandatory.

– object id is the ID of the Data Object where the metadata to translate are
stored.

– meta id is the ID of the Information Object which holds the ID of the Data
Object where the metadata to translate are stored. Offering the possibility
to access extern metadata using a meta id is motivated by the fact that what
is considered a metadata for a given object may represent or mean data for
another one. With the EXIF file example, information in such a file may be
data for an application (with an associated Information Object) while it can
also be considered as metadata for another one (for an image typically with
an Information Object associated with the image).

The last two properties are exclusive as external metadata cannot be located
at two different locations. If this may occur, two extern inclusions have to be
specified. If neither an object id nor a meta id is specified, the metadata in
the original format are supposed to be located in the Data Object associated
with the inner most object id (as a NetInf:extern element may be set inside an
included metalist and NetInf:include may be nested).

The last element to describe for our model is the NetInf:format that is used
to specify the Data Object to be used to perform an automatic translation from
a given metadata format to the metalist format. It is associated two properties:

– format id is the unique ID associated to the format to allow future references
from the metalists.

– object id is the ID of the Data Object that is effectively performing the trans-
lation. This Data Object may be of any type and may be developed using
any language. The only requirement is that it must conform to the specifi-
cations associated to automatic translators for the Network of Information,
e.g. the Data Object containing the metadata to translate are provided on
the standard input and the metadata in the metalist format provided by the
automatic translator is generated on the standard output.
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Note that there is no limitation on the number of NetInf:include, NetInf:meta-
data and NetInf:extern elements that can be provided in a NetInf:metalist and
on the number of nested NetInf:include elements.

Our proposed model makes use of different identifiers and it is very important
to make sure they are unique in the system. There are two possibilities to ensure
their uniqueness: the first one consists in leaving the generation of IDs to the
Network of Information; the second one consists in leaving the management of
IDs to the users and checking the uniqueness every time an ID is provided (if
not, the request is rejected). There is no real impact of the choice here on the
model. At use, it may be interesting to leave the management of IDs to users
with a control from NetInf as this would allow users to use more comprehensible
IDs than what the Network of Information would generate automatically.

4 Some Examples

After the above formal description of the Metalist model, this section aims at
providing some examples to highlight the use of the different elements. In this
section, examples are presented using the XML language. This language was
chosen as it is both widely used and based on a very simple hierarchical structure.
However, any description language could be used.

Tag elements and properties used in the XML examples are exactly following
the names presented in the formal description, especially regarding tag names
that are all included inside the NetInf namespace.

For the first example, assume a user has gone to China and has taken pictures
(s)he wants to publish on the Future Internet. The first picture to publish rep-
resents the Great Wall located close to Beijing. In order to ensure the picture is
well referenced, the user sets the metadata as presented in Example 1.

<NetInf:metalist meta_id="mid1" object_id="oid1">
<NetInf:metadata attribute="content">Holidays in China</NetInf:metadata>
<NetInf:metadata attribute="content">From June 2nd to June 10th</NetInf:metadata>
<NetInf:metadata attribute="content">The Great Wall</NetInf:metadata>

</NetInf:metalist>

Example 1. Simple “object description” using the Information Model

All three NetInf:metadata are provided as is inside a NetInf:metalist structure.
In this example, all metadata are tagged with an attribute named Content.
The ID associated to the metalist (mid1) is provided by property meta id and
the Data Object ID this Information Object is semantically describing is oid1
provided by property object id. The ID of the metalist (mid1) can then be used
for later references.

It is very unlikely that visiting China the user takes only one picture. For
example, (s)he may be willing to publish two pictures, the first one represent-
ing the Great Wall and the second one showing the Forbidden City. In this case,
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both pictures were taken during the same journey (from June 2nd to June 10th)
and at the same occasion (during holiday in China). As a result, it is better to
factorize this information, in order to avoid having it twice in the Network of
Information.

<NetInf:metalist meta_id="mid1">
<NetInf:metadata attribute="content">Holidays in China</NetInf:metadata>
<NetInf:metadata attribute="content">From June 2nd to June 10th</NetInf:metadata>

</NetInf:metalist>

<NetInf:metalist meta_id="mid2" object_id="oid1">
<NetInf:include meta_id="mid1" />
<NetInf:metadata attribute="content">The Great Wall</NetInf:metadata>

</NetInf:metalist>

<NetInf:metalist meta_id="mid3" object_id="oid2">
<NetInf:include meta_id="mid1" />
<NetInf:metadata attribute="content">The Forbidden City</NetInf:metadata>

</NetInf:metalist>

Example 2. An example of inclusion

Example 2 presents a possible representation of the metadata in this case.
First, common metadata are grouped into a metalist with ID equal to mid1. As
no specific Data Object is associated to this metalist, no object id is provided
for this metalist. Then, each picture is associated a specific metalist with its
specific metadata, i.e. The Great Wall on one hand and The Forbidden City on
the other hand, and a reference to the common list of metadata is added using
the NetInf:include element with property meta id equal to mid1. Note that for
both mid2 and mid3 metalist, an Data Object ID is provided.

The user can also be a professional photographer willing to provide his/her
digital camera settings when taking the picture. These information are provided
by most digital cameras and added to JPEG images using the EXIF format. As
a result, data in EXIF format stored in the JPEG picture are also metadata
for the picture and these are the metadata the user wants to associate to the
picture.

<NetInf:format format_id="exif-2.2" object_id="exif-2.2tometalist" />

<NetInf:metalist meta_id="mid1" object_id="oid1">
<NetInf:metadata attribute="content">Holidays in China</NetInf:metadata>
<NetInf:metadata attribute="content">From June 2nd to June 10th</NetInf:metadata>
<NetInf:metadata attribute="content">The Great Wall</NetInf:metadata>
<NetInf:extern format_id="exif-2.2" />

</NetInf:metalist>

Example 3. Importing external metadata

Example 3 shows how this is made possible using the metalist model. First,
the translator (the process, the script, the program, etc.) in charge of perform-
ing the translation from the EXIF version 2.2 format to the metalist format has
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to be declared. As long as this is public, this declaration has to be performed
once in the Network of Information to be used by any user. For the sake of
readability, it is assumed that the Data Object ID associated to the translator
is exif-2.2tometalist (but this Data Object ID could also have been generated
automatically by the storage system) and it is associated format id exif-2.2.
Then, every time a translation from the EXIF version 2.2 format has to be
performed to generate a metalist, it just requires to be referenced using this
format id in the NetInf:extern tag. Note that no object id property is provided
with this tag. As a result, the inner most object id in the set of inclusion has
to be used to locate the EXIF metadata. This leads to object id oid1 which
is the Data Object ID of the picture being semantically described. The other
metadata set in this metalist are provided as a reference in order to show that
NetInf:metadata and NetInf:extern can coexist in the same metalist, just like
NetInf:metadata and NetInf:include do (see Example 2).

All examples presented above include very simple metadata, typically a single
string of characters. However, these metadata may be far more complex. For
example, the value of the metadata can be hierarchically structured using the
XML language and/or using any other description language like RDF or OWL. It
is then the responsibility of the user to ensure both the syntax and the semantic
of the metadata is acceptable.

5 Conclusion and Future Works

This article described the Metalist model, a simple and flexible Information
Model for the Future Internet. As presented above, the Metalist model includes
three main features: 1) the ability to provide metadata in a simple and straight-
forward way; 2) the ability to include a metalist into another one, which allows to
save memory space and ensures data consistency; 3) the ability to automatically
import metadata available in another format to the metalist. All these features
have been illustrated with short examples along a realistic use case.

Several functions and operations on information objects can be achieved via
the Metalist model, including the ability to check if the metadata provided in
a metalist comply with some given schema, the development of a security in-
frastructure for the management of Information Objects and Data Objects, the
management of mobility, the improvement of search engines.
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Abstract. Over the past decades, the fundamental principles of the Internet ar-
chitecture have not significantly changed. However, Internet evolution and its 
effects on participants’ interests have triggered the need for re-defining these 
design principles. “Design for Tussle” is an aspiration for future network de-
signs, which enables the involved stakeholders to express their possibly con-
flicting socio-economic preferences on service instances. We performed a series 
of case studies examining whether established technologies are compatible with 
this new approach. Using the knowledge gained, we provide canonical exam-
ples and help protocol and network designers better to consider how to come up 
to the problem of “designing for tussle” in order to realize a flexible architec-
ture. Finally, we associate protocol success to adoption and show, using empiri-
cal evidences, that carefully embracing the “Design for Tussle” paradigm can 
outweigh the higher complexity in protocol design. 

Keywords: Design for Tussle; Future Internet Architecture; Network Protocols; 
Technology Adoption; Case Studies. 

1   Introduction 

The Internet today is a playground of many competing forces (technical, economical 
and social), where different stakeholders with possibly conflicting interests interact 
with each other. These ongoing “tussles” may constitute a threat to the architectural 
integrity of the Internet. Researchers, service providers, network operators and users 
have recognized that the current Internet architecture is ill-suited to satisfy the de-
mands and requirements of our modern society [8]. The fundamental design princi-
ples of the Internet architecture, designed decades ago, are currently under increasing 
evaluation [3].  

It is suggested that the future Internet architecture should incorporate the necessary 
flexibility to adapt to changing economic and social stresses, the so-called “Design for 
Tussle” principle. This new paradigm recognizes the necessity for traditional design 
goals – such as protocol correctness – to be satisfied, but proposes that socio-
economic ones should also be considered. Clark et al. [5] proposed an initial set of 
design principles that can be used to accommodate tussles, these being to “Modularize 
along tussle boundaries” and “Design for choice”.  
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Meeting these two, more specific, design principles leads to a system that is able to 
flex under pressure and survive, even if stakeholders and the environment constantly 
changes. The ultimate goal of these design principles is to allow for “variation in 
outcome”, instead of promoting a unique solution that may not be aligned with all 
legitimate participants’ opinions. For example, protocols that are “designed for tussle” 
support many business models instead of a single one that the designer found to be 
attractive. In this way, the outcome can be determined by the interaction of all stake-
holders. Of course, all legitimate participants should have the freedom to express their 
preferences. As an example, a provider could choose to offer a “walled garden” ser-
vice if she finds it valuable. But, the designer should not bias the outcome, even if all 
evidence shows that this leads to a socially optimum equilibrium. History of the 
Internet, so far, has shown that we cannot predict the consequences when we build 
protocols based on assumptions for the future. 

Furthermore, such an approach would set the stage for the Internet to operate more 
freely, without the need for regulatory intervention to battle anti-competitive tactics 
from powerful participants. This competitive setting is achievable if all stakeholders 
have the potential to exercise some sort of control, using the same or complementary 
protocols (for example select their provider from a list of candidates). 

While Clark’s paper provides the foundations for a tussle-aware architecture, it is 
far from obvious how such tussles can be incorporated into the Internet and how all 
derived principles can be applied to an architectural design. Besides, the task of 
protocol design in such all-encompassing platforms is already extremely complex, 
requiring special skills and systematic approach. Many believe that designing system 
components is an art rather than a science. We suggest that one should carefully 
balance the trade-off between traditional protocol design goals (i.e. performance) and 
socio-economic ones (i.e. flexibility). 

We try to reduce this inherent difficulty of “designing for tussle” in two ways:  

• First, we try to shed some light on the details of applying the two more specific 
design principles mentioned above. We do this by giving examples of functionality 
in established Internet protocols that, intentionally or not, meet or violate these de-
sign principles. We, also, try to give some guidance to designers by providing addi-
tional criteria that should be met. 

• Furthermore, we try to justify the extra difficulty imposed on designers and stan-
dardizing organizations to embrace this new paradigm. We do this by trying to cor-
relate the outcome over time of protocol adoption (or abandonment) to their 
“score” against these design principles. 

In order to achieve our goal, we performed a systematic analysis of interesting case 
studies, from a broad commercial and strategic viewpoint. These protocols were care-
fully selected in order to cover functionality ranging from network to application 
layer. In particular, we investigated HTTP, BGP, TCP, NAT, IPv6, SIP and ENUM.  

The paper is structured as follows: We give an overview of related work in  
Section 2. Sections 3 and 4 present a high level characterization of the above case 
studies with respect to the two specific design principles. In particular, Section 3 
attempts to clarify how modularized protocols can be designed, and Section 4 dis-
cusses protocols which are designed for choice for example through the use of open 
interfaces. Section 5 correlates adoption issues of recent technology developments 
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and proposals to their compatibility with the “design for tussle” paradigm. Finally, 
we conclude our work in Section 6. 

2   Related Work 

Saltzer et al. [11] described the fundamental design goals underlying the current 
Internet and the resulting design principles. These original design goals and principles 
have led to the current hourglass architecture, where IP provides a common layer 
between the transport and higher layer protocols and the disparate lower-layer com-
munications technologies. This approach has largely contributed to the successful 
operation and expansion of the Internet. In particular, the “end-to-end” principle [4] 
was one of the central design principles of the Internet.  

Over recent years, researchers have increasingly argued that the design goals and 
principles must be critically reviewed to ensure that the Internet continues to operate 
[10]. Moreover, new design principles may be needed that were not thought of for the 
original design of the Internet. The most notable recent principle proposed is the “de-
sign for tussle” principle, raised by Clark [5]. Later, in [6] and [13], new principles 
were presented for future Internet architecture; the “information exposure”, the “sepa-
ration of policy and mechanism”, the “fuzzy end-to-end” and the “resource pooling” 
principle. These principles have particular focus on enabling socio-economic tussles 
between stakeholders. 

The term “tussle” is described as an “ongoing contention among parties with  
conflicting interests”. The Internet is increasingly used as a space where conflicts of 
interests arise and the different players – including users, ISPs, service providers, 
governments, etc. – are battling over the control for economic, social or political rea-
sons. That tussles are not necessarily negative. Instead, they are needed to allow evo-
lution and progress. Architects and engineers should understand the rules that define 
the tussles in order to shape the architecture and to ensure evolvability. In [5], more 
specific principles for “design for tussle” are identified. “Modularization along tussle 
boundaries” aims to break down the complexity of the tussle, and suggests that func-
tions within a “tussle space” (a “place” where conflicts of a specific kind of interests 
occur, i.e. security) should be logically separated from functions outside of that space. 
It is also identified that protocols should be “designed for choice” in such a way that 
all the parties to an interaction have the ability to express their preferences about 
which other parties they interact with. 

3   Tussle Isolation 

The goal of isolation of tussle aims to ensure a separation of tussle spaces, so that 
tussles can occur independently of each other. According to this design principle, the 
function that allows a tussle to be played out should have minimal impact on other 
tussles, and therefore also on stakeholders that are not directly related to this tussle. 
This is achieved through “modularization along tussle boundaries”, which is fairly 
simple to define, but a hard task to implement.  
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A useful way to think about and support modularization is to distinguish between 
“functional” and “stakeholder” separation. “Functional separation” is the creation of 
tussle spaces bounded according to functions, which are logically separated from 
functions that lie outside of this space. “Stakeholder separation” is separation be-
tween stakeholders, within a functional tussle space, i.e. allowing players to act with 
minimal dependence and keep their internal choices separate from external stake-
holders. This is often closely related to functional separation, depending upon where 
the boundaries of the tussle spaces are defined. The following examples illustrate 
varying degrees of success or failure in achieving this functional and stakeholder 
separation. 

HTTP provides a good example of a clean, simple modular design, separating 
functions and allowing natural protocol evolution without affecting other functions. In 
particular, the separation of header and data body allows extensibility without affect-
ing the data being delivered. Responsive web applications and object-oriented ser-
vices, such as those driven by AJAX, PHP and SOAP, use HTTP to deliver dynamic 
content, without changing the protocol. 

The inter- and intra-domain routing system is a clear example of separation based 
on stakeholders and functions at the same time. In particular, the split between intra- 
and inter-domain routing allows different protocols to be used in the interior, depend-
ing on a domain’s needs, while maintaining a consistent exterior presentation (in the 
form of BGP messages). This allows interior routing protocols (such as RIP, OSPF, 
etc.) to evolve, or be completely replaced, with no effect on connectivity with the rest 
of the Internet. As a result, each domain acts independently of the others.  

However, sometimes modular design is difficult to achieve, like the case of Net-
work Address Translators. NATs were originally developed as an administrative aid, 
so that networks could manage their internal hosts and addressing independently of 
their providers. In particular, this greatly assists in renumbering either address space 
(including changing provider), or adding new hosts internally without any negotia-
tions with the upstream provider. This initial modularization was a stakeholder sepa-
ration, whereby external (provider) and internal (customer) address spaces were  
decoupled. At the same time, the growth of the Internet was leading to potential IPv4 
address exhaustion, and so NATs began to be used to slow the rate of consumption of 
IPv4 addresses. However, the tussle over address allocation expanded into the trust 
space, because NATs also protect against malicious activity initiated by external 
hosts. Furthermore, NATs began to have many unintended consequences on other 
stakeholders. NATs break end-host reachability, and thus limit innovation by restrict-
ing nodes behind a NAT to use supported protocols only, and not to operate servers. 
Some applications (such as Skype) with no direct impact on the original tussles of 
address allocation are also adversely affected. Certain workarounds, such as NAT 
pinholes (a.k.a. “port forwarding”), have been used to reduce the impact of this; how-
ever end users are required to be proactive in working around these issues. 

IPv6 also suffers from poor functional modularization. Although its original func-
tion was also to provide an expanded address space, many other features were  
included as standard (such as host auto configuration, and originally mobility and 
security features, although these are no longer mandatory), and as such the sheer 
weight of the “base protocol” module makes its deployment a very expensive task.  
A larger amount of functional separation could have eased these issues, improved 
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incremental deployment possibilities, and could have even facilitated backwards com-
patibility. For example, DHCPv6 could have been implemented as an entire modular 
replacement for the standard router discovery. Similarly, IPv6 suffers from poor 
stakeholder separation, since the use of IPv6 by one stakeholder is only of use if other 
stakeholders (endpoints, transit providers, software authors, etc.) also adopt it.  

The design of TCP is modularized to some extent. TCP is one of the core protocols 
of the Internet, providing reliable end to end transmission of packets, and trying to 
avoid congestion occurring inside the network. Especially for the latter function, there 
are different implementations proposed (TCP Tahoe, Reno, Vegas, etc.) for the Addi-
tive-Increase-Multiplicative-Decrease (AIMD) scheme in order to control the trans-
mission rate. This is functionally separated from, for example, the reliability features 
of TCP. These functions are, however, linked elsewhere, reducing the benefit of this 
separation. The occurrence of packet loss is an overloaded signal, as it is also used to 
detect congestion by existing TCP control mechanisms, despite the implementation of 
the algorithm being entirely separate. Explicit Congestion Notification (ECN) [9] and 
Re-feedback [2] are proposals to use the network information in the transport layer to 
improve congestion control, separately from the dropping of packets. In particular, 
Re-feedback proposes a change to the TCP/IP feedback architecture as an attempt to 
design for tussle for Internet congestion control. Both these mechanisms allow  
network elements to know the congestion on the downstream path, i.e. between the 
network element and the destination. Such mechanisms aim to separate congestion 
control from data transfer and error detection. 

Finally, the design of SIP (Session Initiation Protocol) and Public ENUM  
(tElephone NUmbering Mapping) is modular to some degree, since they decompose 
the problem of calling a destination into two tasks: identifying a user, and calling the 
user. SIP is a signaling protocol for initiating and managing sessions such as VoIP 
calls, while ENUM helps the convergence of VoIP and circuit switching by provid-
ing mappings between different identifiers. This has successfully modularized these 
tasks, allowing alternative technologies to be used as the parties see fit (i.e. tussles to 
be played out), without altering the interface between the modules. In deployment 
terms, however, ENUM suffers from the same problem as given above for IPv6. It 
requires a number of stakeholders to enable it and expend time and effort configur-
ing, deploying, and supporting it, in order for anybody to see a benefit. SIP, on the 
other hand, requires no additional technology beyond standard TCP/IP, and as such 
can be incrementally deployed by stakeholders with only limited cost before benefits 
can be realized. 

4   Design for Choice 

By modularizing the tussle boundaries we restrict the set of stakeholders that are af-
fected by a protocol. The next step is to give each stakeholder the ability to influence 
the outcome of a tussle. This entails that each participant has the right to be given 
enough control during protocol’s configuration and at “run time”. Then, it should be 
her option whether to use this right in person, delegate it to a trusted third entity or 
disregard it completely. In this context, “run time” refers to the time after which the 
protocol or system is initially deployed, and thus differs from real-time constraints in 
order to meet service requirements.  
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During design time, the protocol designer should ensure that all major stakeholders 
are identified and their interests are taken into account. This task requires an open-
minded view in order to include all roles that are affected by a tussle. It is important 
to have in mind that stakeholders may constantly change, for example new ones can 
enter the tussle, and this should be done with minimum spillovers. 

After identifying relevant stakeholders and their interests, a protocol designer has 
to determine the supported actions and who can perform each one of them. These 
actions form the “interfaces” that allow stakeholders to interact with each other. The 
goal should be to allow every stakeholder to influence the tussle outcome so that 
collateral effects are avoided. This means that control should be distributed, even 
though some stakeholder instances may prefer not to exercise their right. One way to 
achieve this goal is to build interfaces that are open, which means standardized but at 
the same time flexible enough to capture unpredicted cases. 

We should keep in mind that unless the interests of stakeholders are adverse, the 
tussle at run-time will lead to a stable outcome. This, for example, can be achieved 
through economics, or another reciprocative method. As Clark et al. [5] mention, if 
such a reciprocative method can be found then it should be implemented by follow-
ing the same procedure recursively. A tussle outcome may be temporary since Inter-
net is not a “closed” engineering system. An event triggered during run-time may 
tilt the tussle into a new equilibrium. This is perfectly reasonable as long as the 
tussle is fought out within the ‘playground’ defined by the tussle space boundary of 
the protocol. 

Clark [5] mentions SMTP as a protocol that is designed for choice. During the con-
figuration phase a user selects which provider will forward the email. However, some 
ISPs may not like their customers making this choice, and could undertake Deep 
Packet Inspection during run-time to block the well-known port in order to exert con-
trol (i.e. force the usage of their mail servers). It is clear that this is not the way in 
which a tussle should be played out, since they are applying a brute force method to 
restrict their customers’ choices. We will try to clarify the notion of a protocol that is 
“designed for choice”, by explaining why some well-known protocols seem to be 
compatible to this principle, and some are not. 

Perhaps, a more straightforward example is BGP. ISPs are free to devise their own 
routing policies, but neighbouring providers can express their preferences by using 
simple BGP mechanisms. In particular, these preferences can be exchanged by using 
attributes such as Multi-Exit Discriminator (MED) and Communities1. These features 
allow distributed control at run-time. The reason is that ISPs are not restricted to per-
form shortest path routing based on longest prefix; they have the ability to select 
routes based on a wide range of criteria.  

ENUM is an example of protocols that allow for “variation of outcome”. During 
configuration an end user becomes a subscriber (opts in) and fully controls the level 
of details to be inserted in the database. For example she could elect to publish all 
possible ways of contact along with the associated preferences-wishes, or hide her 
personal addresses. At run-time, the query issuer has the ability to select which con-
tact address will be used for the session setup. In the case of a VoIP call for example, 
the signaling server is not restricted to follow a destination’s preferences; it can apply 

                                                           
1 Allowed expressions are described following an out-of-bound method (usually manually). 
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its routing strategy and select the most appropriate contact address(es) to use for any 
single reason or combination (lower cost, supported signaling protocol, etc). Further-
more, regulator’s interests are taken into consideration so that only valid owners of a 
telephone number can be registered into ENUM.  

Staying in the VoIP context, SIP and H.323 are examples of protocols that are de-
signed for choice. The first versions of the H.323 protocol suite were less flexible, 
since a provider’s signaling server (called gatekeeper) had a pivotal role in session 
setup. For example, a device had to request permission from a gatekeeper for any call 
attempt, while the latter could deny service if it sensed that network conditions did not 
meet customer expectations. Since H.323v4 these protocols have converged, for ex-
ample gatekeepers are optional components, addresses have the same structure, and 
both support protocol extensions for third party applications. Nowadays, both proto-
cols can be used in a wide range of configurations; from closed systems like IP Mul-
timedia Subsystem (IMS) to end-user installations (i.e. OPENSIPS, OpenH323). A 
signaling server (of either protocol) may redirect the calling party towards the destina-
tion, may act as a proxy only for signaling, or participate in both signaling and media 
path in order to take advantage of MPLS networks and comply with regulator re-
quirements (i.e. CALEA). It is important to note, however, that there is no way to 
influence a signaling server on the way it will handle the request. In case of a VoIP 
call that can either remain VoIP end-to-end or be set up through a Gateway, then the 
caller cannot state her preferences. 

All TCP variants provide end-to-end congestion control and avoidance by relying 
on an AIMD scheme that is predefined. This means that unless a user has customized 
her Operating System kernel, she has no control over the flow’s rate. Users, however, 
have a choice about how many connections they run at any time. This fact has been 
exploited by peer-to-peer (p2p) file-sharing applications and started a never-ending 
tussle between ISPs and p2p developers and users (since the former were seeing their 
links being highly utilized by “some” heavy users) [1]. Even though ISPs tried several 
means to mitigate their problem, p2p developers could find a counter measure and, 
again, this resulted in collateral damage to other types of traffic.  

NAT is a technology driven by the lack of IPv4 addresses and users’ desire for less 
administrative cost when renumbering their network. In this case control is mainly 
one-sided; a network administrator deploying NAT has control over the set of incom-
ing connections that are allowed to enter. This is done by NAT pinholes that associate 
a specific service port to the IP address of a single local host. Care should have been 
taken, however, so that new protocols are not unfavourably biased. For example, most 
NAT devices make the assumption that TCP and UDP will be the only transport pro-
tocols and do not support newer ones (i.e. SCTP). This fact can stifle future innova-
tion on the Internet due to increased difficulties for a new protocol / service to become 
widely known and, finally, trusted by users.  

In general, it seems that a protocol that distributes control to a number of entities 
(for example to perform selection or aggregate/disaggregate information, network 
capacity, etc.) should also allow flexibility in policy used to exercise control, and at 
the same time should have open interfaces for allowing flexible interaction. 



 On Designing for Tussle: Future Internet in Retrospect 105 

5   Protocol Adoption and Design for Tussle 

Balancing traditional engineering and socio-economic goals is very difficult, espe-
cially when long-term evolution must be secured, as with the case of Internet. We 
believe, however, that a protocol being “Designed for Tussle” has more chances in the 
long-term to be deployed than a protocol that is not. In this section, we present how 
“designing for tussle” can affect the adoption of previously described technologies. 

HTTP is a classic example of a widely adopted protocol. The simplicity, extensibil-
ity and layered approach in combination with its clean, modular design, contributed 
hugely to its success. 

BGP is another example of protocol that is “Designed for Tussle”. It has modular 
design and allows distribution of control at run-time in a flexible way. On the other 
hand, Compact Routing schemes (for example see [12]) try to deal with the problem 
of routing table memory scalability and provide inelastic routing algorithms. If such a 
routing scheme was adopted, ISPs would have no control over their routing tables; 
otherwise, parts of the Internet could be disconnected. This feature is crucial for ISPs 
and thus compact routing schemes are not expected to be deployed. 

In most instances of HTTP and BGP, only two agents are involved and they have 
enough control to determine the session outcome. But this is not always the case. In 
VoIP, for example, callers, callees, and providers are only a subset of interested par-
ties; however not all protocols distribute control adequately. Megaco embraces the 
master-slave paradigm, where all functionality is provided by a signaling server and 
thus it is not “Designed for Tussle”. On the other hand, tussle-awareness and richer 
functionality of SIP and H.323 gave them an advantage over Megaco. But, the proto-
col that currently enjoys greater acceptance is SIP, which was standardized inside the 
IETF. Our feeling is that the main reason is their approach regarding the control dis-
tribution between the various stakeholders at their early phases. ITU-based H.323 
protocol had many things in common with signaling protocols in circuit-switched 
networks (SS7), thus control distribution was biased in favour of providers. The better 
score of SIP in this design principle made it attractive to application developers’ eyes 
who adopted it instead of H.323. Later versions of both protocols converged signifi-
cantly but it doesn’t seem to justify transition to H.323.  

It seems that in absence of a protocol that fulfills the criteria of “Designing for 
Tussle”, stakeholders will resort to protocols that provide the highest short-term bene-
fit. Neither NAT nor IPv6, for example, meet the criteria mentioned before; however, 
the former protocol is widely adopted. The main reason is the fact that NAT is con-
sidered beneficial both for the end users and their providers, so they have the incen-
tive to embrace it without considering the long-term consequences. On the other hand 
IPv6 scores low in functional separation which has a negative impact on backwards 
compatibility and consequently on providers’ incentives to deploy it. However, if 
IPv6 was redesigned so that it became “tussle-aware” then the outcome could be dif-
ferent in the long term. Providers could gradually move to IPv6 and lessen the need 
for end-users to turn on NAT devices. Similarly, a “tussle-aware” NAT (for example 
one that does not restrict what transport protocol is in use) would not harm end-users 
and, as long as IPv6 is not changed, they would be willing to make a software up-
grade to this version. 
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Another important aspect to consider is the externalities between protocols. Even 
though a protocol (set) exists that is “Designed for Tussle”, its adoption may be  
delayed until protocols of complementary functionality become tussle-aware. For 
example TCP is not very modular and provides limited control to users with respect to 
their sending rate. On the other hand, some of the tussles could be played out inde-
pendently of each other if users a) were free to select their sending rate, and b) were 
accountable for the congestion they have caused to other users (i.e. increased delay 
due to packet loses and consequent retransmissions) given sufficient and timely in-
formation about network conditions. This would be possible by using, for example, 
Re-feedback [2] and a modification of TCP that is able to adjust rate according to user 
preferences (for example [7]). However, the existence of tussle unaware protocols in 
the Internet (for example NAT) creates hurdles for the adoption of the more flexible 
ones, even if they perform different functionalities. As more and more protocols be-
come tussle-aware the pressure to replace bottleneck protocols will be greater and 
these hurdles will ultimately disappear.  

Similarly, although Public ENUM scores high in “Designed for Tussle” criteria, it 
has seen very limited adoption. Of course, retail VoIP services only recently started to 
gain significant market share, but it seems that costs and benefits are not aligned 
across stakeholders. User registration is optional but it assumes that the utility of 
being reached through the most preferred interface is higher than the registration fee. 
However, not all VoIP providers accept toll-free calls from other providers because 
they would like to be compensated for their effort. Thus callers (or their providers) 
see little benefit from querying ENUM. The fact that an increasing number of provid-
ers enter into closed ENUM systems, benefiting from toll-free calls between custom-
ers of peered VoIP, gives evidence that adoption of Public ENUM is a matter of  
supporting economic mechanisms that will align costs and benefits of stakeholders. 

Of course, designing tussle-aware protocols and complementary mechanisms in-
crease complexity. Care must be taken to balance technical objectives, such as per-
formance, with socio-economic goals in order for the complexity to be manageable. 
This could be achieved by capturing the most important factors of stakeholder rela-
tionships, without following necessarily the “millions of options” approach [3]. But, 
we believe that long-term evolution of Internet is more important and this extra cost 
will be out-weighted by higher functionality and flexibility. 

6   Conclusions 

This paper has outlined a way forward in designing for tussle by describing a number 
of important design goals applicable to the architectural evolution of today’s commer-
cial Internet. The design principles proposed by Clark et al. have been analyzed using 
selected examples from the various case studies performed. The isolation of tussle, 
through both functional and stakeholder separation, and the design for choice remain 
fundamental design goals.  

We can conclude that “designing for tussle” does exhibit benefits when designing 
new protocols, but it is not sufficient condition to ensure the short-term success of a 
certain protocol, system or technology. Some technologies – whilst designed for tus-
sle – have not been successfully deployed and adopted immediately, while others 
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have been very successful – despite not being designed for tussle. However, we be-
lieve that tussle-aware protocols are very important for the long-term evolution of 
Internet. Last but not least, care must be taken to balance technical objectives, such as 
performance, with socio-economic goals so that the complexity is manageable.  
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Abstract. Internet topology generators play an essential role in com-
puter network research. This paper presents a new Internet autonomous
system level topology generator. Synthetic topologies generated by the
proposed generator are compared to real Internet topologies and to syn-
thetic topologies generated by a well-known topology generator. The
results show that, for all the considered metrics, the proposed generator
is able to produce more realistic topologies. This work aims to contribute
to the generation of more realistic synthetic topologies.

1 Introduction

The topology of the Internet at the autonomous systems (AS) level has evolved
rapidly and its evolution pattern is changing due to network usage, development
and deployment. New autonomous systems arise daily and others disappear, and
the connections between these systems also change. Recent data [1] reveal that
new autonomous systems arise at the rate of 10.3 per day, while the rate of
disappearance is 2.87 per day. The connections (links) in this topology arise at
a rate of 67.3 per day and disappear at a rate of 45.7 per day. To keep pace
with this evolution, the topology must be continuously characterized, the results
must be compared with the accepted patterns and reformulated if necessary.

Knowledge acquired in characterizing this evolution is important in many ar-
eas of network research including topology analysis. One of the goals of topology
mapping is the implementation of topology generators for producing synthetic
topologies which are used in network simulators and in laboratory tests [2,3]. The
construction of synthetic graphs that represent well the real topology contributes
to the effectiveness of tests and experiments of new protocols and Internet ap-
plications.

Several Internet topology generators are known, for example Inet [4], GLP [2],
BRITE [5], RMAT [6] and Orbis [7]. Others, such as Tiers [8] and Transit-
Stub [9], have an important historical character but don’t reproduce aspects
that are currently observed in the autonomous system topology. Probably the
most frequently used autonomous system level topology generator at present is
the Inet 3.0, which is also the first recommended on the NS2 network simulator
homepage [10]. The current version of Inet (3.0) was built based on the analysis
of topologies gathered in the period between November 1997 and February 2002.
It has been around since its implementation in 2002.
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This paper introduces NIT, a New Internet Topology generator that is able
to generate synthetic topologies that resemble the autonomous systems graph.
The need for a new generator is revealed by comparison of actual topologies col-
lected recently with synthetic topologies generated by topology generators. The
results indicate discrepancies in many metrics that are essential for topology
characterization. The new generator proposed in this paper is capable of gen-
erating topologies more similar to real topologies than Inet is, considering the
same metrics. The contributions of this paper are the proposal of a new topology
generator which is based on Inet code but includes new models for the metrics,
and modeling of new metrics; an analysis of the evolution of clique patterns in
actual topologies, including maximal clique size and clique size distribution for
topologies collected from 2004 to 2007; results of comparison of topologies gen-
erated by the new generator proposed in this paper with real topologies recently
collected, and synthetic topologies generated by the Inet. The results indicate
that the new generator produces topologies that better resemble the real AS-level
topologies.

This paper is organized in five sections. Section 2 overviews the well-known
topology generators, the topological metrics and the data collection and sources
of data of Internet topology. Section 3 presents the new topology generator
proposed in this study. Section 4 presents the results of comparisons of synthetic
topologies generated by the new generator with real topologies and the synthetic
topologies of Inet. The last section concludes the paper.

2 AS-Level Topology: Metrics, Generators, Databases

The Internet does not know its own topology, it has to be discovered. The collec-
tion and gathering of data related to the AS level topology have been the subject
of a intense debate in the community [3,11,12,13,14,15]. As a consequence, more
complete databases have been constructed. Furthermore, the development of the
Internet infrastructure and the deployment of new services in the past five years
may lead to new evolution patterns.

The topology analysis of complex networks like the Internet can be carried
out through a large number of metrics [16,17,18,19]. There is no consensus in
the community on the metrics that best represent the topologies of autonomous
systems [20,21,14,12]. However, since the discovery that the frequency of node
degrees follows a heavy-tailed distribution [22], this metric has been analyzed in
several of the cited studies. Besides node degree distribution, the mostly used
topological metrics are distances between nodes, distance related metrics, and
metrics of graph connectivity such as clique sizes and cluster coefficients.

The discovery of high variability in the distribution of node degrees has mo-
tivated the construction of generators based on this characteristic [20,4,5]. To
carry out the present study, many topology generators were analyzed with the
objective of identifying those that could best reproduce characteristics of the
AS-level Internet topology. Initially, we aimed to analyze and compare results
from various generators. BRITE, R-MAT, Orbis, GLP and Inet 3.0 generators



110 J.N. Maciel and C.D. Murta

were considered. But at the end of the analysis, we chose Inet only. The BRITE
generator was not included because it had been already compared to Inet, and
Inet got better results [4,23]. Moreover, BRITE requires configuration of a large
number of parameters, which amplifies the possibilities of topology generation,
but makes it extremely difficult to adjust the parameters for a specific topology.

The R-MAT generator [24] recursively subdivides the adjacency matrix that
represents the graph into four equal-sized partitions, and connects the parti-
tions using randomly generated edges. Experiments carried out with R-MAT
show that it generates non-connected graphs and duplicated edges and self-
loops, characteristics which don’t occur in the target graph of this study. This
fundamental aspect of its design makes it difficult to map parameters of the tar-
get topology. Unfortunately, the source code of Orbis and GLP generators were
not available at the time of our experiments. The mostly used AS-level topology
generator is the Inet 3.0. Its source code is open, its configuration is simple, and
it is available on the Web [25].

The AS-level topology database studied in this work was generated by the
Internet Research Laboratory of UCLA and is described in [11]. This database,
that we call IRL, is the result of a project that seeks to reconstruct the topology
of the autonomous systems in a complete and up-to-date manner, collecting
additional data from various sources, obtained by diverse methods, including
BGP databases, RouteViews and RIPE projects and IRR and Looking Glass
databases. The authors have designed and implemented an automatic method
for collecting and updating the topology daily. Data is available starting in 2004.
We have collected and analyzed eight topologies, one of each semester from 2004
to 2007.

2.1 Overview of Inet 3.0 Topology Generator

Inet relies on the distribution of node degrees as foundation for its structure. The
generator’s data input is the number of nodes on the graph to be generated. The
algorithm is divided into four phases: generation and distribution of the degrees;
construction of the connecting component; connection of nodes of degree equal
to one; and finally filling edges of nodes having degrees to be completed. The
connection of edges is carried out based on the preferential attachment growth
model [4].

Inet models the network growth based on the number of nodes, which is re-
lated to the “age” of the topology. It begins setting up its baseline in November
1997 when the number of ASes was 3037. This is the minimum number of nodes
that Inet accepts as data input. In the first phase, it estimates the number of
edges according to the specified number of nodes in the topology, and assigns de-
grees for all nodes of the graph. The second phase goal is to make one connected
component, which is accomplished by generating a spanning tree. In the third
phase, the nodes of degree one are connected to the tree, assuring the construc-
tion of a single connected component. In the last phase, the lasting connections
are done, and at the end all nodes will have a number of connections equal to



NIT: A New Internet Topology Generator 111

the degree defined for each one. In Section 4 we present results of analysis of
topologies generated by the Inet 3.0.

3 Description of the NIT Topology Generator

In this section we describe the NIT algorithm. The NIT algorithm has five phases:
in phase 1 the node degrees are generated; in phase 2 the nodes are connected
to build one large connected component of the graph; in phase 3 a number of
cliques is generated in the graph; in phase 4, nodes of degree 1 are connected
to the graph; and in phase 5 we set the final connections to complete the node
degrees. The NIT algorithm is based on the Inet algorithm. NIT conserves the
last two phases of the Inet, which are its phases 4 and 5. The first two Inet
phases were remodeled in order to better capture the network topology of the
present time. Phase 3 of NIT is completely new and it was designed to model
the graph connectivity by the insertion of cliques in the topology.

The first task of the algorithm is to size the graph. The number of nodes is
the main input but we have to estimate the number of edges based on the degree
distribution. We have modeled the degree distribution with the Bounded Pareto
distribution which is a heavy-tailed distribution that has minimal and maxi-
mal values as parameters. The complement of the Bounded Pareto cumulative
distribution function (CCDF) is given by

F̄ (x) =
jα × 1

xα − ( j
k )α

1 − ( j
k )α

(1)

in that parameter j is the minimal value (degree = 1) and k is the maximal value,
that is obtained by modeling the highest degrees of all topologies considered.
Hence, x is an integer variable from j = 1 to k. The α parameter models the
degree variability and is obtained by the following equation:

E[x] =
α

1 − α
× k( j

k )α − j

1 − ( j
k )α

(2)

in that E[x] expresses the average degree, known from the topology data, just
as the j and k values. The α values calculated for all real topologies analyzed
from 2004 to 2007 as well as our model for this parameter are shown in the
plot on the right side of Fig. 1. It is a logarithmic adjustment with coefficient of
determination R2 = 0, 999.

We have also modeled the evolution of the frequency of nodes of degree 1 in
all topologies collected between 2004 and 2007. The model is shown in the plot
on the left side of Fig. 1. It is modeled by an exponential decay equation that
has R2 = 0, 999.

Therefore, using the models of the percentage of nodes of degree 1 and the
parameters of the Bounded Pareto distribution (α, k, and j), we have calculated
the distribution of the node degrees and assigned a specific degree to all nodes
of the synthetic graph, finishing the first phase of the algorithm.
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Fig. 2. Fittings for average and maximum clique size of the IRL topologies

The second phase goal is to start the graph as a connected component. This
is accomplished by building a spanning tree that includes all nodes of degree
three or higher. After that, the nodes of degree 2 are randomly connected. The
connections are designed to avoid the large proportion of small cliques that can
be found in Inet 3.0, as mentioned in the literature [4]. Small cliques do not
contribute to match the clustering coefficients found in the real topology.

In the third phase, our goal is to mimic the cliques pattern founded in the real
topology. We have modeled the distribution of clique sizes in the AS-level topol-
ogy, which follows a Gaussian distribution. The maximum clique size and average
clique size were modeled as a function of the number of nodes in the topol-
ogy, resulting in a logarithmic equation (R2 = 0, 998) representing the average
clique size and a linear equation (R2 = 0, 938) for representing the maximum
clique size, as presented in Fig. 2.

Thus, in the third phase we estimate the average clique size and the maxi-
mum clique size as a function of the number of nodes of the required topology
using these models. Nodes are chosen randomly considering their degrees to make
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as many cliques as indicated by the models. Modeling the clique distribution
is a very important step as the cliques have considerable influence in metrics
such as mean distance between nodes, node eccentricity, diameter and clustering
coefficients.

Phases 4 and 5 of NIT are similar to the last two phases of Inet. In the next
section we present the analysis of metrics comparing the actual topologies given
by the IRL database and the synthetic topologies generated by Inet 3.0 and by
the NIT algorithm.

4 Comparing Real and Synthetic Topologies

In this section we present results comparing topologies from three sources: the
real AS-level topology (IRL) and the synthetic topologies generated by NIT and
Inet. The baseline for comparison is the number of nodes, meaning that a com-
parison is made among topologies with the same number of nodes, which is a
measure of the “age” of the network. The topologies are compared according to
the following metrics: number of edges, distribution of distances and eccentrici-
ties, mean and maximum clique sizes, and cluster coefficients.

The growth of the number of edges in the topologies is shown in Fig. 3. We
observe that NIT reproduces better the evolution of the number of edges in the
real network, meaning that the Bounded Pareto distribution seems to be a good
model. The number of edges generated by Inet is getting severe underestimated
for large topologies, whereas NIT overestimate that value by a constant.
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Fig. 3. Edges growth in the Inet 3.0, NIT and IRL topologies

Figure 4 shows the cumulative distribution function (CDF) and the com-
plement of the CDF (CCDF) of vertex degrees for the most recently topology
analyzed. We observe that the Bounded Pareto distribution provides a good
model for the distribution of node degree. There is a divergence in the tail that
includes about 0.1% of nodes but the model of the largest degree helps in the
congruence.
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The distribution of distances and related metrics are structural metrics of
the graph. The distance between two nodes in a graph is the number of edges
in the shortest path between them. The eccentricity of a node is the distance
to the farthest node. The graph diameter is the maximum eccentricity over all
nodes in a graph. The graph radius is the minimum eccentricity over all nodes
in a graph.

The cumulative frequency of node distances for all topologies is shown on left
plot of Fig. 5. We notice a similar frequency behavior for the real topology and
the topology generated by NIT. The good results obtained for the distances are
due to the modeling of the number of edges (because more edges helps in graph
connectivity), and the design of the clique construction phase (NIT’s phase 3),
that has influence in the distribution of distances.

The plot on the right of Fig. 5 shows the CDF of the vertex eccentricities in
the graph. The analysis shows that the topology generated by NIT presents the
same values for diameter and radius of the IRL databases, 9 and 5 respectively,
although the frequencies of eccentricities diverge.

Our next analysis focuses on the distribution of clique sizes. Figure 6 shows
the CCDF of clique size on the left plot and the evolution of the maximum
clique size for all topologies on the right side. We observe that the Inet topology
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Fig. 7. Clustering coefficients of the Inet, NIT and IRL topologies

generator produces cliques of very small size compared to the real topology. The
NIT generator is able to build larger cliques but in a smaller frequency than the
real topology, meaning that there is room for improvement.

Our last analysis regards the clustering coefficients. These metrics express the
global connectivity of the graph. We have inspected the metrics global clustering
coefficient (CCg) and the average clustering coefficient per degree (CCm), which
are presented on the right and left plots of Fig. 7, respectively. A definition of
these metrics can be found in [17].

We observe the variability of CCm in the real topology compared to the
synthetic topologies. The plot on the right shows that the global clustering co-
efficients of the topologies generated by NIT are getting closer to the values of
real topologies.

Finally, we explore the variability of topological metrics generated by different
executions of the NIT generator. We generated 100 random topologies of each
size (number of nodes) by specifying the first hundred prime numbers as seeds
for each execution. We found that the standard deviations for the metric values
were very low in all cases. The coefficient of variation, defined as the ratio of the
standard deviation to the mean, is lower than 0.06 for all metrics.
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5 Conclusion and Future Work

This paper presents a new Internet autonomous system level topology generator
called NIT. The need for a new generator is explained by the evolution of the
Internet topology in the last years. We have studied and characterized the evo-
lution of the autonomous system level topology in the period from 2004 to 2007.
The real topology is growing and getting denser, the distances are shrinking and
the average and maximal clique size are becoming larger.

Our generator is based on the Inet 3.0 source code. NIT improves on Inet 3.0
in all metrics tested, introducing new models and a new phase in the algorithm.
The results present evidence that the topologies produced by NIT mimics the
AS level topology better than the topologies generated by Inet. The usage of
topology generators, and particularly Inet, is very significant in computer net-
work research. This work intends to contribute to the generation of more realistic
synthetic topologies.

The generation of synthetic topologies that closely resemble the Internet topol-
ogy is an open problem. The observation that a large number of topologies could
be built from a degree distribution [26] turns the approach based on degrees in-
sufficient to model the topology of the Internet. We believe that the association
of degree distribution and metrics of distance may establish a new paradigm
for the construction of synthetic topology generators, replacing the paradigm of
generation based only on the node degree distribution.
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Abstract. This paper proposes and analyzes efficient rate and power
allocation algorithms for MIMO-OFDMA broadcast channels based on
linearly precoded orthogonal space-time block codes. The weighted sum-
rate maximization problem is considered for both continuous and discrete
rate allocation schemes. Since this problem is non-convex and combina-
torial in nature, the Lagrange dual decomposition method is used to find
an accurate near-optimal solution. The effects of using different MIMO
configurations and realistic channel models with space and frequency
correlation over the weighted sum-rate of the system is considered.

Keywords: Resource allocation, OFDMA, MIMO, STBC, linear pre-
coding, Lagrange dual methods.

1 Introduction

The use of multiple-input multiple-output (MIMO) technology has shown to
be a major breakthrough in providing high-rate reliable wireless communica-
tions links [1, 2, 3]. Furthermore, orthogonal frequency division multiple access
(OFDMA), which decouples a broadband frequency-selective channel into mul-
tiple parallel frequency-flat fading channels through the use of the fast Fourier
transform (FFT), has demonstrated to provide a high degree of flexibility in
radio resource allocation, allowing the exploitation of the so-called multiuser
diversity embedded in frequency-selective fading channels [4].

Over the past decade, owing to their great promises, OFDMA and MIMO
have been synergistically integrated to offer the benefits of both resource allo-
cation flexibility and high performance [5, 6] and MIMO-OFDMA systems have
found their way into several standards for next-generation wireless communica-
tion networks, notably IEEE 802.16e and 3GPP-LTE (Third Generation Part-
nership Project-Long Term Evolution). There are different ways of exploiting
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multiple antennas at both ends of the MIMO-OFDMA communications link;
among them, orthogonal space-time block coding (OSTBC) [7] is a simple yet
very effective means of achieving transmit/receive diversity. These space-time
coding schemes do not exploit channel knowledge at the transmitter. However,
channel state information (CSI), if it is available, can of course be used to com-
bine linear precoding strategies with OSTBC, exploiting in this way the joint
benefits of both conventional beamforming and OSTBC [8,9, 10].

Based on the analytical framework proposed by Seong et al. [11], our objec-
tive in this paper is to propose and analyze efficient rate and power allocation
algorithms for MIMO-OFDMA broadcast channels based on the use of combined
linear precoding and OSTBC. In particular, the weighted sum-rate maximiza-
tion problem is considered. It is a non-convex combinatorial problem whose
complexity increases exponentially with the number of users and subcarriers in
the system [12]. However, Yu and Lui [13] showed that, even though this opti-
mization problem is non-convex, the Lagrange dual decomposition method can
be used to find an accurate suboptimal solution, as the duality gap becomes
zero when the number of subcarriers goes to infinity. Motivated by this result,
the downlink weighted sum-rate maximization problem for linearly precoded
OSTBC-based MIMO-OFDMA wireless systems is solved in the dual domain by
using Lagrange dual decomposition.

2 System Model

Let us consider the downlink of a single-cell1 OFDMA base station equipped
with NT transmit antennas. We note that these NT physical antennae will be
transformed into M (with M ≤ NT ) virtual antennas through the action of the
precoder. The OFDMA system has NFFT subcarriers from which N of them
are used to provide service to K active mobile stations, each equipped with
NR receive antennas. Used subcarriers and active users are indexed by the sets
N = {0, . . . , N−1} and K = {0, . . . , K−1}, respectively. Let us also assume that
user k has been assigned subcarrier n, and that the base station uses an OSTBC
in order to achieve transmit diversity. We denote the code matrix that defines
the OSTBC as C (Zk,n,η) ∈ CT×M , which is used to distribute the ηth block of
Ks symbols Zk,n,η = {zk,n,η,0, . . . , zk,n,η,Ks−1} among the M virtual transmit
antennas and T OFDM symbol periods where, without loss of generality, symbols
{zk,n,η,ks}Ks−1

ks=0 are assumed to be taken from a complex constellation A with
average energy E{|zk,n,η,ks |2} = 1. Since T OFDM symbols are necessary to
transmit Ks ≤ T symbols, the coding rate of the STBC is Rc = Ks/T . The
elements of C (Zk,n,η) are linear combinations of the symbols {zk,n,η,ks}Ks−1

ks=0
and their conjugates. Furthermore, due to orthogonality, it holds that

(C (Zk,n,η))H
C (Zk,n,η) = a

(
Ks−1∑
ks=0

|zk,n,η,ks |2
)

IM , (1)

1 In order to simplify the problem of resource allocation, the inter-cell interference is
assumed to be either absent or simply modeled as additive white Gaussian noise.
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where (·)H denotes the matrix complex conjugate transpose operator, IM is
the M × M identity matrix and a is a constant that depends on the OSTBC
coding matrix. For instance, a = 1 for the Alamouti-STBC and, taking the codes
proposed by Tarokh et al. in [7], a = 1 for the rate Rc = 3/4 OSTBCs H3 and
H4, and a = 2 the rate Rc = 1/2 OSTBCs G3 and G4. Before transmission,
the space-time codeword is multiplied by a precoding matrix F k,n,η ∈ C

M×NT ,
satisfying the power constraint ‖F H

k,n,ηF k,n,η‖2
F = 1, where ‖ · ‖F denotes the

matrix Frobenius norm.
At the receiver side, assuming perfect sample and symbol synchronization,

and a cyclic prefix of length greater that the maximum duration of the channel
impulse response, the T × NR received signal matrix for the OSTBC block η of
user k over subcarrier n is given by

Y k,n,η =
√

pk,n,η

a Rc
C (Zk,n,η)F k,n,ηHk,n,η + νk,n,η, (2)

where pk,n,η is the power allocated to user k over subcarrier n for each OFDM
symbol in OSTBC block period η and the receiver noise νk,n,η is an T × NR

matrix with elements modeled as independent identically distributed (i.i.d.) zero-
mean complex circular-symmetric Gaussian random variables, each with variance
σ2

ν . The matrix Hk,n,η denotes the NT ×NR frequency domain complex channel
gain matrix from all transmit antennas to all receive antennas for user k over
subcarrier n and OSTBC block period η. The elements of Hk,n,η are derived
from a user-dependent power delay profile [14, 15]. Assuming perfect CSI, the
maximum likelihood (ML) receiver decides in favor of the block of symbols Ẑk,n,η

satisfying

Ẑk,n,η = arg min
Ẑ∈AKs

∥∥∥∥Y k,n,η −
√

pk,n,η

a Rc
C
(
Ẑ
)

F k,n,ηHk,n,η

∥∥∥∥
2

. (3)

Noting the column orthogonal characteristic of the space-time block coding ma-
trix, the minimization in (3) can be decoupled into Ks parts that are only a
function of zk,n,η,ks , for ks = 0, . . . , Ks − 1, respectively [7, 16]. It can be shown
that the ML decision rule for the ksth symbol zk,n,η,ks is given by [16]

ẑk,n,η,ks = arg min
ẑ∈A

∣∣∣∣ỹk,n,η,ks −
√

pk,n,η

Rc
‖F k,n,ηHk,n,η‖2

F ẑ

∣∣∣∣
2

, (4)

for all ks = 0, . . . , Ks − 1, with

ỹk,n,η,ks =
√

pk,n,η

Rc
‖F k,n,ηHk,n,η‖2

F zk,n,η,ks + ν̃k,n,η,ks , (5)

where ν̃k,n,η,ks is a noise sample modeled as a zero-mean complex circular-
symmetric Gaussian random variable with variance σ2

ναk,n,η. Thus, the effec-
tive instantaneous signal to noise ratio at the output of the ML detector can be
expressed as

γk,n,η =
pk,n,ηαk,n,η

Rcσ2
ν

, (6)
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where αk,n,η = ‖F k,n,ηHk,n,η‖2
F . The optimal precoding matrix, in the sense of

maximizing the SNR, is thus obtained when αk,n,η is maximized. As stated by
Sanayei et al. in [10, Theorem 1], an optimal precoding matrix has the form2

F k,n,η = ψvT
k,n,η, where v ∈ CNT×1 is the left singular vector of Hk,n,η associ-

ated with its largest singular value, denoted as σmax(Hk,n,η), and ψ ∈ CM×1 is
an arbitrary unit norm vector. For the above choice of F k,n,η we have that

αk,n,η = trace
(
HH

k,n,ηF H
k,n,ηF k,n,ηHk,n,η

)
= trace

(
HH

k,n,ηvk,n,η‖ψ‖2
2v

T
k,n,ηHk,n,η

)
= σ2

max(Hk,n,η).
(7)

3 Optimization Variables

Power allocation: Let pn,η = [p0,n,η · · · pK−1,n,η]T denote the vector of power al-
location values for subcarrier n and STBC block η. For a given set of constraints,
the allocation algorithm will be in charge of determining the power allocation
vector

pη =
[(

p0,η

)T · · · (pN−1,η

)T ]T (8)

optimizing the objective function. In addition to determining the power alloca-
tion values, the resource allocation algorithms should also allocate subcarriers
and transmission rates. Nevertheless, as it will be shown next, the power alloca-
tion vector pη can also be used to represent the allocation of all these resources,
thus simplifying the formulation of the optimization problem [17].

Subcarrier allocation: As usual, it is assumed that subcarrier sharing is exclu-
sive, that is, only one user is allowed to transmit on a given subcarrier. Hence,
the subcarrier allocation constraints can be captured by constraining the power
allocation vector as

pn,η ∈ Pn =
{
pn,η ∈ R

K
+ : pk,n,ηpk′,n,η = 0; ∀ k �= k′; k, k′ ∈ K} . (9)

Hence, the power allocation vector satisfies

pη ∈ P = P0 × · · · × PN−1 ⊂ R
KN
+ . (10)

Continuous rate allocation: The achievable capacity (ideal continuous rate) for
user k over subcarrier n, measured in bits per second per Hz, can be written as

Rk,n,η (pk,n,η, αk,n,η) = Rc log2 (1 + γk,n,η)

= Rc log2

(
1 +

pk,n,ηαk,n,η

Rcσ2
ν

)
.

(11)

As a consequence, the transmission rate allocation is uniquely determined by
the power allocation value pk,n,η.
2 Notice that we have defined the channel matrix as the transpose of that used in [10].

Furthermore, the objective of minimizing the error probability, as used in [10], is
equivalent to our objective of maximizing the SNR.
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Discrete rate allocation: Systems based on adaptive modulation and coding
(AMC) can only use a discrete set M = {0, . . . , M − 1} of modulation and
coding schemes (MCS), which are characterized by a particular transmission
rate rm (in bits per second per Hertz), for all m ∈ M. In this case, the set
R+ is subdivided in M disjoint intervals, each defining the margin of effective
instantaneous signal to noise ratios over which a particular MCS will be selected
by the AMC scheme. Thus, the transmission rate for user k over subcarrier n
and STBC block η can be expressed using the staircase function

Rk,n,η (pk,n,η, αk,n,η) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Rc r0 , 0 ≤ γk,n,η < Γ1

Rc r1 , Γ1 ≤ γk,n,η < Γ2

...
...

Rc rM−1 , ΓM−1 ≤ γk,n,η < ∞
(12)

where {Γm}M−1
m=1 , with Γm+1 ≥ Γm, are the effective instantaneous SNR bound-

aries defining the MCS selection intervals. Generally, these SNR boundaries are
obtained by setting a target error rate P0 and determining the margin of effec-
tive instantaneous SNR values that guarantee the target error rate when using
each one of the MCSs. As in the continuous rate case, the power allocation value
pk,n,η uniquely determines the transmission rate allocation.

4 Weighted Sum-Rate Maximization

Assuming the availability of perfect channel state information (CSI), the instan-
taneous weighted sum-rate maximization problem can be formulated as (see, for
instance, [18, 11, 17])

max
pη∈P

K−1∑
k=0

wk,η

N−1∑
n=0

Rk,n,η (pk,n,η, αk,n,η)

s.t.
K−1∑
k=0

N−1∑
n=0

pk,n,η ≤ PT ,

(13)

where PT is the maximum base station transmission power. The user weights
{wk,η}K−1

k=0 are positive constants satisfying
∑K−1

k=0 wk,η = 1 that allow the MAC
layer setting priorities of different users in the system and enforcing certain
notions of fairness [17]. Let us approach this optimization problem using duality
principles [13]. The Lagrangian of (13) can be expressed as

L (pη, λ
)

=
K−1∑
k=0

wk,η

N−1∑
n=0

Rk,n,η (pk,n,η, αk,n,η) + λ

(
PT −

K−1∑
k=0

N−1∑
n=0

pk,n,η

)
.

(14)
Using the subcarrier exclusive allocation constraint and the fact that the power
variables are separable across subcarriers, the dual optimization problem can be
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written as

g(λ) = min
λ≥0

[
max
pη∈P

L (pη, λ
)]

= min
λ≥0

[
λPT +

N−1∑
n=0

max
k∈K

(
max

pk,n,η≥0
(wk,ηRk,n,η (pk,n,η, αk,n,η) − λpk,n,η)

)]
.

(15)

Thus, the problem has been reduced to a per-subcarrier optimization, and since
N  K, the computational complexity has been significantly reduced.

Continuous rate allocation: In case of using Rk,n,η (pk,n,η, αk,n,η) as defined
in (11), the innermost maximization in (15) provides a multilevel water-filling
closed-form expression for the optimal power allocation given as

℘k,n,η(λ) =
[

1
χk,n,η(λ)

− 1
ζk,n,η

]+
, (16)

where [x]+ = max(0, x), χk,n,η(λ) = λ ln 2
wk,n,ηRc

and ζk,n,η = αk,n,η

Rcσ2
ν

. Now, using
(16) in (15) yields

g(λ) = min
λ≥0

[
λPT +

N−1∑
n=0

max
k∈K

(wk,ηRk,n,η (℘k,n,η(λ), αk,n,η) − λ℘k,n,η(λ))

]
.

(17)
Using standard properties of dual optimization problems [13], it can be shown
that the objective function for the dual problem is convex with respect to λ
and thus, line search methods like, for example, Golden-section or Fibonacci,
can be used to determine λ∗. Once λ∗ has been found, it can be used in the
optimization functions to obtain the following user and power allocation for
each of the subcarriers in the system

k∗
n = argmax

k∈K
(wk,ηRk,n,η (℘k,n,η(λ∗), αk,n,η) − λ∗℘k,n,η(λ∗)) (18a)

pk,n,η =
{

℘k,n,η(λ∗) , k = k∗
n

0 , otherwise. (18b)

Discrete rate allocation: In this case Rk,n,η (pk,n,η, αk,n,η) is a non-derivable
discontinuous function. However, using (12) the set R+ can be subdivided into
M segments

R+
m =

[
Γm

ζk,n,η
,
Γm+1

ζk,n,η

)
, m ∈ M, (19)

and given that λ and pk,n,η belong to R+, if a power allocation pk,n,η is used
such that Γm ≤ γk,n,η < Γm+1 then

wk,ηRk,n,η (pk,n,η, αk,n,η) − λpk,n,η

= wk,ηRcrm − λpk,n,η ≤ wk,ηRcrm − λ
Γm

ζk,n,η
, ∀ pk,n,η ∈ R+

m.
(20)
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As a consequence, there only exist M candidate power allocations

℘k,n,η(λ) ∈
{

Γ0

ζk,n,η
, . . . ,

ΓM−1

ζk,n,η

}
(21)

from which the one maximizing wk,ηRcrm − λ Γm

ζk,n,η
must be selected, that is,

℘k,n,η(λ) =
Γm∗

k,n(λ)

ζn,k,η
, (22)

where

m∗
k,n(λ) = arg max

m∈M

(
wk,ηRcrm − λ

Γm

ζk,n,η

)
. (23)

Using (22) in (15), the dual optimization problem can be rewritten as

g(λ) = min
λ≥0

[
λPT +

N−1∑
n=0

max
k∈K

(
wk,ηRk,n,η

(
Γm∗

k,n(λ)

ζn,k,η
, αk,n,η

)
− λ

Γm∗
k,n(λ)

ζn,k,η

)]

(24)
and, as in the continuous rate allocation case, simple line search methods can be
used to determine λ∗, that can then be substituted in the optimization functions
to obtain the optimal user, rate and power allocation for each of the subcarriers
of the system

k∗
n = arg max

k∈K

(
wk,ηRcrm∗

k,n(λ∗) − λ∗ Γm∗
k,n(λ∗)

ζk,n,η

)
(25a)

Rk,n,η =
{

Rc rm∗
k,n(λ∗) , k = k∗

n

0 , otherwise,
pk,n,η =

{
Γm∗

k,n
(λ∗)

ζk,n,η
, k = k∗

n

0 , otherwise.
(25b)

5 Numerical Results

Without loss of generality, we consider a MIMO-OFDMA system with param-
eters extracted from the draft specifications of IEEE 802.11n. In particular,
we consider an operating setup with bandwidth B = 20 MHz over a carrier
frequency f0 = 5.25 GHz and NFFT = 64 subcarriers from which N = 52 are
used to transmit data. For simplicity, an uncoded Gray-mapped square 2rl-QAM
with rl ∈ {0, 2, 4, 6} bits and SNR thresholds ηl ∈ {−∞, 9.97, 16.96, 23.19} dB
has been assumed in discrete rate allocation case [17]. The use of channel coding
certainly would increase the global sum-rate but would not modify the general
trends and conclusions. The frequency-selective Rayleigh fading channel has been
simulated using models B and E proposed by Kermoal et al. in [15]. Transmit
and receive antennas are configured as linear uniform arrays with antenna spac-
ing of 1 and 1/2 wavelength, respectively. Numerical results have been obtained
through a Monte-Carlo simulation using 1,000 channel realizations.
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Fig. 1. Two-user capacity regions and sum rates for different number of users as a func-
tion of NT ×NR MIMO configuration, frequency-selective channel model and resource
allocation strategy

In Figs. 1(a) and 1(b), we show the capacity regions of a linearly precoded
system using Alamouti STBC with 2 users and varying w1 between 0 and 1,
and setting w2 = 1 − w1. Results are presented for continuous and discrete rate
allocation algorithms as a function of NT ×NR MIMO configuration. Obviously,
discrete rate allocation algorithms show a capacity loss with respect to the ideal
(Shannon capacity-based) continuous rate allocation schemes. Nevertheless, as
observed by Wong et al. in [17], the general trends are very similar to the con-
tinuous rate case. As shown in Fig. 1(a), the joint use of OSTBC and linear
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precoding at the transmitter side produces a substantial increase in system ca-
pacity. Fig. 1(b) shows an even more pronounced capacity increase as the number
of receive antennas is incremented. However, it is important to note the dimin-
ishing capacity returns that are obtained as the number of diversity branches
increases, either at the transmitter or the receiver sides. Fig. 1(c) shows the same
capacity regions for different values of γ̂ � PT /σ2

ν and varying the frequency-
selective Rayleigh channel model. It can be observed that, especially for lower
SNRs, a higher sum rate is obtained when transmitting over channel model E.
This suggests that channel selectivity (spatial and/or frequential) can be con-
verted into multiuser diversity.

Fig. 1(d) depicts the sum capacity for a precoded Alamouti 4 × 2 system,
with γ̂ = 10 dB, as a function of the number of users, K. Results have been
obtained by generating a random set of user weights for each channel realization.
Sum capacity results for a constant power allocation strategy are also shown for
comparison. First of all, the effect of multiuser diversity can be observed as
the sum capacity grows as the number of users increases. Second, we see that
the capacity gain due to multiuser diversity is also subject to the diminishing
capacity returns as the number of users increases. Finally, it is interesting to
note that the capacity gain provided by the use of variable power allocation
algorithms becomes negligible when using continuous rate allocation algorithms,
thus suggesting that using powerful channel coding strategies in a more realistic
discrete rate system can make unnecessary the use of power allocation.

6 Conclusions

In this paper we have proposed and analyzed effective rate and power allocation
strategies for MIMO-OFDMA broadcast channels in systems employing linearly
precoded orthogonal space-time block codes. The Lagrange dual decomposition
method has been used to find an accurate near-optimal solution to the weighted
sum-rate maximization problem for both continuous and discrete rate allocation
schemes. Simulations have been presented for different MIMO configurations,
realistic frequency-selective channel profiles and varying number of users. Results
demonstrate that the joint use of OSTBC and linear precoding at the transmitter
side and space diversity at receiver side produces a substantial increase in system
capacity. However, diminishing capacity returns are obtained as the number
of diversity branches increases, either at transmission or reception. Similarly,
multiuser diversity is also affected by diminished capacity returns as the number
of users grows.
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Abstract. System spectral efficiency and user fairness are crucial as-
pects for resource allocation in multi-user OFDM-based cellular net-
works. This work intends to investigate the influence of the performance
of packet scheduling algorithms on the trade-off between these two ob-
jectives in scenarios with non real-time and real-time services. By means
of system-level simulations, we were able to create a didactic map of
the relation between these two aspects and propose ways to exploit this
trade-off efficiently.

Keywords: Packet Scheduling, spectral efficiency, fairness, OFDMA.

1 Introduction

The wireless shared channel in cellular networks is a medium over which many
Mobile Terminals (MTs) compete for resources. In such a scenario, spectral ef-
ficiency and fairness are crucial aspects for resource allocation. From a cellular
operator perspective, it is very important to use the channel efficiently because
the available frequency spectrum is scarce and the revenue must be maximized.
From the users’ point of view, it is more important to have a fair resource
allocation so that they can meet their Quality of Service (QoS) requirements
and maximize their satisfaction. The time-varying nature of the wireless en-
vironment, coupled with different channel conditions for different MTs, poses
significant challenges to accomplishing these goals. In general, these objectives
cannot be achieved simultaneously and an efficient trade-off must be achieved.
In recent years, Radio Resource Management (RRM) has been envisaged as one
of the most efficient techniques to achieve a desirable trade-off among these two
conflicting objectives in cellular multi-carrier systems.

Many next generation wireless systems are based on Orthogonal Frequency
Division Multiple Access (OFDMA), which provides a high degree of flexibility
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that can be exploited by RRM algorithms. There are different sources of diversity
in an OFDMA-based system, such as time, frequency and multi-user diversities.
Thus, it is possible to dynamically allocate subsets of sub-carriers for different
MTs, and to adapt the Modulation and Coding Scheme (MCS) and power for
each sub-carrier according to the instantaneous channel conditions. Multi-carrier
Packet Scheduling (PS) is an RRM strategy that assigns the sub-carriers to the
users based on priority functions that can take into account channel- and user-
related information, such as channel gains, QoS metrics, buffer occupancy, etc.

Some works in the literature tried to find an efficient trade-off between system
capacity and fairness in OFDMA networks based on cross-layer optimization
[1,2,3], utility theory [4] or both of them [5]. The only works that have used a
well defined methodology for analyzing the fairness were [1] and [4], while the
others made the evaluation implicitly comparing QoS metrics. The advantage of
[1] compared to the others is that it used an intuitive and easy way to assess
the fairness among the users by means of a fairness index. The present paper
extends the work of [1], emphasizing and explicitly showing the influence of PS
algorithms on the trade-off existent between spectral efficiency and fairness on
OFDMA cellular systems considering scenarios with Non-Real Time (NRT) or
Real Time (RT) services.

The paper is organized as follows. Section 2 presents the system modelling. In
section 3, we show the PS algorithms studied in this contribution, while section
4 depicts the simulation results. Finally, the conclusions are drawn in section 5.

2 System Model

The considered scenario is a single cell with hexagonal shape. We consider
a network with one transmitter (Base Station (BS)) and J receivers (MTs).
The transmitted Orthogonal Frequency Division Multiplexing (OFDM) signal is
time-slotted, where in every time slot at most one user can be served over each
sub-carrier.

The considered environment is Typical Urban (TU) [10] where each user expe-
riences independent transmit conditions. The channel has a frequency-selective
Rayleigh fading, with the channel coherence time such that each sub-carrier ex-
periences only flat fading. It is assumed that the channel fading rate is slow
enough so that the frequency response does not change during a Transmission
Time Interval (TTI). Each user also experiences shadowing with log-normal
distribution. A perfect knowledge of the Channel State Information (CSI) at
the transmitter side is assumed, with no signaling overhead transmitted. The
signal strength at the receiver side depends on the path-loss calculated by:
L = 128.1 + 37.6 log10 d, where d is the distance to the BS in km. It was as-
sumed that the MTs remained stationary, hence there is no need to implement
any handover scheme.

Regarding the power allocation strategy, we assume that the total BS trans-
mission power is equally divided among all sub-carriers. The bit allocation on
each sub-carrier is determined using the modified Shannon’s capacity model [5]:
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cj,k = log2 (1 + Γpkρj,k), where cj,k is the achievable throughput of user j over
sub-carrier k, pk is the transmit power allocated at sub-carrier k, ρj,k is the
Signal-to-Noise Ratio (SNR) of user j at sub-carrier k, and Γ is the SNR gap
given by 1.5

− ln 5BER [5] (the target Bit Error Rate (BER) was 10−6). Since we
used discrete modulations QPSK, 16-QAM and 64-QAM, we made an appropri-
ate integer quantization of cj,k. Assuming that a sub-carrier set Kj is assigned to
user j, its transmission rate is calculated as rj =

∑
k rj,k =

∑
k cj,k · ∆f , where

∆f is the sub-carrier bandwidth and k ∈ Kj .
Regarding the traffic models, all NRT users are assumed to have an infinite

amount of data to transmit during the whole simulation run (full-buffer model).
As an example of RT service we considered Voice over IP (VoIP). This model
follows an ON-OFF pattern, where each ON and OFF period duration are ex-
ponentially distributed. During the ON period, the transmitter generates one
packet with fixed size of 32 bytes every voice frame. In the case of the 3rd. Gen-
eration Partnership Project (3GPP) Adaptive Multirate (AMR) voice codec,
the frame duration is 20 ms. If any packet arrives at the receiver with a delay
higher than 100 ms, it is discarded. In order to simulate a scenario with only
VoIP users, we would need to consider a huge amount of users so that our high
capacity OFDMA system becomes loaded, which would be unfeasible in terms of
computational cost. In order to solve this problem we made two assumptions: i)
consider 100% of voice activity, and ii) decrease the packet inter-arrival time to
2 ms. These two assumptions can be justified if we consider that each real VoIP
user has an associate cluster of C virtual users that will be responsible to gen-
erate the traffic. These virtual users are ideally located in the same position of
the real user and the difference in their propagation gains is assumed negligible.

3 Packet Scheduling Algorithms

In the following, the formulation of the PS techniques studied in this paper is
presented. Sections 3.1 and 3.2 present the algorithms suitable for NRT and RT
services, respectively.

3.1 Non Real-Time Services

In order to study the trade-off between system capacity and user fairness in
a scenario with a NRT service, we evaluated the Max-Rate (MR), Max-Min
Fairness (MMF) and Proportional Fairness (PF) PS algorithms, whose math-
ematical formulations are presented in equations 1, 2 and 3, respectively. The
MT j∗ is chosen to transmit on the kth sub-carrier in TTI n if it satisfies the
condition given by the corresponding equation:

j∗ = argmax
j

{rj,k [n]} , ∀j (1)

j∗ = arg max
j

{
1

Tj [n − 1]

}
, ∀j (2)
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j∗ = arg max
j

{
rj,k [n]

Tj [n − 1]

}
, ∀j (3)

where rj,k [n] is the achievable data rate of the jth MT on the kth sub-carrier in
TTI n and Tj [n − 1] is the average throughput of the jth MT calculated up to
TTI n−1. The throughput of the jth MT is averaged using a Simple Exponential
Smoothing (SES) filtering, as indicated in equation 4.

Tj [n] = (1 − λ) · Tj [n − 1] + λ · rj (4)

where rj is the instantaneous achievable data rate of the jth MT and λ is the
filtering constant.

The MR scheduling policy was firstly presented in [6]. With this strategy, a
specific sub-carrier is assigned to the MT with the best channel quality (i.e. the
highest achievable bit-rate) on that sub-carrier. This scheduling policy provides
the maximum cell throughput at the expense of lower throughput-based fairness,
since the MTs in bad fading conditions would not be chosen for transmission.

The MMF PS gives priority to the MT that has experienced the worst through-
put so far [7]. In this way, in terms of throughput, it is the most fair criterion
possible, since all MTs will have approximately the same throughput in the
long-term. This high fairness will be achieved at the expense of low spectrum
efficiency, caused by the MTs with poor channel quality. One can notice that in
equation 2, the achievable bit-rate on the sub-carriers is not present. Therefore,
in each TTI, all the sub-carriers will be assigned to the chosen MT j∗, giving to
MMF a Time Division Multiple Access (TDMA) behavior. This fact is enforced
by considering that in the model assumed in this work the NRT user always has
data to transmit.

Finally, the PF strategy takes into account both the instantaneous channel
conditions and the average throughput of the MTs [8]. In this way, it is a trade-
off between the spectral efficiency and throughput-based fairness achieved by
MR and MMF.

3.2 Real Time Services

In order to investigate the trade-off in an OFDMA system with RT service, we
chose to evaluate the PF, Delay-Based First In First Out (D-FIFO) and Modified
Largest Weighted Delay First (M-LWDF) PS algorithms, whose priority policies
are presented in equations 5, 6 and 7, respectively. The MT j∗ is chosen to
transmit on sub-carrier k at TTI n if it satisfies the condition given by the
corresponding equation:

j∗ = arg max
j

{
rj,k[n]

Tj [n − 1]

}
, ∀j (5)

j∗ = arg max
j

{
Dhol

j [n]
}

, ∀j (6)

j∗ = arg max
j

{
rj,k[n]

Tj [n − 1]
· Dhol

j [n]
}

, ∀j (7)
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where Dhol
j [n] is the delay experienced by the Head Of Line (HOL) packet of

user j at TTI n, while rj,k[n] and Tj[n − 1] are defined and calculated as in
section 3.1.

Among the three algorithms presented in this section, PF is expected to be
the most unfair in terms of delay, and the most efficient in terms of resource
usage, because it is not directly influenced by the delay metric and takes into
account the channel quality. PF was chosen instead of MR because the former
is expected to perform better than the latter for delay-sensitive RT services.

D-FIFO gives priority to the MT with the highest HOL packet delay. In this
way, in terms of delay, it is the most fair criterion possible. Like the MMF crite-
rion, D-FIFO also does not use CSI of the sub-carriers, ignoring the frequency
diversity offered by the OFDMA system. Therefore, D-FIFO assumes a TDMA
behavior, giving to the user chosen for transmission at TTI n the right to trans-
mit over all the sub-carriers. This strategy is not efficient in the resource usage,
so it is expected to provide lower system throughput.

The M-LWDF algorithm [9] is a trade-off between PF and D-FIFO, since
it should provide intermediate delay-based fairness and intermediate resource
usage efficiency.

4 Simulation Results

Similar to [1], the present work uses a well defined methodology to evaluate the
fairness among the users based on the definition of the user and system fairness
indexes. This paper extends the work in [1] proposing fairness indexes suitable
for RT services. Our definition of fairness is based on QoS, so the fairness indexes
for NRT and RT services are based on session throughput and delay, respectively.

To calculate the fairness of the system, we first have to define the fairness
indexes related to the NRT and RT users, as presented in equation 8 below.

φNRT
j [n] =

Tj[n − 1]
T req

j

; φRT
j [n] =

Dj [n]
Dreq

(8)

where T req
j is the throughput requirement of the jth NRT user and Dreq is the

maximum allowable delay for the RT service. Dj [n] is calculated through a SES
filtering as shown in equation 9 below.

Dj [n] = (1 − τ) · Dj[n − 1] + τ · Dinst
j [n] (9)

where Dinst
j is the instantaneous mean delay of the packets present in the buffer

of user j at TTI n.
The fairness indexes φNRT

j [n] and φRT
j [n] are calculated at each TTI and for

each user depending on his type of service. The overall fairness index related to
the system is defined as:

ΦNRT [n] =

(∑J
j=1 φNRT

j [n]
)2

J ·∑J
j=1

(
φNRT

j [n]
)2 ; ΦRT [n] =

(∑J
j=1

1
φRT

j [n]

)2

J ·∑J
j=1

(
1

φRT
j [n]

)2 (10)
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where J is the number of MTs in the cell, and φNRT
j [n] and φRT

j [n] are calculated
in equation 8. Notice that 1

J ≤ Φ ≤ 1. A perfect fair allocation is achieved when
Φ = 1, which means that the throughput or delay experienced by the MTs are
equally proportional to their throughput/delay requirements (all user fairness
indexes are equal). The worst allocation occurs when Φ = 1

J , which means that
all sub-carriers were allocated to only one MT. In this way, the overall fairness
indexes ΦNRT [n] and ΦRT [n] are intuitive and easy ways to assess the fairness
among the users in their respective service classes.

Table 1. Simulation parameters

Parameter Value Unit

Number of cells 1 -

BS transmission power 5 W

Cell radius (R) 500 m

Number of sub-carriers (K) 192 -

Sub-carrier bandwidth (∆f) 15 KHz

Transmission Time Interval 0.5 ms

Shadowing standard deviation 8 dB

Noise power per sub-carrier -123.24 dBm

BER requirement 10−6 -

Modulation schemes QPSK, 16-QAM, 64-QAMa -

Throughput requirement (T req
j ) 1.4 Mbps

Delay Requirement (Dreq) 100 ms

Cluster load for RT model (C) 10 -

Throughput filtering constant (λ) 0.1 -

Delay filtering constant (τ ) 0.1 -

Fairness factor filtering constant 0.1 -

Simulation time span 15 s

Number of realizations for each point 10 -
a Only QPSK and 16-QAM were used for the simulations with RT services.

The parameters used in the simulation campaign are depicted in table 1. We
divide the presentation of the results in two parts: NRT and RT in sections 4.1
and 4.2, respectively. In order to evaluate the efficiency in the resource usage, we
use the total cell throughput metric. The QoS-based fairness metric presented
in the graphics is the mean system fairness index: the values of the fairness
indexes ΦNRT [n] and ΦRT [n] were calculated using equation 10, filtered with an
exponential filter and averaged over the whole simulation. In order to extend
the fairness analysis, we equally separate the users in two groups of same size,
inner and outer users, based on path loss and shadowing. The former are the
ones closest to the BS (inner zone of the cell) that experience better channel
conditions, while the latter are those that are far from the BS (outer zone of
the cell).
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4.1 Non Real-Time Services

In Fig. 1(a), the throughput-based mean system fairness index is shown. As
expected, MMF is the most fair algorithm, while MR is the most unfair. PF
showed an intermediate behavior, confirming to be a trade-off. The performance
of PF was closer to MMF than to MR, with a fairness index around 0.9.

Fig. 1(b) depicts the total cell throughput, which is a measure of the system
spectral efficiency. As expected, MR is the algorithm with the highest perfor-
mance, while MMF is not able to exploit efficiently the available resources. Again,
PF presented an intermediate performance. Looking at Figs. 1(a) and 1(b), one
can clearly see the conflicting objectives of capacity and fairness maximization,
and how MR and MMF are able to achieve one objective in detriment of the
other. PF is an exception because it is able to find a trade-off.

The mean throughput of the users classified as inner (good) and outer (bad)
users is shown in Fig. 1(c). This analysis is very important to give us an insight
about the distribution of fairness in the system. It is interesting to focus on the
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difference between the inner and outer curves within the same algorithm in Fig.
1(c). For instance, if we consider MR, the difference between the throughput
curves is the biggest. This means that MR assigns more priority to inner users
than to outer users, producing a sensible decrease in fairness (see Fig. 1(a)). On
the other extreme, MMF is the algorithm with the smallest difference between
inner and outer curves, which proves that it is the most fair algorithm is terms
of user throughput. Since PF is a trade-off, it presents an intermediate behavior.

4.2 Real Time Services

The delay-based mean system fairness index is shown in Fig. 2(a). D-FIFO is
the algorithm with the highest fairness because it gives strict priority to the
users with higher queuing delay. On the other hand, since PF does not take
into account the delay, it presents the lowest values of the fairness index, which
decreases monotonically when the number of users increases. M-LWDF takes
into consideration in its scheduling policy both the channel quality and the
delay, which provokes a varying behavior of the fairness in the considered range
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of loads. As expected, the values of the M-LWDF fairness index were inside the
range of values of D-FIFO and PF.

In Fig. 2(b) the cell throughput is given. As expected, the best and worst
performance were presented by PF and D-FIFO, respectively. This is explained
by the fact that the former gives more importance to the channel quality, and
so the resources are used more efficiently, while the latter only takes the delay
information into account, which may lead to an inefficient resource allocation.
A surprising result was obtained for M-LWDF, since it performs as good as PF,
providing high cell throughput. Looking at Figs. 2(a) and 2(b), one can conclude
that M-LWDF can achieve a good trade-off between resource efficiency and user
fairness in a scenario with RT users.

Fig. 2(c) presents the 90th percentile of the packet delays of inner and outer
users. Comparing Figs. 2(c) and 2(a), one can see that the difference in perfor-
mance between the two groups using the same PS algorithm has an intrinsic
relation with the fairness. In the case of PF, the difference between the curves
is the greatest, which indicates that PF is giving considerably more priority to
the inner users than it does for the outer ones, providing the lowest fairness. For
D-FIFO the difference between the curves is the smallest, so the scheduler is giv-
ing almost the same priority to both groups, yielding the highest fairness. Since
M-LWDF is a trade-off algorithm, it has an intermediate behavior. Although
D-FIFO takes into account the delay, it is the one that presents the highest 90th

percentile of the packet delays. This shows that the fact of not exploiting the
OFDMA diversities is not beneficial in terms of QoS. Furthermore, when the
system load increases, it causes the system to become stuck, i.e. the majority of
the packets are discarded because they have a delay greater than 100 ms. This
can be seen in Fig. 2(a), where the fairness index of D-FIFO is 1 for a system
load higher than 800 users. This higher fairness is provided at the expense of
very poor performance in terms of QoS.

Table 2. Relations between PS algorithms, spectral efficiency and fairness

NRT services RT services

RM High spectral efficiency and low
throughput-based fairness

-

MMF Low spectral efficiency and high
throughput-based fairness

-

PF Trade-off between efficiency and
fairness for NRT services

-

PF - High spectral efficiency and low
delay-based fairness

D-FIFO - Low spectral efficiency and high
delay-based fairness

M-LWDF - Trade-off between efficiency and
fairness for RT services
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5 Conclusions

In this work we have evaluated PS algorithms in an OFDMA-based system
suitable for NRT or RT services, and investigated their influence on the trade-
off between the efficient usage of the resources and the fairness among the users.
Analyzing the simulation results we can draw a didactic map of the relations
between the two objectives mentioned above, which can be seen in table 2.

We can conclude that there are PS algorithms that are able to find this trade-
off, such as PF and M-LWDF for the cases of NRT and RT services, respectively.
However, these algorithms are only able to provide a static trade-off. It would be
interesting to propose PS algorithms able to provide a dynamic and controllable
trade-off according to the cellular operator’s objectives. This is currently being
developed as the next step of this investigation.
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Abstract. In a multihop Wireless Sensor Network (WSN), a salient
point among routing protocols that do not depend on network topology
and existence of neighboring nodes is the need to know sensor node’s
geographical location with respect to the sink node. This is obtained
by some means like Global Positioning System (GPS) and localization
techniques. In a prior work, we have proposed RSSI-based Forwarding
(RBF) protocol that works without knowledge of node’s location by us-
ing a Received Signal Strength Indicator (RSSI) level of beacon signals
transmitted by the sink. Through contention, a next-hop node is deter-
mined among the forwarding candidates using a timer-based suppression
scheme. We propose an improvement of the suppression scheme in which
a contender closer to the sink is favored with a higher probability for be-
ing selected as a next-hop node. By means of simulation, it is shown that
the performance of RBF is significantly improved using the enhanced
mechanism.

Keywords: Cross-Layer Protocol; Medium Access Control; Routing;
Wireless Sensor Networks.

1 Introduction

Wireless Sensor Networks (WSNs) are widely recognized as powerful means for
in situ observations of events and environments over long periods of time [1]. A
sensor network consists of a large number of small sensor nodes with sensing,
data processing, and communication capabilities which are densely deployed in
a region of interest. Each node monitors its surrounding area and gathers ap-
plication specific parameters (e.g., temperature, pressure, humidity, light, and
chemical activity). The sensor nodes periodically sense data, process it and or-
ganize among themselves to form a communication network. They then collabo-
rate to deliver the observations to a monitoring node, the sink node. The sensor
nodes are typically powered with non-rechargeable batterries. Due to their lim-
ited transmission power, not all nodes can communicate directly with the sink
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node. Moreover, such communication would be over long distances that will drain
power quickly. Multihop communication is then needed. The network must main-
tain the best connectivity as long as possible and it must be self-configured and
self-organized in case of node failure. The possibility of node failure, wireless link
failure and nodes transitioning into and out of sleep states to conserve energy
introduce additional complexity to routing protocols that depend on up-to-date
routing or neighborhood tables. This makes the routing state upkeep difficult.
A routing solution that can deliver end-to-end traffic to a sink node without
knowledge of network topology and the presence or absence of any other node
is necessary, such a solution is defined as state-free in [2]. It offers advantages in
which a sender does not need to determine a forwarding node in advance or to
find a path before the actual data transmission.

Several state-free routing protocols proposed in the literature [2,3,7,8,9] as-
sume knowledge of nodes’ geographical locations for routing the sensed data
toward the sink node. With the WSN’s characteristics that require a large num-
ber of low-cost and energy-efficient sensor nodes, equipping a GPS on every
sensor node may not be practical. Furthermore, the cost of a GPS chip is much
more expensive than the sensor node itself [14]. Many location discovery proto-
cols thus suggested to reduce or completely remove the dependence on GPS in
WSNs [6,10,11,12,13].

In [5], we proposed the RBF protocol where routing and access are jointly
managed, based on RSSI. In the preliminary work, RBF was tested on a topol-
ogy with uniform deployment of sensor nodes. A simple propagation model was
used where the path loss of a sensor node with respect to the sink was assumed
as an increasing function of the distance. When nodes participate in the con-
tention process, a suppression scheme to reduce the chance of selecting more
than one node was made based on a uniform random choice of time slots within
a contention window size. In this paper, we present an extension of such work
by proposing an enhanced mechanism to select a next-hop node for the data for-
warding task, taking into account the random effects of shadowing and testing
of RBF in a random topology of sensor nodes.

The remainder of this paper is organized as follows. In section 2, we give a
detailed description of the protocol. Section 3 presents some simulation results
and provides an analysis of the data collected. Finally, in section 4, we conclude
this paper with a summary of our findings and future work.

2 Protocol Description

2.1 Background and Assumptions

The RBF protocol is described in [5]. For the sake of clarity, we hereby remind
the reader of the main features of RBF. We consider a wireless data collection
network model with a large number of sensor nodes and one sink node. Each
of the sensor nodes in the network is assumed to have a limited transmission
power, and consequently limited transmission range. The data packets will then
be relayed toward the sink using multihop communication.
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We assume the sink regularly transmits a beacon packet and the transmission
power of the sink is high enough to reach all nodes in the network. Further-
more, the beacon packet includes the power level used for transmitting it. For
an arriving beacon packet, each node measures the received power level of the
beacon signal. To cope with radio strength instability, measurements may be
made on several beacon packets. Each node then estimates an RSSI level that is
an average over several samples. Node’s mobility does not prevent the protocol
from being functioning properly since new measurements of RSSI can always be
refreshed based on regularly received beacon packets. By dividing the transmit-
ted power of the beacon packet over the RSSI level, each node i then knows the
path loss Li between itself and the sink node.

2.2 RBF Protocol Operation

RBF protocol uses the four-way Request To Send (RTS)–Clear To Send (CTS)–
DATA–Acknowledgment (ACK) handshake as proposed in some schemes like
XLM[4], IGF[2] and SIF[8]. Figure 1 shows the packet exchange sequence. The
transmission starts with an RTS packet, which is broadcast. Nodes that receive
an RTS packet check whether or not they are candidates to forward the data
(see below). A CTS packet is then transmitted through a contention process.
The node that wins the access is the forwarder. Finally, a normal DATA and
ACK packet exchange follows between the two specific nodes. The process is
repeated over multihop communications until the data is delivered to the sink.

We define a source node i as the one that originates a data packet and a
node j which is within node i transmission range as a neighbor node. When
node i has some data packet to transmit, it broadcasts an RTS packet to all its
neighbor nodes. The RTS packet carries the path loss value of the sender (i.e.
of i). Neighbor nodes that receive the RTS packet read the value and calculate
the path loss ratio defined as their path loss divided by the path loss of i. If the

Fig. 1. Packet exchange sequence
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path loss ratio of the neighbor nodes to the source node is less than one, they
participate in the contention process: a window of W time slots is opened at the
end of the RTS. Every candidate node randomly chooses a time slot. A node
that chooses the lowest time slot wins the access. This node then responds with
a CTS packet, establishing itself as the only next-hop node. Other nodes stop
contending when they hear the CTS packet and adjust their network allocation
vector (NAV), which indicate the amount of time that must elapse until the
current transmission session is complete. Several nodes may decide to transmit
a CTS packet at the same time. If there is a CTS packet collision, an RTS packet
retransmission is performed.

2.3 CTS Response Time

In [5], we implemented a random backoff procedure for a node to respond with a
CTS packet. A time slot is randomly chosen from a uniform distribution of time
slots within a contention window size, W . Every forwarding node, therefore, has
an equal probability of 1

W to select a time slot k where k ∈ [0, W − 1]. This
promotes fairness among the forwarding nodes but may not be optimum since
any neighbor node that has a path loss ratio less than one could send a CTS
packet. We refer here the amount of time elapsed before replying to an RTS
packet as CTS Response Time (CRT). For our discussion to follow, we refer to
the random time slot selection scheme from a uniform distribution of time slots
as Uniform CRT and an enhanced mechanism of CRT that we are currently
proposing as Enhanced CRT.

The basic idea of Enhanced CRT is to make sensor nodes which are closer
to the sink to take the forwarding responsibility with a higher probability. We
propose the routing mechanism in RBF protocol as a function of path loss that
gives an indication of whether a node is closer to the sink. However, due to the
random effects of shadowing, this can not be assumed. For the same transmitter
and receiver separation, different levels of clutter on the propagation path can
be observed. A more distant node may then have a smaller path loss than a
nearby one. Nevertheless, that gives a benefit to RBF protocol since data packet
is always relayed toward the sink through a series of links with lesser path loss
than the sending node. Since our metric of distance is based on path loss, this
helps in the routing process to search for a higher quality link with lesser path
loss to route the data packet toward the sink.

Let Li and Lj be the path loss value between the sink and source node i,
and node j, respectively. When node j receives an RTS packet, Li is read from
the packet. Knowing both Lj and Li, the path loss ratio Lj

Li
is then used as

a decision parameter for a node to participate in the contention process. We
propose to choose a time slot k where k ∈ [0, W − 1] with a probability qpk and
with

p = b +
1 − b2

b

(
Lj

Li

)α

, and (1)

q =
1 − p

1 − pW
. (2)
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Parameters α ∈ (0, 1] and b ∈ (0, 1) in (1) are constants that are tunable to make
a node closer to the sink to have a higher probability to send a CTS packet. It
can easily be verified that

∑W−1
k=0 qpk = 1.

The impact of the path loss ratio Lj

Li
, α and b parameters in (1) on the prob-

ability qpk is described as follows. If a neighbor node j is closer to the sink with
respect to the source node i, the path loss ratio Lj

Li
will be close to zero. In this

case, p is approximately equal to b and q is approximately equal to 1 − p. The
probabilities are higher near the time slot zero (see below), and therefore, we
favor a forwarding node closer to the sink to respond first with a CTS packet.
Other neighbor nodes with a higher path loss ratio tend to have a higher proba-
bility of choosing the last time slot of the contention window. Therefore, we can
control and limit the probability of choosing the first and the last time slot.
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(a) b = 2/3, Lj/Li = 0.05
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(b) b = 5/6, Lj/Li = 0.05

Fig. 2. Probability distribution when node j is closer to the sink than node i among
the forwarding nodes (Lj/Li = 0.05). In (b), an increase in b, decreases the probability
of time slot zero but increases the probability on the last time slot.
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(a) b = 2/3, Lj/Li = 0.95
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(b) b = 5/6, Lj/Li = 0.95

Fig. 3. Probability distribution when node j is closer to node i among the forwarding
nodes (Lj/Li = 0.95). In (b), an increase in b, increases the probability of time slot
zero but decreases the probability on the last time slot.
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By tuning appropriate values of α and b in (1), we could favor a node j closer
to the sink to have a higher probability to respond with a CTS packet to node
i. Varying the b parameter affects the CRT of a forwarding node. When b is
increased, this disperses the probabilities of the time slots. For example, when
α = 1 and b = 2/3, the probability distribution of time slot selection from a
contention window size, W = 10 is shown in Fig. 2a when node j is closer to
the sink than node i, e.g., its path loss ratio Lj

Li
= 0.05. With the same value of

α, an increase in b decreases the probability of time slot zero but increases the
probability on the last time slot. This is shown in Fig. 2b for b = 5/6. However,
when the path loss ratio is close to one, e.g., Lj

Li
= 0.95, an increase in b increases

the probability of time slot zero but decreases the probability on the last time
slot. The probability distributions for the path loss ratio Lj

Li
= 0.95 are shown

in Fig. 3a and Fig. 3b, for b = 2/3 and b = 5/6, respectively. Optimizing the
values of α and b is left for a future study.

3 Performance and Simulation Results

3.1 Simulation Model

To assess the performance of the RBF protocol, a simulation scenario was de-
signed using OPNET R© Modeler [15]. A total of 112 sensor nodes are randomly
deployed in an area of radius 105m. The sink is located in the center of the area.
Table 1 shows some parameters used in the simulation. We assume the path loss
of the signal varies according to the lognormal propagation model as in [16].
Equation (3) gives the path loss L at a distance d from the transmitter node
where L0 is the path loss at a reference distance d0, γ is the path loss exponent,
and Xσ is a zero-mean Gaussian distributed random variable with a standard
deviation σ.

L = L0 + 10γ log
(

d

d0

)
+ Xσ . (3)

3.2 Simulation Results and Discussion

We present simulation results where a number of sensor nodes that are most
distant from the sink node generate data packets toward the sink in the cen-
ter of the area. For such many-to-one communication, we evaluate the impact
on the performance of RBF by varying the transmit power levels of the sensor
nodes. Both simulation scenarios of Uniform CRT and Enhanced CRT mecha-
nisms use five different transmit power levels: 3 mW(4.8 dBm), 4mW (6dBm),
5mW (7dBm), 6 mW(7.8 dBm) and 7mW(8.5 dBm). For each transmit power
level, the simulation was performed for 50 runs with 50 different random seeds.

Figure 4a shows the average number of hops for data delivery toward the
sink for both Uniform CRT and Enhanced CRT mechanisms. Enhanced CRT
improves the performance of RBF by favoring nodes closer to the sink to have
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Table 1. Simulation Parameters

Parameter Value

Data rate 250 kbits/s

Slot time 20µs

SIFS time 10µs

Sensor node transmit power 3 to 7mW

Sink transmit power (Beacon packet) 1W (30 dBm)

Standard deviation of shadowing, σ 5 dB

Data packet size 32 Bytes

Packet interarrival time for each node Exponential (60 s)

Contention window size, W 64

α 1

b 0.833

Simulation time 300 s

a higher probability to send a CTS packet. This leads to a reduction of 22 to 27
percent in the average number of hops of the Uniform CRT for the same node
transmit power level. As a result, the end-to-end (ETE) delay decreases. The
ETE delay refers to the amount of time elapsed when a source node generates
data packet and until it is delivered to the sink. Figure 4b shows the distribution
of hops for data delivery toward the sink for sensor node transmit power of
4mW. More hops are traversed by data packets using Uniform CRT since any
forwarding contender with path loss ratio less than one may send a CTS packet
with equal probability regardless of how far it is from the sink. With Uniform
CRT, about 60 percent of data packets are routed through 6 to 10 hops to reach
the sink and 40 percent are routed through 3 to 5 hops. On the other hand, with
Enhanced CRT, about 89 percent of data packets are routed through 3 to 5 hops
and 11 percent are routed through 6 to 7 hops. Consequently, the ETE delay
is lower for the Enhanced CRT and higher for the Uniform CRT as depicted in
Fig. 5a.

The ETE delay consists of propagation, transmission, processing and queuing
delays. Propagation delay contributes a very small portion to the ETE delay,
i.e., for a distance of 300m, the delay is only 1 µs. Transmission and processing
delay is the time spent to emit bits onto the medium, receive, decode, and
retransmit packet between source and destination. Queuing delay is the time
spent by a packet waiting in a queue for transmission when the channel is busy,
and depends on the congestion level of the wireless channel.

A variation of transmit power level affects the contention region at the MAC
layer, in which it affects set of candidate nodes for next hop selection. A higher
power level results in more nodes’ participation in the contention process for
sending a CTS packet. At the same time, an increase in transmit power increases
the transmission range of nodes which then reduces the average number of hops
each route needed in the network. Thus the total transmission delay along each
route decreases. A lower power level results in shorter links, which means that
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Fig. 5. Average end-to-end delay for data delivery toward the sink node. (a) for node’s
packet interarrival time of 60 s with different transmit powers, and (b) for sensor node
transmit power of 4mW with different node’s packet interarrival times.

more hops are required per route. This results in higher ETE delay and also puts
more relaying burden on the nodes in the network. In this work, a lightly loaded
network is considered, thus the queuing delay is small since number of nodes con-
tending for channel access at the same time is small. In this case, transmission
and processing delay is the dominant part of the ETE delay. For such loads, the
packet delivery ratio is not degraded in the proposed Enhanced CRT mechanism.
Uniform CRT promotes fairness among the forwarding nodes which means that
all forwarding candidates have equal probability to respond with a CTS packet
but results in higher ETE delay. On the other hand, Enhanced CRT favors nodes
closer to the sink which results in lower ETE delay but perhaps it may put more
relaying burden on some nodes in the network. How both mechanisms affect the
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overall nodes’ relaying burden, energy consumptions and congestion level in the
network deserves further investigation in a future study.

For a transmit power of 4mW, ETE delay with variation of nodes’ packet
interarrival times (60, 50, 40, 30, 25, and 20 s) is also evaluated for Enhanced
CRT as depicted in Fig. 5b. With more data packets being generated by the
sensor nodes, ETE delay increases.

4 Conclusion

In this paper, we have proposed an enhanced mechanism for a next hop node
selection in the RBF protocol. A key component of the RBF protocol is node’s
path loss ratio which is used for the joint access/routing decision in the network.
We have introduced probability functions in which forwarding candidates closer
to the sink are favored with higher probability to take the responsibility for
the data forwarding task. By varying node transmit power levels, its impact on
the performance of the RBF is analyzed for both Enhanced CRT and Uniform
CRT mechanisms. The RBF has been tested on a random topology of sensor
nodes and with random effects of shadowing. Enhanced CRT has been shown
to have an improved performance with lower average of hop counts and end-to-
end delay for data delivery toward the sink. As for the future work, we would
like to explore the open issues highlighted in the paper and consider energy effi-
ciency technique such that nodes’ remaining energy levels are taken into account
when forwarding candidates participate in the contention process, thus balanc-
ing energy consumptions in the network. A rigorous analysis of advantages and
disadvantages of the power control in the cross-layer contention-based design of
the multihop WSNs could be an interesting problem to explore too.

Acknowledgments. The work of A. Awang was partially supported by Uni-
versiti Teknologi PETRONAS, Malaysia.
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Abstract. New Internet services and technologies call for higher packet
switching capacities in the core network. Thus, a performance bottleneck
arises at the backbone routers, as forwarding of Internet Protocol (IP)
packets requires to search the most specific entry in a forwarding table
that contains up to several hundred thousand address prefixes. The Tree
Bitmap algorithm provides a well-balanced solution in respect of stor-
age needs as well as of search and update complexity. In this paper, we
present a pipelined lookup module based on this algorithm, which allows
for an easy adaption to diverse protocol and hardware constraints. We
determined the pipelining degree required to achieve the throughput for
a 100 Gbps router line card by analyzing a representative sub-unit for
various configured sizes. The module supports IPv4 and IPv6 configu-
rations providing this throughput, as we determined the performance of
our design to achieve a processing rate of 178 million packets per second.

1 Introduction

The ongoing increase of the Internet traffic necessitates to upgrade the capacity
of the backbone network continuously. As a consequence, 100Gbps Ethernet will
be deployed in 2010 [1] requiring core routers to perform 150 million IP address
lookups per second and ingress port. For each lookup operation, the router’s
forwarding engine (FWE) has to determine the most suitable next-hop router
by using the packet’s destination IP address as a key for searching a forwarding
table. This table lookup is a complex task in software as well as hardware, since
it requires to find the longest matching prefix (LMP) as the most specific entry.
Moreover, the forwarding table holds several hundred thousand entries and grows
even further [2]. The requirements of good scalability regarding 128-bit long IPv6
addresses and of efficient table update processing lead to additional difficulties.

Facing these requirements, today’s high-speed routers typically use special-
ized hardware to implement the FWE. Ternary Content Addressable Memories
(TCAMs) can perform one table lookup per clock cycle. However, TCAMs scale
unfavorably with table and key sizes, and they consume significantly more power
than standard memory. Therefore, algorithmic lookup methods [3,4,5,6,7] are in-
creasingly implemented in specialized hardware modules. Among these methods,

M. Oliver and S. Sallent (Eds.): EUNICE 2009, LNCS 5733, pp. 148–157, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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the Tree Bitmap algorithm [5] implemented in Cisco’s CRS-1 core routers [8]
offers a very smart and balanced trade-off between memory usage, lookup per-
formance, and update complexity.

In this paper, we present the design and prototypical implementation of a
flexible and fully pipelined hardware lookup module based on the Tree Bitmap
algorithm. In order to investigate whether and with what effort algorithmic IP
lookup modules can be realized in hardware for future line speeds of 100Gbps
and beyond, we clearly focused on maximum throughput and resource efficiency,
as opposed to other published Tree Bitmap implementations [5,9]. By processing
all packets in a pipeline, our design effectively performs one IP address lookup
in each clock cycle. Additionally, it supports high-speed, non-blocking updates
of the forwarding table. By adjusting several configuration parameters, one can
also adapt the module to various requirements concerning performance, resource
utilization, and memory parameters.

We tested the module’s functionality on a hardware platform based on a Field
Programmable Gate Array (FPGA). Due to the module’s deterministic behavior,
we can show that the processing logic of our design can be utilized for 100Gbps
line speeds using current FPGA devices. Additionally, we studied how many
pipeline registers are needed per functional block of our lookup module, in order
to achieve a desired throughput with different configurations.

In the following section, we describe a typical high-speed router architecture
and give a short review of the IP address lookup problem as well as different
solutions with a focus on the implemented Tree Bitmap algorithm. In Sect. 3, we
detail on our hardware realization. Finally, we discuss the achieved simulation
and synthesis results in Sect. 4, before we conclude this paper.

2 IP Routing

IP Routing and its underlying specifications determine the constraints for a qual-
ified architecture and IP lookup method of a high-speed FWE. In this section, we
introduce the primary factors that have directly affected our hardware design.

2.1 High-Speed Router Architecture

Routers generally perform two basic functions: (a) Exchanging topology infor-
mation with other routers in order to build a routing table and (b) forwarding
packets from ingress to egress ports based on this table. The former function is
run on the control plane, whose timing requirements allow its implementation
as part of a software-controlled processing entity, commonly termed the router’s
slow path. The latter function belongs to the data plane, which has to fulfill
strict speed constraints. Thus, packet forwarding, as part of the router’s fast
path, is implemented using specialized hardware on core routers.

Typically, a decentralized architecture as shown in Fig. 1 is used to achieve
high scalability in terms of the number of interfaces. Several line cards are con-
nected to a switch fabric, each accommodating one or more physical interfaces
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Fig. 1. Architecture of a typical core router

(PHY), packet buffers, a slow path interface, and a network processing unit
(NPU). The slow path interface hands routing protocol messages over to the
route controller (RC) within the control and management unit (CMU) and down-
loads the updated forwarding table entries from there. The NPU performs the
fast path functions including packet classification, table lookup, and the asso-
ciated packet modifications. The IP lookup module we present in this paper is
intended to be part of such an NPU and leverages the common approach to
increase the throughput by pipelining the processing tasks within the NPU.

2.2 IP Address Lookup

IP addresses consist of a prefix identifying a particular network and a host part
indicating the destination within the respective network. To mitigate the in-
creasing address shortage, Classless Inter-Domain Routing (CIDR) has been
introduced, which allows prefixes to take any number of IP address bits in or-
der to flexibly aggregate contiguous prefixes to a single entry in the forwarding
table. As IP addresses are not strictly hierarchically distributed, the resulting
address space fragmentation leads to exception entries—also denoted as more
specifics—which account for 40–60% of the total forwarding table size in the
Internet backbone [2]. It is thus necessary to find the longest matching prefix
(LMP) for a precise forwarding decision. The large sizes of backbone forwarding
tables in combination with CIDR make the LMP search a complex task that,
moreover, has to be performed at a high frequency in core routers. Therefore,
specialized hardware implementations are the method of choice.

Generally, two solutions exist: (a) TCAMs that accomplish a parallel LMP
search effectively in only one clock cycle and (b) numerous algorithmic lookup
methods. Although TCAMs are often applied in commercial routers, [10] shows
that algorithmic solutions based on multibit tries allow to store larger tables
on a given chip size. Furthermore, TCAMs have a high power dissipation per
memory bit, which finally makes algorithmic lookup methods the best candidate
to meet the future demand on fast IP address lookups.

Apart from hash-based methods, most algorithmic solutions are based on a
binary search tree, which is referred to as trie in this context. Using a trie, the
search space is significantly reduced in each step, but storing the trie structure
causes a certain memory overhead. To address this issue, some solutions [7,3,5]
propose to use a compression method to pack several trie nodes in one compacted
multibit node that can be processed in a single search step. The LC-trie [7] and
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the Lulea algorithm [3] achieve a very good scalability of memory demand against
table size but do not support incremental table updates. The Tree Bitmap al-
gorithm, which we have implemented, uses a different compression scheme that
results in short and deterministic update times while preserving the properties
of fast prefix search and memory efficient table storage.

2.3 Tree Bitmap Algorithm

Like other trie-based methods, the Tree Bitmap algorithm utilizes multibit nodes
that each cover, as illustrated in Fig. 2(a), a subset of the search trie according
to the defined stride size t. During a lookup operation, the trie is hence traversed
multibit node by multibit node. For each visited multibit node, a t-bit fragment
of the destination IP address is used to check whether a more specific prefix
(filled gray circle) than the currently known exists in this node, and whether
a respective child node exists to continue the lookup. If no suitable child node
exists, the last found prefix is the LMP.
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...
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Fig. 2. IP lookup table in Tree Bitmap representation

For the given example of stride size t = 3 in Fig. 2 and the IP address 195.•.•.•

(= 110000112 . . .), the most specific existing prefix in the first multibit node is
B (1*), and the suitable child node is M4 (going right (1), right (1), left (0)
through root node M1). Within multibit node M4, the most specific existing
prefix is now H (= 11000*). As no further suitable child node exists (when
going left (0), left (0), left (0) through M4), H is the LMP.

To store the trie structure efficiently, the Tree Bitmap algorithm uses two
bitmaps and two pointers for each multibit node. The Internal Bitmap (cf.
Fig. 2(b)) represents all 2t − 1 possible prefixes associated with the internal
trie nodes of the multibit node. A set bit corresponds to an existing prefix in
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the forwarding table. The address of the actual next-hop entry, which is saved
in a dedicated memory, is the sum of the result pointer r and an offset. This
offset can be easily determined by counting the number of set bits left of the
bit position that corresponds to the found prefix. In our example, B is the most
specific existing prefix in M1, which is associated with the third bit from left in
the Internal Bitmap. As there is only one set bit in the lower-order positions, the
offset is 1. The External Bitmap similarly represents all 2t possible child nodes.
Again, a set bit corresponds to an existing child node, and an offset is computed
by the number of set lower-order bits.

Beyond this basic algorithm, [5] proposed several optimizations which predom-
inantly aim for smaller memory word widths and a higher memory utilization:
One option is the use of an Initial Array to process some of the multibit trie’s
relatively small top levels in a single memory access. Besides this optimization,
we also implemented End Node handling, which eliminates a large number of
almost empty nodes by using an otherwise unused External Bitmap as an ex-
tension of the Internal Bitmap. The third optimization that has been adopted
in our design is called Split Tree Bitmap and nearly halves the memory demand
of the multibit nodes.

Previously published hardware implementations based on the Tree Bitmap
algorithm are the reference implementation of [5] and the low-cost oriented so-
lution of [9]. The former implementation achieves 25 million lookups per second
using a four times replicated forwarding table stored in external DRAM and an
Application-Specific Integrated Circuit (ASIC) to implement the required logic.
The latter takes a more economic approach utilizing a single external SRAM and
a commodity FPGA, which results in a maximum of 9 million lookups per second
at 100MHz system clock rate. Implementations of other algorithmic solutions,
such as [11], have achieved lookup rates up to 250 million lookups per second
but either have a higher memory demand or do not score an update performance
comparable to that of the Tree Bitmap algorithm.

3 Design and Implementation

In view of the future core router requirements, we designed an IP address lookup
module implementing the Tree Bitmap (TBMP) algorithm to check the suitabil-
ity of trie-based lookup solutions for 100Gbps line rates. In the following, we
identify our design objectives and present details of the module structure.

3.1 Design Objectives

The key objective of our design is the capability to perform lookups with a
throughput sufficient for a 100Gbps Ethernet line card. This shall be achieved
by a pipeline design that allows to process effectively one datagram per clock
cycle. Thus, a minimum pipeline clock frequency of 150MHz is required.

Secondly, the module shall support several thousand forwarding table updates
per second—as needed in the Internet backbone—without interrupting the fast
path.
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Finally, our design aims to provide high adaptability to different hardware
platforms by means of comprehensive configuration options. These do also allow
for statistical research of different setups and enhancements by providing the
freedom to partition the trie using arbitrarily sized strides. Easy modifiability
of the multibit node encoding with respect to pointer lengths and its internal
layout is therefore intended.

3.2 Overall Architecture

Our design extensively utilizes pipelining to efficiently employ the on-chip re-
sources. By contrast, the TBMP implementation introduced by [9] uses time-
division multiplexing of several TBMP automata to increase the processable
lookup rate. Fig. 3 depicts the basic pipeline structure on block level. On this
level, we simply segmented the search trie by assigning each trie level a separate
pipeline stage with dedicated memory and processing logic. Due to the flexible
module configuration, the overall pipeline structure can incorporate a variable
number of these basic TBMP Lookup Stages realizing the algorithmic core func-
tionality. Besides these, an optional Initial Array Stage, an optional Internal
Node (iNode) Stage—required for the Split Tree Bitmap optimization—and the
final Result Stage, holding the array of next-hop IP addresses, are part of the
pipeline. The last two stages in the figure map the next-hop IP address to the
corresponding layer 2 address and egress port ID (EPID), and thus avoid redun-
dancy in the result array. The Update Interface assigns accesses of the slow path
to the individual memories of the pipeline stages. To achieve a high throughput,
all stages themselves are internally pipelined, too.
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Fig. 3. Block diagram of the Tree Bitmap Lookup Module

3.3 Basic TBMP Stage

The structure of a TBMP Stage is shown in Fig. 4. Via the depicted RAM
Interface Module, update and lookup operations access the on-chip memory,
which holds the multibit nodes of one trie level. External memory can not be
used due to the bandwidth constraints of a single RAM component and the pin
count limitations of available chips. As a consequence, we accepted a limited
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forwarding table size of our prototype implementation, since even cutting-edge
FPGAs do not offer enough memory to support on-chip table storage for core
router FWEs—despite the efficient table compression of the TBMP algorithm.
Besides the rather pricey option of an ASIC with larger on-chip memories, we
discuss different solutions to this problem in Sect. 4.

For deterministic update access times, we have employed true dual-port RAM
blocks, which allow update and lookup operations to access the node memory
simultaneously. The easy realizability of dual-port RAM is a further advantage
of on-chip memories. Thus, non-blocking updates are supported, making table
inserts a fast operation that only depends on the slow path processing speed.
Based on the formula in [5], the achievable update rate can thus be roughly
estimated as hupd = fmax

2t+C with 0 < C < (w
t + 3), w as the IP address length,

and fmax as the maximum supported clock rate.
After the memory access cycle, in which a full multibit node structure is re-

trieved, the data is split into its node components and processed by separate
units evaluating the Internal and External Bitmap. According to the TBMP al-
gorithm, the logic of these units determines an index in the corresponding bitmap
that yields the current LMP and the subsequent child node, respectively. Start-
ing with these indexes, the units count all set bits in the lower-order positions to
calculate the offsets within the memory block of the next-hop entries and accord-
ingly within that of the multibit child nodes. The lower-order bits are extracted
from the bitmap by means of a barrel shifter, and the set bits are then counted
by a wide adder unit. Since the barrel shifter and the adder have to process fairly
large vectors of 2t − 1 and 2t bits, they take most of the combinatorics of the
bitmap processing units. Therefore, we designed them in a way so that both can
be mapped to an arbitrary number of pipeline registers m to adjust the length
of the critical combinatorial path according to the stride size t and the desired
throughput. In Sect. 4, we present the results of an empirical study investigating
how many pipeline registers are required to achieve a desired performance with
a given stride size.
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If the optional Split Tree Bitmap optimization is employed, the Internal
Bitmap unit is removed from the TBMP Stages, and a special iNode Stage
is attached to the pipeline (cf. Fig. 3). With few different stride sizes, this saves
combinatorics along with benefits in memory utilization and word widths. In
the iNode Stage, zero, one or two simultaneous memory accesses are required
for each lookup. To avoid memory duplication, such dual accesses can use both
ports of the internal RAM. Possible conflicts with update accesses are resolved
by an arbiter prioritizing lookups over updates. The statistical frequency of these
cases, however, should not affect the update performance significantly.

4 Evaluation

The functional correctness of the TBMP Lookup Module has been validated
by simulating multiple test cases. The design has been subsequently synthe-
sized and transferred to an Altera Stratix II EP2S60 FPGA embedded in the
Universal Hardware Platform (UHP) of the IKR [12]. In our test setup, a com-
puter connected to three 1Gbps line interfaces of the UHP has successfully
shown the correct execution of lookups with different stride and optimization
configurations.

For the evaluation of the potential maximum performance, we investigated a
single TBMP stage. Since the throughput of the module pipeline is determin-
istic, a fix relationship exists between clock frequency and lookup rate. To find
out the optimum pipelining degree for a given stride size t, we determined the
maximum clock frequency fmax for different stride sizes and a varied number
of registers m inside the bitmap processing unit. Fig. 5 shows the results ob-
tained from the timing analysis of the synthesis tool used. As expected, large
stride sizes require more registers to shorten the critical path so that a clock
frequency of over 200MHz is supported. Considering stride sizes in ascending
order, the achievable absolute maximum performance is increasingly bounded by
the growing interconnect delay between the Update Interface and the individual
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RAM Interface Modules. Though, clock rates of more than 200MHz have been
achieved up to a stride size of 8.

If the complete lookup module is integrated on the FPGA used, performance
degrades, as larger interconnect delays are unavoidable if the utilization of the
on-chip resources increases. The timing analysis nevertheless resulted in 178MHz
for fmax in a configuration with an 8-bit wide Initial Array and three TBMP
stages of stride size 8. With this frequency, the lookup module is capable to fulfill
the requirements for 100Gbps Ethernet to process more than 150 million packets
per second and to handle an update rate of several ten thousand messages per
second, according to the equation in Sect. 3.3.

The above mentioned implementation requires about 15,000 registers and
12,000 adaptive lookup tables, which equals to 43% logic utilization of the
deployed Stratix II FPGA. Using the largest high-end FPGA of the 40-nm
Stratix IV family, the processing logic of the lookup module utilizes only 4%
of the available logic cells for an IPv4 implementation and 17% for an IPv6
implementation of the developed design. However, since FPGA manufacturers
seek for a chip area split between logic and memory blocks that is suitable for
the average application, even the above mentioned leading-edge FPGA offers
not enough memory resources for a full backbone forwarding table—despite the
efficient TBMP coding scheme. With 23Mbit of embedded memory, the FPGA
allows to store only about 180,000 prefixes on-chip assuming a perfectly balanced
memory utilization and an average memory demand of 128bit per prefix [5].

A solution to the memory problem could be efforts to manufacture FPGAs
providing larger on-chip SRAM blocks by an adjusted logic-to-memory area split.
A second approach is the use of external SRAM or DRAM components, which
leads to the problem that current FPGAs offer too few IO pins to connect a ded-
icated memory for each trie level stage. Sharing memories between stages based
on recurrent time slots does not solve the problem either, since the available
memory timings do not allow to achieve the total bandwidth required for the
100Gbps Ethernet processing performance. With today’s FPGAs, only a multi-
chip solution is viable. An option in a commercial scope might be an ASIC-based
lookup module that can be used comparably to a TCAM device.

5 Conclusions

Increasing traffic together with the introduction of 100Gbps Ethernet in the In-
ternet backbone requires routers to process up to 150 million IP address lookups
per second and line interface. Considering also power consumption as well as
scalability with respect to growing forwarding tables and IPv6 addresses, algo-
rithmic hardware solutions appear to be most suitable to meet these demands.

In this paper, we presented an extensively pipelined Tree Bitmap Lookup
Module, which is capable to effectively process one packet per clock cycle. Ad-
ditionally, it features a high-speed update interface. By offering multiple con-
figuration parameters, one can adjust the design to different requirements. The
lookup module passed several functional tests both in simulations and in a setup
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using our FPGA-based hardware platform. Synthesis results for an IPv4 con-
figuration placed on an Altera Stratix II FPGA yield a maximum clock rate of
178MHz. This allows to process up to 178 million lookups and several ten thou-
sand updates per second being ample for 100Gbps core router line cards. On
today’s high-end FPGAs, even IPv6 implementations and higher lookup rates
are possible. Our prototypical lookup module utilizes the FPGA’s on-chip mem-
ory, which does not suffice for large backbone forwarding tables. Thus, possi-
ble future FPGAs offering larger memories, multi-chip solutions, or ASIC-based
lookup modules replacing power demanding TCAM devices are needed for com-
mercial deployment.

References

1. D’Ambrosia, J., Law, D., Nowell, M.: 40 Gigabit Ethernet and 100 Gigabit Ethernet
technology overview (November 2008)

2. Huston, G.: BGP analysis reports: IPv4 route-views statistics (March 11, 2009),
http://bgp.potaroo.net/bgprpts/rva-index.html

3. Degermark, M., Brodnik, A., Carlsson, S., Pink, S.: Small forwarding tables for
fast routing lookups. SIGCOMM Comp. Comm. Review 27(4), 3–14 (1997)

4. Lampson, B., Srinivasan, V., Varghese, G.: IP lookups using multiway and multi-
column search. IEEE/ACM Transactions on Networking 7(3), 324–334 (1999)

5. Eatherton, W., Varghese, G., Dittia, Z.: Tree Bitmap: hardware/software IP
lookups with incremental updates. SIGCOMM Comp. Comm. Review 34(2), 97–
122 (2004)

6. Song, H., Turner, J., Lockwood, J.: Shape shifting tries for faster IP route lookup.
In: ICNP 2005: Proc. of the 13th IEEE Int’l Conf. on Network Protocols, November
2005, pp. 358–367 (2005)

7. Nilsson, S., Karlsson, G.: IP-address lookup using LC-tries. IEEE Journal on Se-
lected Areas in Comm. 17(6), 1083–1092 (1999)

8. Tsiang, D., Ward, D.: Advances in router architecture: The CRS-1 and IOS-XR.
In: Cisco Networkers 2004 (July 2004)

9. Taylor, D.E., Lockwood, J.W., Sproull, T.S., Turner, J.S., Parlour, D.B.: Scalable
IP lookup for programmable routers, vol. 2, pp. 562–571 (2002)

10. Narayan, H., Govindan, R., Varghese, G.: The impact of address allocation and
routing on the structure and implementation of routing tables. In: SIGCOMM
2003: Proc. of the 2003 Conf. on Appl., Tech., Arch., and Protocols for Comp.
Comm., pp. 125–136 (2003)

11. Jiang, W., Prasanna, V.K.: A memory-balanced linear pipeline architecture for
trie-based IP lookup. In: HOTI 2007: Proc. of the 15th Annual IEEE Symposium
on High-Performance Interconnects, pp. 83–90 (2007)

12. IKR: Universal Hardware Platform (UHP) – A hardware construction kit for rapid
prototyping (March 12, 2009), http://www.ikr.uni-stuttgart.de/Content/UHP/

http://bgp.potaroo.net/bgprpts/rva-index.html
http://www.ikr.uni-stuttgart.de/Content/UHP/


M. Oliver and S. Sallent (Eds.): EUNICE 2009, LNCS 5733, pp. 158–167, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Comparative Study of Multicast Protection Algorithms 
Using Shared Links in 100GET Transport Network 

Samer Sulaiman, Abdelfattah Haidine, Ralf Lehnert, and Stefan Tuerk 

TU Dresden, Chair for Telecommunications 
{Sulaiman,lehnert,tuerk}@ifn.et.tu-dresden.de, 

Abdelfatteh.haidine@signalion.com 

Abstract. In recent years new challenges have emerged in the telecommunica-
tions market resulting from the increase of network traffic and strong competi-
tion. Because of that, service providers feel constrained to replace expensive 
and complex IP-routers with a cheap and simple solution which guarantees the 
requested quality of services (QoS) with low cost. One of these solutions is to 
use the Ethernet technology as a switching layer, which results in using the 
cheap Ethernet services (E-Line, E-LAN and E-Tree) and to replace the expen-
sive IP-routers. To achieve this migration step, new algorithms that support the 
available as well as the future services have to be developed. In this paper, we 
investigate the multicast protection issue. Three multicast protection algorithms 
based on the shared capacity between primary and backup solutions are pro-
posed and evaluated. The blocking probability is used to evaluate the perform-
ance of the proposed algorithms. The sub-path algorithm resulted in a low 
blocking probability compared with the other algorithms. 

1   Introduction 

In recent years new services like IPTV, Video on Demand, Distance Learning, etc. 
appeared making the network traffic growths faster. Some of these services need a 
high bandwidth when they are unicasted to each customer. In this case, multicast 
technology can reduce the required bandwidth through distributing the traffic over a 
multicast tree rooted by the source. Basically, IP-multicast uses the UDP protocol to 
forward the multicast data. Because of that and because the dynamic behavior of 
multicast groups, it is difficult to avoid packet loss and to keep the multicast distribu-
tion tree optimum. Multicast routing protocols can be classified into two classes. On 
one hand, protocols use own routing information to build the distribution tree (e.g. 
Distance Vector Multicast Routing Protocol “DVMRP” and Multicast Open Shortest 
Path First “MOSPF”) [RFC1075]. On the other hand, protocols use the existing uni-
cast routing information to build the distribution tree (e.g. Protocol Independent Mul-
ticast “PIM” and Core Based Tree “CBT”) [Wil02] [RFC2201] [RFC4601]. 

Due to the  increasing cost pressure in the telecommunication market and the 
slump in the telecommunication services, service providers feel constrained to find a 
new solution which guarantees the request quality of services with low cost. Carrier-
Grade Ethernet solution is proposed to replace the expensive and complex IP-router 
with a cheap and simple Ethernet switch. However, this replacement has to fulfill the 
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existing QoS and to increase the network capacity. Many investigations are done to 
improve the capacity of the Ethernet switch. Additionally, several approaches as well 
protocols are proposed to realize this migration step [AH08] [FED07] [WB08]. 

In view of using the Carrier Ethernet for increasing the network capacity, new 
challenges arise, like: 1) keeping the new technique as simple and cheap as possible 
comparing to the available ones, 2) developing protocols working with existing ones 
in different layers (IP/Eth/WDM, IP/WDM, Eth/WDM, Eth/SDH/WDM, etc.), 3) 
supporting the available services (IP and Ethernet, Point-to-Point “P2P” and Point-
to-Multipoint “P2MP”), 4) scalability, etc. P2MP or multicast services are used to 
transport the same data to a group of customers simultaneously through a so-called 
distribution tree. Therefore, the available QoS and resilience algorithms used in 
unicast are not suitable for multicast. By using the unicast algorithms for multicast, 
the distribution tree used for forwarding the multicast data has to be subdivided into 
unicast paths for each receiver of the multicast group. That results in multiplying the 
required capacity of the shared links in the distribution tree.  

Our contribution focuses on the comparison of three protection algorithms pro-
posed to solve the multicast protection issue. Different calculation scenarios are im-
plemented by MATLAB to evaluate the performance of the investigated algorithms. 

The rest of the paper is organized as follows. An overview on the multicast protec-
tion requirements is given in section II. In section III, three protection algorithms are 
described. Results and comparisons between the investigated algorithms are shown in 
section IV. 

2   Requirements for Multicast Resilience 

Let us consider the use of unicast protection algorithms for the multicast case. In this 
case, each path of the distribution tree has to be protected with a unicast backup path. 
However, it is difficult to realize this idea because the multicast address is used to 
identify a group of unicast addresses. This results also in duplicating the packet proc-
essing and sending. Figure 1 presents an example network with 8 nodes and 15 links. 
 

 

Fig. 1. Multicast resilience using unicast protection algorithm 
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The solid paths {(1,2,3); (1,6,5,7); (1,6,5,8)} represent the active multicast distribu-
tion tree based on source based tree algorithm, where node 1 is the source and node 3, 
7 and 8 are the multicast receivers. The dashed paths {(1,4,5,3); (1,2,3,8); (1,2,3,8,7)} 
stand for the unicast backup paths found for each path in the distribution tree. The 
number above each link represents the link weight. Now we assume that a failure 
occurs over the link between node 2 and node 3, the unicast backup path (1,4,5,3) will 
be used. In this case, node 5 receives the multicast packet twice (from node 2 and 
node 4). The node has to process both duplicates and to send them further. Further-
more, multiple bandwidth is reserved on the links {(1,2); (2,3); (3,8)} to realize this 
protection process. Because of that, it is necessary to apply a multicast protection 
algorithm resulting in protecting the whole distribution tree and not to protect each 
path of this tree separately; such is the case in unicast. 

3   Investigated Multicast Resilience Algorithms 

The simple solution to guarantee the arrival of packets to each multicast group mem-
ber is to build two separate distribution trees like using two paths in the unicast case. 
This solution is simple and guarantees a fast rerouting. However, it is not efficient and 
results in increasing the required bandwidth. Different tree protection algorithms are 
proposed assuming that all the network nodes are member in the tree [MBG99] 
[XLT03]. However, in the multicast case, the distribution tree consists of only some 
network nodes. Additionally, the structure of this tree can be changed dynamically 
according to the dynamical behavior of the multicast group. Therefore, these algo-
rithms have to be adjusted to protect the distribution tree. Three improved algorithms 
based on building two distribution trees, sharing some links, will be discussed in this 
section. The backup tree can be activated as soon as a failure occurs in the primary 
tree. On the other hand, the backup tree can be used to reroute some paths or links of 
the primary tree. The resilience algorithms described in this section are: a) preplanned 
tree based, b) sub-path based and c) dual forest tree. 

3.1   Preplanned Tree Based Protection 

The main idea of the preplanned tree based algorithm is to find the shortest path tree 
from the red/blue tree constructed by the MEBG algorithm developed by Médard et 
al. [MBG99] [XLT03]. Let us assume that all the network nodes are member in the 
multicast tree. There are different algorithms used to build the distribution tree. We 
will here present the MEBG algorithm which guarantees fast recovery from any sin-
gle link/node failure as long as the failed node is not the source node. The basic idea 
of this algorithm is to construct two redundant trees called blue tree and red tree. 
Figure 2 shows an undirected graph with 8 nodes (bridges) and 15 links. The source 
node is node 1. At the beginning both trees (TB for blue tree and TR for red tree) con-
tain only the source node. Then we try to find a ring consisting of at least 3 nodes in 
which the source node is the start as well the end of this ring. Different criteria can be 
specified for selecting the ring depending on the design objective, such as minimizing 
average delay or reducing the total cost.  
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Fig. 2. Protection scheme based on preplanned tree 

In this example, minimizing the average delay is used as objective to build the tree. 
Thus, the first found ring from Figure 2 is (1,6,4,1). All the links on this ring selected 
during the first iteration are labeled with label {1}. From this ring we can define two 
paths starting at the source node. According to the objective function the path (1,6,4), 
referred as solid links, has a lower cost than the path (1,4,6) with dashed links. Thus, 
it is added to TB and the path (1,4,6) is added to TR. Now we look for a new path 
connecting two distinct nodes (e.g. node 1 and 4) in TB and at least one additional 
node not in TB (e.g. node 2). In the same way, the link (1,2) is added to TB and the 
link (4,2) to TR. Because all links of this path are selected during the second iteration, 
they are labeled with {2}. The algorithm will continue until TB and TR span all the 
network nodes. In this case, two trees are constructed for the primary tree TB and 
backup tree TR. Several algorithms have been proposed to protect either each link or 
each path of the primary tree using the backup tree [XLT03]. 

As mentioned above, MEBG protects all the network nodes. This results in an un-
necessary bandwidth reservation in some nodes. Since only the distribution tree nodes 
of a multicast group have to be protected, we improve the MEBG algorithm to build 
two distribution trees from TB and TR. The shortest path tree algorithm has been used 
to construct the primary as well as backup distribution tree. 

3.2   Sub-path Based Protection 

In this section, we propose a new protection algorithm. The basic idea of the sub-path 
algorithm is to divide the primary tree into sub-paths, and to find a backup path for 
each part. To understand the division of the primary tree, a set of protection nodes has 
to be defined first. It consists of all receivers and switching nodes of the primary tree. 
A switching node is a node which has more than one downstream in the distribution 
tree. Now we can define a set of sub-paths between sender and receiver, sender and 
switching point, receiver and receiver and switching point and receiver. To make this 
algorithm easy to understand, we explain it using an example. Figure 3 presents a 
network of 8 nodes and 13 links. Let us assume a multicast group consisting of node 1 
as a sender and the nodes 2, 3, 7 and 8 as receivers. Firstly, the primary distribution 
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Fig. 3. Sub-path based protection 

tree will be constructed as a shortest path tree (solid lines). The set of the Protection 
Nodes (PN) consists of the nodes 2, 3, 7, 8 and 5, where node 5 is a switching node. 
From this set we can define the following sub-paths: SP={(1,2); (2,3); (1,6,5); (5,7); 
(5,8)}. Each sub-path has to be composed of only two nodes from the set PN.  

The next step is to find a backup path of each one in the set SP. To do that, we de-
lete the sub-path from the network topology. Then, we try to find the shortest path 
between the start and the end node of the deleted sub-path. The link between node 1 
and 2 will be firstly deleted. The shortest path from node 1 to node 2 is then the path 
(1,6,5,2). The shared links between the primary tree and the found backup path (1,6,5) 
will be deleted. This results in avoiding the duplication of the required reserved 
bandwidth. This sub-path and the rest of the found backup path will be labeled with 
{1}. This label is used to guarantee a fast recovery process from any single link/node 
failure as long as the failed node is not the source or a switching node. This is because 
the links with the same label will be immediately reactivated when information about 
a failure is received.  The algorithm continues until all the sub-paths of the set SP are 
protected and labeled. In this case, we do not get a separate backup tree (dashed 
lines). If a link or a node of the primary tree fails, the algorithm will activate the links 
of the same label from the backup set. 

3.3   Dual Forest Tree Algorithm 

The dual forest tree algorithm starts with finding the primary tree as a shortest path 
tree. After that it continues finding the shortest path between the leaf nodes of this 
tree. A leaf node can be each node of the primary tree, which has only one connec-
tion. Figure 4 shows the primary (solid lines) as well the backup links (dashed lines) 
for a multicast group consisting of the node 1 as a source and the nodes 5, 7 and 8 as 
receivers. Because the source has only one connection in this example, it will be se-
lected as a leaf node, too. From Figure 4, the Leaf Nodes set (LN) is composed of the 
nodes 1, 7 and 8. To find the shortest path between the leaf nodes, the links and the 
nodes of the primary tree except the leaf nodes are deleted. The shortest path between 
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Fig. 4. Dual forest tree protection 

the leaf nodes is (1,2,3,8,7). The main challenge of this algorithm is to find the short-
est path between the leaf nodes without sharing any link and node of the primary tree. 
To solve this issue, we choose each leaf node as a root and try to find its shortest path 
tree. The tree with lowest cost will be then selected as a backup tree. The basic idea of 
this algorithm has been proposed in [FCG01] [SCM06]. 

4   Performance Evaluation 

4.1   Reference Networks 

To evaluate and compare the investigated algorithms, they are implemented in Matlab 
[MW08]. Primary tree cost, backup cost and blocking probability are used for  
comparing the performance of these algorithms. Two network topologies from the 
NOBEL-project [NOB08] are used for the performance evaluation. The first one  
is the “German network” with 17 nodes and 26 links and the second one is the 
“European network” with 28 nodes and 41 links.´ 

4.2   Evaluation Scenarios 

Three scenarios are used in this work. The results of these scenarios are averaged 
over 100 calculation runs. The first one uses the proposed protection algorithms to 
find the primary tree as well the backup set for a multicast group whose size falls 
within the range [3, N-2], where N is the number of the network nodes. The mem-
bers of these groups are randomly chosen. The first node of each group is selected as 
a source of this group. Because of that, a group of two members represents a unicast 
case. Therefore, we use at least three nodes to build a multicast group. Furthermore, 
a group of N members represents a broadcast case. The range [3, N-2] is chosen to 
evaluate the performance of the proposed algorithms in different group density 
(sparse and dense mode). The results of this scenario are defined as a function of 
multicast group size. The second scenario is similar to the first one. However, a 
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defined number of multicast groups are randomly created for each calculation run. In 
this case, the link capacity will play a major role. The link capacity is 10 capacity 
units; however, the demand of each multicast service is one capacity unit. The results 
of the last scenario are defined as a function of the number of the multicast groups 
for each calculation run. The number of multicast groups falls within the range [1, 
15]. In this scenario, each protection algorithm is used to find the primary tree and 
the backup set for a defined multicast group size with different number of multicast 
groups (within the range [1, 15]) for each calculation run. Therefore, the link capac-
ity plays also a major role in this scenario. We have chosen this range [1, 15] to 
investigate the proposed algorithms with a low and a high network load. 

4.3    Results Discussion 

To evaluate the performance of the proposed algorithms, the blocking probability is 
used. The blocking probability is the number of multicast groups whose backup set 
cannot be found divided by the total number of created multicast groups. This crite-
rion shows clearly the performance of the proposed algorithms. A 95% confidence 
interval is used to show the accuracy of the averaged value. The primary as well as 
backup tree cost will be discussed in this paper, too. However, their results are not 
presented because of the paper limit. 

4.3.1   German Network with 17 Nodes and 26 Links 
The results presented in Figure 5 are defined as a function of the multicast group size, 
while the results in Figure 6 are defined as a function of the multicast groups number. 
Because of using the shortest path algorithm to find the primary tree, the cost of this 
tree is a suboptimum compared to the minimum spanning tree. However, we get the 
optimum solution of the end-to-end cost in this tree. Therefore, the end-to-end cost of 
the primary tree constructed by the sub-path and dual forest tree algorithms is the 
optimum. However, the backup cost depends on the method used by the algorithms. 
The dual forest tree algorithm finds the shortest path tree between the leaf nodes of a 
primary tree. Thus, its backup cost is the lowest. On the other hand, the sub-path algo-
rithm tries to find a backup set of defined sub-paths from a primary tree. The shared 
links between the primary tree and the backup set will be deleted to avoid duplicating 
the reserved link capacity in the same direction. This results in reducing the backup 
cost compared to the preplanned tree algorithm. Figure 5 shows that the dual forest 
tree algorithm is the worst one and the sub-path algorithm is the best one in finding 
the backup tree. The preplanned tree algorithm tries to find two separate trees. In the 
case of a large number of multicast groups and high network load, it becomes difficult 
to find two separate trees. However, the sub-path algorithm tries to find a set of 
backup paths sharing with the primary tree. This results in a network load reduction.  
From Figure 5(a) we can see that the blocking probability of the dual forest tree algo-
rithm for multicast group size 14 and 15 is one. This is because the algorithm cannot 
find any backup set for all the investigated groups. We can infer that the sub-path 
algorithm is the best one in both small as well as large multicast group sizes (see 
Figure 6-(a) and (b)). While the dual forest tree algorithm shows the worst result in 
both small as well as large multicast group sizes where in large multicast group sizes, 
the blocking probability is almost one. This is because this algorithm tries to find the 
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shortest path between the leaf nodes without sharing the primary links and nodes. 
Hence, this algorithm is not applicable for large group sizes. From Figure 6 we can 
see that the preplanned tree algorithm performs similarly to the sub-path algorithm for 
large group sizes (right diagram), while the difference becomes larger in small group 
sizes (left diagram). We can explain this difference by the fact that the sub-path algo-
rithm needs less backup capacity than the preplanned tree algorithm. As mentioned 
above, the dual forest tree cannot find any backup tree. Furthermore, its blocking 
probability differs between zero and one in small multicast group size and low load. 
Because of that the precision of the calculated mean (Figure 5-(a) and Figure 6-(a)) 
becomes worse. 

 

Fig. 5. Blocking probability as function of multicast group size using Germany network topol-
ogy: a) Number of multicast groups = 1 (left); and b) Number of multicast groups = 15 (right) 

 

 

Fig. 6. Blocking probability as function of number of multicast groups using Germany network 
topology: a) Multicast group size = 3 (left); and b) Multicast group size = 15 (right) 

4.3.2   European Network with 28 Nodes and 41 Links 
We repeat the calculation process with a larger, but less meshed network topology. In 
the same way, we present the results in two forms: as a function of multicast group 
size and as a function of number of multicast groups. The results presented in Figure 
7 and 8 give the same conclusions as the results presented previously. However, the 
performance of the investigated algorithms becomes somewhat worse, compared to 
the results of the fist network topology. This is because the network mesh level plays 
a role in finding a backup tree, when the network load and the multicast group size 
increase. On the contrary, the increasing of the network size can improve the per-
formance of the investigated algorithms in the small group sizes. Form these results 
we can infer that the performance of the investigated algorithms depend on the net-
work topology, network load and multicast group size. 
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Fig. 7. Blocking probability as function of multicast group size using Europe network topology: 
a) Number of multicast groups = 1 (left); and b) Number of multicast groups = 15 (right) 

 

 
Fig. 8. Blocking probability as function of number of multicast groups using Europe network 
topology: a) Multicast group size = 3 (left); and b) Multicast group size = 26 (right) 

5   Conclusions 

In this work we proposed three algorithms used to protect the multicast distribution 
tree. In IP/MPLS core networks, the 1+1 unicast resilience is used to protect link as 
well node failures. As mentioned above using unicast algorithms to protect the multi-
cast distribution trees is inefficient and resulting in multiplying the required band-
width. Recently, several proposals are investigated to improve the MPLS standard to 
be able to protect multicast trees [WB08].  

This paper focuses on the resilience issue. To reduce the required backup band-
width, we delete the sharing links between the primary and backup tree. This results 
also in avoiding the double transition of the multicast data in the same link direction. 
Blocking probability is used to compare and evaluate the performance of the investi-
gated algorithms. We can clearly see that the sub-path algorithm performs at the best. 
The preplanned tree algorithm seems to perform similar as sub-path algorithm in the 
large multicast group sizes. However, it becomes worse in the small group sizes with 
high network load. That is because the preplanned tree algorithm is based on finding 
two separate distribution trees that increase the reserved backup capacity. On the 
contrary, the performance of the dual forest tree is at the worst. Because this algo-
rithm tries to find its backup as a shortest path between the leaf nodes of the primary 
tree without sharing any link and node of the primary tree, it is also not applicable for 
large group sizes. 

It is also important to investigate the reaction time needed to reconstruct the distri-
bution tree when a single link/node failure occurs. This time depends on the used 
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recovery method. If we use the 1+1 class, the recovery time is smaller than in case of 
1:1 class. The implementation of the 1+1 class is also simpler. However, the network 
load will increase. This issue will be investigated in future work. 
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Abstract. 6LoWPAN defines how to carry IPv6 packets over IEEE 802.15.4 
low power wireless or sensor networks. Limited bandwidth, memory and en-
ergy resources require a careful application of IPv6 in a LoWPAN. The 
IEEE 802.15.4 standard defines a maximum frame size of 127 bytes that de-
creases to 102 bytes considering the header overhead. A further reduction is due 
to the security, network and transport protocols header overhead that, in case of 
IPv6 and UDP, leave only 33 bytes for application data. A compression algo-
rithm is necessary in order to reduce the overhead and save space in data pay-
load. This paper describes and compares the proposed IPv6 header compression 
mechanisms for 6LoWPAN environments. 

Keywords: 6lowpan, IPv6, header compression, sensor network, IEEE 
802.15.4, blip.  

1   Introduction 

6LoWPAN is defined as a protocol to enable IPv6 packets to be carried on top of Low 
Power Wireless Personal Area Networks (LoWPANs) [1]. LoWPANs are composed 
of devices compatible with the IEEE 802.15.4 standard.  

The aim is to develop personal networks, mainly sensor based, that can be inte-
grated to the existing well-known network infrastructure by reusing mature and 
wide-used technologies. IPv6 has been chosen as network protocol because its char-
acteristics fit to the problematic that characterizes LoWPAN environments such as 
the large number of nodes to address and stateless address auto-configuration. 

1.1   IEEE 802.15.4  

The IEEE 802.15.4 standard [2] defines protocols and interconnections of devices via 
radio communication in a Low Rate Wireless Personal Area Network (LR-WPAN). It 
follows the OSI reference model and specifies the physical and the Medium Access 
Control (MAC) sublayer of the data link layer. The main characteristics of these  
LR-WPANs include: (1) data rates of 250 kbps, 100 kbps, 40 kbps and 20 kbps; (2) 
IEEE 16-bit short or 64-bit extended address; (3) Low power consumption. 
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IEEE 802.15.4 devices are classified into Full Function Devices (FFD) and Re-
duced Function Devices (RFD). The FFD operates as a PAN coordinator and border 
router. Two important features of 802.15.4 are its self-healing and self-organizing 
properties. This means that nodes are able to detect the presence of other nodes and 
organize themselves in a network, and they can detect and recover from faults.  

There exist four different frame types: (1) beacon frame, (2) data frame, (3) ac-
knowledgment frame, (4) MAC command frame. The maximum frame size defined in 
IEEE 802.15.4 is fixed to 127 bytes, of which 25 bytes are reserved for frame over-
head. This leaves 102 bytes for payload. 

1.2   6LoWPAN Architecture 

In order to transport IPv6 packets over 802.15.4 links it is required, as specified in [3], 
to provide an adaptation layer below the network layer (Fig.1). It is demanded in 
order to comply with the minimum MTU required by IPv6 that is fixed to 1280 bytes. 

 

Fig. 1. 6LoWPAN protocol stack 

The packet is prefixed by LoWPAN encapsulation headers that, as defined in [3], 
include the presence of a one byte IPv6 Dispatch header and the definition of the 
following header fields and their ordering constraints. The two leftmost bits are set-
tled to 01 or 00 indicating if there is a 6LoWPAN frame or not. The remaining 6 bits 
can define up to 64 different dispatch header types. However, only 5 dispatch header 
types are defined in [3]. 

As mentioned before, IPv6 allows stateless address auto-configuration. This prop-
erty allows hosts to generate their own address combining locally available information 
together with the one advertised by routers. The host generates the interface identifier 

 
+---------------+-------------+---------+ 
| IPv6 Dispatch | IPv6 Header | Payload | 
+---------------+-------------+---------+ 

Fig. 2. LoWPAN encapsulated IPv6 datagram 
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while the router provides the subnetwork prefix associated with a link. The interface 
identifier is defined with a length of 64 bits [5]. Thus, there is no problem if the PAN 
uses 64 bits IEEE 802.15.4 extended addresses but a modification is needed when 
using 16 bit IEEE 802.15.4 short addresses. The modification consists of adding a 
48 bits pseudo address to the 16 bits interface identifier in order to obtain the required 
length of 64 bits. The pseudo address is formed as follows:  
 

PAN ID (16-bit): zero  bits (16): IEEE 16-bit short address 
 

Considering an IEEE 16-bit short address equal to “64” (hex) and PAN ID equal to 
”10” (hex) we obtain the following pseudo address: 
 

00:10:00:00:00:64 

2   Related Work on IPv6 Header Compression in LoWPAN 

IP Header Compression can be defined as “the process of compressing excess proto-
col headers before transmitting them on a link and uncompressing them to their 
original state on reception at the other end of the link” [4]. Compression is possible 
since the information carried in the packet is redundant. The redundancy may be pre-
sent because we are sending packets belonging to the same flow and so the informa-
tion contained in the headers is repeated several times, or because it is already present 
in other protocol headers in the packet. 

Traditionally, the header compression is performed over a link between two nodes 
called compressor and decompressor. Moreover, there is the concept of flow context, 
 

 
    0       4       8       12      16      20      24      28    31  

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|Version| Traffic Class |           Flow Label                  | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|         Payload Length        |  Next Header  |   Hop Limit   | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                                                               | 
+                                                               + 
|                                                               | 
+                         Source Address                        + 
|                                                               | 
+                                                               + 
|                                                               | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
|                                                               | 
+                                                               + 
|                                                               | 
+                      Destination Address                      + 
|                                                               | 
+                                                               + 
|                                                               | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Fig. 3. 40 bytes IPv6 Header 
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which is a “collection of information about field values and change patterns of field 
values in the packet header” [4]. As just mentioned, IP header compression is usu-
ally a hop by hop compression. In a sensor network, this compression approach has 
high cost in terms of power consumption, indeed at each hop the IP header should be 
decompressed and re-compressed by the devices. Therefore, this approach might not 
fit with the constraints of 6LoWPAN networks. In addition to the increased process-
ing operation at each node and the consequent increase of the needed power, there is 
also the problem of the maintenance of the context due to limited memory in sensor 
devices. 

2.1   LOWPAN_HC1 

The first specification of IPv6 header compression for LoWPAN has appeared in [3], 
and it is specified as LOWPAN_HC1. Considering the IPv6 header as shown in Fig.3, 
the common case for 6LoWPAN communications can be listed as: 

• IP Version: it is 6 for all packets 
• Traffic class and flow label: they are zero 
• Payload length: it can be inferred from layer 2 or from the “datagram_size” field 

in the case we have a fragmented packet. 
• Next header: it can be UDP, TCP or ICMP, so using 2 bits suffices. 
• Source and Destination address: they are link-local (that is, the IPv6 interface 

identifier can be inferred from source and destination address present in layer 2). 

All these fields can be compressed to 1 byte. As mentioned in [3], it is mandatory not 
to compress the hop limit field, which always needs to be carried inline. So the result-
ing compressed header would have a size of 2 bytes instead of the 40 bytes of the 
uncompressed header as seen in Fig. 4. 

 
0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5 

+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
   |  LOWPAN_HC1 dispatch header    |  SA   |  DA   |TF |   NH  |HC2| 

+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 

Fig. 4. 2 bytes encoding LOWPAN_HC1 format 

LOWPAN_HC1 is only applied to link-local addresses. In consequence, it would 
not be possible to compress global addresses. The compression of global addresses 
would save 32 bytes of link-layer MTU. Moreover, a communication with global 
addresses would give full capabilities of the IPv6 protocol adoption to a LoWPAN, 
such as end-to-end communication across different LoWPANs and external IP net-
works. 

To solve this problem, an IETF Internet draft [6], LOWPAN_HC1g, has been 
published, specifying a method for compressing global addresses. The LOW-
PAN_HC1g compression came from the fact that “To support compression of global 
unicast address, LOWPAN_HC1g assumes that a PAN is assigned on compressible 
64-bit global IP prefix. When either the source or destination address matches the 
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compressible IP prefix, it can be elided” [6]. LOWPAN_HC1g does not substitute 
LOWPAN_HC1, but it extends its applicability. 

The compression of global addresses would be useful to gain bytes in the packet to 
send user data. In order to achieve this, an alternative header compression scheme has 
been developed under the name of LOWPAN_IPHC [7]. In this paper we focus and 
implement this one, which is presented in the following section. 

2.2   LOWPAN_IPHC 

LOWPAN_IPHC [7] is the third proposed IPv6 header compression scheme.  
Currently, it is at its fourth update referred as LOWPAN_IPHC-04. Hereafter,  
LOWPAN_IPHC refers to the fourth update. It has been thought as an improvement 
of LOWPAN_HC1. In particular, it extends the applicability of header compression to 
support communication to nodes internal and external to LoWPANs (that is global 
address), multicast communication and both mesh-under and route-over configura-
tions. Global IPv6 address compression is based on shared states within contexts. In 
contrast with LOWPAN_HC1, in the proposed LOWPAN_IPHC it is not mandatory 
to carry inline the hop limit field. A mechanism is specified to compress traffic and 
flow label in case they are not null fields. LOWPAN_IPHC uses five of the rightmost 
bits of the dispatch type (bits 3 to 7 in Fig. 5) in order to specify compressed fields of 
IPv6 header that are not related with the address compression. The dispatch header is 
followed by the LOWPAN_IPHC header that defines how source and destination 
addresses are compressed. An additional byte is present when communicating with 
global address; it is called Context Identifier Extension (CID). The four leftmost bits 
specify the context for source address. The remaining four rightmost bits specify the 
context used for destination address. Using context based compression, we could 
compress up to 16 network prefixes and save 60 bits of payload when communicating 
with external 6LoWPAN networks.  

As reported in [7], LOWPAN_IPHC can compress the IPv6 header down to two 
octets (the dispatch octet and the LOWPAN_IPHC encoding) with link-local commu-
nication as seen in Fig. 5. When routing over multiple IP hops, LOWPAN_IPHC can 
compress the IPv6 header down to 7 octets (2-octets dispatch/LOWPAN_IPHC, 1-
octet Hop Limit, 2-octet Source Address, and 2-octet Destination Address). 

 
0   1   2   3   4   5   6   7   8   9   0   1   2   3   4   5 

+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 
| 0 | 1 | 1 |  TF   |NH | HLIM  |CID|SAC|  SAM  | M |DAC|  DAM  | 
+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+---+ 

Fig. 5. LOWPAN_IPHC Encoding 

0   1   2   3   4   5   6   7 
+---+---+---+---+---+---+---+---+ 
|      SCI      |      DCI      | 
+---+---+---+---+---+---+---+---+ 

Fig. 6. CID octet 
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3   Implementation of IPv6 Header Compression over IEEE 
802.15.4 Networks 

3.1   Protocol Stack 

Presently there are not LOWPAN_IPHC public implementations to our best knowl-
edge. Hence, we have developed the compression and decompression routine focus-
ing on the integration with b6lowpan protocol stack, which is presented in the next 
section, and reusing functions already provided in it. 

The software component has been developed on TinyOS 2.1, which is an open-
source operating system designed for wireless embedded sensor networks. The im-
plementation of 6LoWPAN functionalities have been developed and implemented by 
the Berkeley Wireless Embedded Systems (WEBS) [8]. It has been released as 
TinyOS contribution and initially named b6loWPAN. Currently it is at its fourth ver-
sion and has changed the name to Berkeley IP implementation for low-power net-
works (blip). When we started implementing the header compression, b6loWPAN 
was at first release so we have kept working on this version. From now on we will 
refer to it as blip. 

It uses LOWPAN_HC1 header compression and includes IPv6 neighbor discovery, 
default route selection, point-to-point routing and network programming support. 
Standard tools like ping6, tracert6, and nc6 can be used to interact with and trouble-
shoot a network of 6loWPAN devices. Pc-side code is written using the standard BSD 
sockets API (or any other kernel-provided networking interface). 

The blip implementation of header compression has been substituted by our im-
plementation of LOWPAN_IPHC IPv6 Header compression. 

3.2   Hardware Platform 

The hardware platform used is the Crossbow's TelosB mote. It is an open source, low-
power wireless sensor module. TelosB motes have a 16-bit RISC MCU at 8 MHz and 
16 registers. The platform offers 10 kB of RAM, 48kB of flash memory and 16 kB of 
EEPROM. Requiring at least 1.8 V, it draws 1.8 mA in the active mode and 5.1 µA in 
the sleep mode. The MCU has an internal voltage reference and a temperature sensor. 
Further sensors available on the platform are a visible light sensor (Hamamatsu 
S1087), a visible to IR light sensor (Hamamatsu S1087-01) and a combined humidity 
and temperature sensor (Sensirion SHT11). 

3.3   Environment and Measurements 

A performance analysis has been done taking into account sensor memory usage, 
sensor energy consumption, average throughput of packet transmission within the 
sensor network and average Round-Trip delay time. The network topology (Fig. 7 ) is 
composed by three nodes: 

1. IPBaseStation: it is the “border router” and acts as a bridge between the serial and 
radio links; it is the destination node. 

2. Relay Node: it acts as a relay node. 
3. Sensor Node: it transmits UDP packets to the IPBaseStation; it is the source node. 
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Sensor Node Relay Node IPBase Station  

Fig. 7. Network topology 

RTT has been measured in a single-hop network topology using the ping6 command 
included in b6lowpan. 

Power consumption analysis has been done at the “relay node” since it is where 
both, the decompression and compression functionalities were carried out, apart from 
forwarding (i.e. each time a packet reaches this node it has to decompress, compress 
and forward the packet). The device used for these measures is the Agilent Technolo-
gies DC Power Analyzer N6705A. 

All the tests have been done on three different cases of compression: 
(1) LOWPAN_IPHC, (2) LOWPAN_HC1, (3) No compression. 

Performance analysis has been done on communications using global addresses. In 
the case of LOWPAN_IPHC, the global address has been compressed down to 16 bits. 

4   Results 

Fig.8 shows the average throughput (in KB/sec) for the three cases listed above. The 
IP payload ranges from 5 to 70 bytes length. For each payload value, 10 throughput 
measurements have been done. The final result is the mean value of them. The  
compressed header reaches a size of 31 bytes for LOWPAN_IPHC, 58 for LOW-
PAN_HC1 and 62 for the non-compressed headers. The non-compressed header car-
ries all the IPv6 header fields in-line, except the payload field.  

In terms of throughput, LOWPAN_IPHC outperforms the others because the bytes 
of MAC payload used to carry the compressed headers are halved with respect to 
LOWPAN_HC1. Throughput increases by 39.77% for 70 bytes of payload, which is 
the maximum payload admitted by LOWPAN_IPHC without the need of fragmenta-
tion. Considering the maximum data payload (44 bytes) allowed by LOWPAN_HC1 
without packet fragmentation, we obtain a throughput improvement of 25% with 
LOWPAN_IPHC compression. 

The behavior of LOWPAN_HC1 compared with the no compression case needs a 
brief explanation. Although the UDP header is present in the packet, it is not declared 
in the next header field of IPv6. Instead of it, an hop-by-hop extension header named 
source routing header is specified. It is a non-standard header used in blip for source 
routing. In that way we have to carry in-line 8 bits of next header field. This means 
that, considering the architecture of the stack, the benefit of using one or another 
compression algorithm depends strongly on how the address fields are compressed 
more than the other IPv6 fields. 
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Fig. 8. Throughput obtained for LOWPAN_IPHC, LOWPAN_HC1 and no compression 

In terms of energy consumption, we have focused on the effect of compressing 
IPv6 headers without taking into account the data application payload. Results are 
shown in Table 1. 

Table 1. Energy Consumption 

 Consumption (mA)

No compression 19.49 

LOWPAN_HC1 19.41  

LOWPAN_IPHC 19.27  

Table 2. Memory usage 

 ROM (bytes) RAM (bytes) 

LOWPAN_HC1 22020  3421  

LOWPAN_IPHC 22584  3421 

 
The sample rate has been fixed to 1 ms for a 10 minute test with the Sensor node 

sending a packet each second and the Base Station replying as soon as the packet 
arrives. LOWPAN_IPHC shows a better performance also in this case. Battery con-
sumption is lowered 0,72 % between LOWPAN_IPHC and LOWPAN_HC1 and 
1,13% between LOWPAN_IPHC and non compression case. 

Table 2 compares the memory usage of the basic blip installed function that  
includes header compression LOWPAN_HC1 with the one implemented by LOW-
PAN_IPHC. LOWPAN_IPHC increases by 564 bytes the occupation of ROM 
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Table 3. Round Trip Time (RTT) statistics 

 Average RTT 
(ms) 

Max RTT (ms) Min RTT (ms) Standard deviation 
(ms) 

No compression 171.151  1311.428   87.840  88.397  

LOWPAN_HC1 164.560  1192.718  81.323  68.654  

LOWPAN_IPHC 79.443  1071.519  63.301 57.741  

 
memory. This reflects the increased complexity of the compression algorithm. 
Mainly, the use of context based compression makes memory performance worse. 

Finally, Table 3 shows the average round-trip delay time obtained from 1000 sent 
packets. It can be easily appreciated that LOWPAN_IPHC outperforms both no com-
pression and LOWPAN_HC1 cases. These results reflect the throughput performance 
confirming that the space saved using LOWPAN_IPHC and, in particular, by com-
pressing global addresses steps up the performance in the data transmission. LOW-
PAN_IPHC decreases RTT by 51.72% respect to LOWPAN_HC1. The average RTT 
obtained for LOWPAN_IPHC is comparable to others results found in literature [9]. 

5   Conclusions 

In this paper we have presented the header compression mechanisms used to reduce 
IPv6 headers impact on the performance of 6LoWPAN environments. A first imple-
mentation and preliminary results are presented. The obtained results agree with the 
expected behavior of LOWPAN_IPHC and LOWPAN_HC1.  

The main purpose of LOWPAN_IPHC is to offer the performance of a stateful 
compression in a resource-limited environment such as 6LoWPAN. As we have 
shown, a stateful compression approach increases the sensor memory usage. How-
ever, it outperforms all the other parameters we have taken into account. Moreover, 
with the refined Traffic and Flow fields compression introduced in LOWPAN_IPHC, 
the use of mechanisms of congestion control and QoS management on a 6LoWPAN 
communication would not affect dramatically the overall performance as it could 
happen with LOWPAN_HC1. This would benefit the application of 6LoWPAN to 
critical applications (i.e industrial process control, maintenance and surveillance) 
where there is the need to guarantee the service also in case of network congestion. 

Finally, the 6LoWPAN Working Group plans to deprecate LOWPAN_HC1 header 
compression and push LOWPAN_IPHC [7] forward to become the new header com-
pression standard for 6LoWPAN. 

6   Future Work 

As future work, the implemented LOWPAN_IPHC compression routine will be 
adapted to the latest blip version. Moreover, it would be useful to study and test pos-
sible enhancements of the header compression definition. We plan to compare the 
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benefits of using  Context based compression. This will be tested for global addresses 
when communication happens inside or outside the network.  
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Abstract. The subject of secondary spectrum usage has been a hot research 
topic for some time now. Secondary users should be able to detect available 
primary frequency bands and use these spectrum opportunities without causing 
any harmful interference to primary users. The aim of this paper is to propose a 
new methodology, based on image processing techniques, which combines a 
number of sensed samples at different random geographical positions collected 
by secondary sensors, in order to build a map with the positions and coverage 
areas of the different primary transmitters. The results can be used to discover 
frequencies that can be used by a secondary market without causing interfer-
ence to primary receivers and without any type of cooperation between primary 
and secondary networks.  

Keywords: Sensing, Secondary Spectrum Use, Radio Environment Map, Image 
Processing. 

1   Introduction 

Recent years have witnessed the evolution of a large plethora of wireless technologies 
with different characteristics, as a response of the operators’ and users’ needs in terms 
of an efficient and ubiquitous delivery of advanced multimedia services. As a result, 
current and future wireless scenarios will be characterized by a multiplicity of Radio 
Access Technologies (RATs) and network operators with very different deployments 
(e.g. cellular, wireless local area networks, etc.). In addition to this, and with the ob-
jective of ensuring an efficient utilization of the available spectrum bands, the regula-
tory perspective on how the spectrum should be allocated and utilized is evolving as 
well [1]. New technical advances are focused on the development of strategies and 
policies aiming at the utmost and efficient access to shared spectrum resources. As an 
example, the unlicensed use of VHF and UHF TV bands by secondary users, provided 
no harmful interference is caused to the licensee (i.e. primary user), was targeted by 
the FCC in [2]. 

The primary-secondary spectrum sharing can take the form of cooperation or coex-
istence. Cooperation means there is explicit communication and coordination between 
primary and secondary systems, and coexistence means there is none. In the latter case, 
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secondary devices are essentially invisible to the primary and all of the complexity of 
sharing is borne by the secondary without changes required to the primary system. In 
this context, one of the key enabling technologies to enable secondary spectrum access 
is the cognitive radio, which allows the terminals determining which portions of the 
spectrum are available, selecting the most appropriate channel for transmission, and 
vacating the channel whenever a licensed user is detected [3]. 

In the above framework, assuming the coexistence case, knowledge about the pri-
mary transmitters’ positions can be a relevant input for secondary users to determine 
the frequencies available for secondary use at the different points. In this respect, this 
paper proposes a new methodology, based on image processing techniques, aimed at 
combining a number of sensed samples at different geographical positions collected 
by secondary sensors, in order to build a map with the estimated positions and cover-
age areas of the different primary transmitters. The proposed methodology could be 
used to build databases containing the relevant aspects of radio environment charac-
terization, such as the so-called Radio Environment Map (REM) in [4]. The REM can 
serve as the navigator and the vehicle of network support for Cognitive Radios. REM 
can also be viewed as the generalization of the available resource map proposed by 
Krenik for cognitive radio applications in unlicensed wide area networks [5], [6]. In 
[4], the authors use the REM as a database in order to compute the distance between 
the primary transmitter and secondary receiver. Prior work of the authors in [7] also 
introduced the image processing to identify the homogeneous radio-electrical regions 
where certain frequencies can be detected. This paper goes beyond the previous work 
in [7] by introducing novel object-based reconstruction techniques to enable the char-
acterization of the scenario based on only a subset of samples. 

This paper is organized as follows. Section 2 presents the problem formulation  
and the scenario considerations, prior to describing the proposed methodology in 
Section 3. Illustrative results are presented in Section 4 and conclusions are summa-
rized in Section 5. 

2   Scenario Considerations and Problem Formulation 

A generic scenario such as the one depicted in Fig. 1 is considered. It is characterized 
by a number of primary transmitters corresponding to different RATs which operate 
at different frequencies and have different coverage areas (e.g. the central transmitter 
operating in a broadcast-like RAT with an extensive coverage area at frequency f5, or 
the transmitters operating at RATs 1 and 2 with frequencies f1, f2, f3 and f4 that could 
correspond to some cellular-like RATs). Assuming that no cooperation between the 
primary and secondary networks exists, the secondary network will have to discover 
the positions and coverage areas of the primary transmitters to be able to decide in 
which places and in which frequencies secondary transmissions could be allowed. For 
that purpose, the secondary network can rely on the information measured by a num-
ber of sensors randomly scattered in the scenario and that could be built-in e.g. mobile 
terminals, and the appropriate post-processing of this information, which is the focus 
of this paper. 
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Fig. 1. Generic scenario with different RATs and frequencies 

A sensor measures the received power in a number of specific frequencies in its 
position. It is assumed that frequency fi is detected by the sensor at position (x,y) when 
the received power is above a given threshold Pth(fi), so that the following binary 
representation can be obtained for each frequency at each sensor position: 
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From this binary representation, it is possible to characterize the measurement at all 
frequencies given by the sensor at coordinate (x,y) by a value corresponding to the 
sum of the binary representations of all the N considered frequencies: 
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Each sensor would then report the value of I(x,y) to a central entity in charge of com-
bining the measurements of every sensor. The problem considered here consists then 
in defining a methodology to smartly combine the different measurements at random 
positions, which represent a partial vision of the scenario, in order to get a full vision 
in which the positions and coverage areas of the different primary transmitters are 
obtained. It is worth mentioning that this work focuses mainly on this combination of 
the sensing results, assuming these results are available, but both the considerations 
on the sensing process itself (such as errors in the process or the determination on 
which frequencies has to sense every sensor) and the means to report the sensing 
results are out of the scope of the paper and are left for future work.  

3   Proposed Methodology 

The proposed methodology assumes that the radio environment can be characterized 
by an image [7], where each pixel (i.e. a rectangular area of dimensions ∆x × ∆y) takes 
the value I(x,y) corresponding to the frequencies that are detected in it. Then, given that 
only the values I(x,y) of the pixels where a sensor is located are known, these values 
need to be combined using image processing techniques in order to reconstruct the 
overall image and to discover the transmitter positions and coverage areas, as it is 
illustrated in Fig. 2. It is assumed that a pixel can only have the result of one sensor. 
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Fig. 2. Inputs and outputs of the considered problem 

Assuming that the coverage area of a transmitter to be discovered will be approxi-
mately circular, which would be valid according to the distance-dependent path loss 
whenever omnidirectional antennas are used, the proposed methodology aims at iden-
tifying in the image the existing circular regions. For that purpose, starting from the 
sensed pixel values, which will be affected by propagation and shadowing effects, an 
object-based reconstruction technique will be developed to identify those “objects” 
(i.e. an object is a region where a certain frequency fi is detected) that can be assimi-
lated as circular areas and correspondingly as transmitter coverage areas. For that 
purpose, the steps of the proposed methodology are illustrated in Fig. 3 and explained 
in the following. 

Fig. 3. Steps of the proposed methodology 

3.1   Interpolation 

Interpolation is the first step of this methodology. From the results of the sensors we 
build an image by interpolating the intermediate pixels for those positions where no 
sensor was available. We do that by attributing to each unknown pixel the value of the 
nearest known pixel. 
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3.2   Construction of Binary Images 

From the interpolated image, we build a set of binary images, each one corresponding 
to a given frequency fi. Each pixel of a binary image takes the value 1 if frequency fi

is detected and 0 otherwise. These binary images will be used as the basis to identify 
the different objects. 

3.3   Erosion 

It is possible that in some cases, some objects are not properly detected in the binary 
images, because they are not clearly separated from each other. This can occur due to 
e.g. shadowing effects in the propagation. In order to eliminate this drawback, before 
the object-based reconstruction technique, we apply an image processing technique 
called erosion to the binary images resulting from the interpolated image. In the ero-
sion, the value of the output pixel is the minimum value of all the pixels in the input 
pixel's neighborhood. We assume that a pixel’s neighborhood is defined by a circular 
area of radius 5 pixels. In image processing terminology, this corresponds to making 
the erosion with a circular structuring element [8]. Note that in the particular case of a 
binary image, if any of the pixels of the neighborhood is set to the value 0, the output 
pixel after the erosion will be set to 0, which will tend to decrease the size of the ob-
jects and thus to separate them. 

3.4   Object-Based Reconstruction Technique 

Object-based reconstruction technique tries to regenerate the image based on object 
properties, in particular assuming that the coverage area of a transmitter will be ap-
proximately circular. For each binary image (i.e. for each frequency fi), we: 

• Detect the objects (i.e. regions where frequency fi is detected), following the 
so-called connected-component labelling technique [9] that consists in scan-
ning the image and making groups of adjacent pixels having the same value 
(4-connected pixels are assumed, meaning that pixels are adjacent if one of 
their four edge - sharing neighbours touch). Each group of pixels will be then 
an “object”.  

• Measure objects properties (centroid and diameter of the object, which corre-
spond to the centre and diameter of a circle with equivalent area than the ob-
ject). Note that the centroid of every object represents the estimate position 
of primary transmitter; 

• Regenerate a new image replacing each object by a circle with the corre-
sponding diameter (see Fig. 3). 

3.5   Dilation 

Because of the prior erosion process, the resulting object area after object-based 
reconstruction technique has become smaller than in the binary images, which would 
lead to more reduced coverage areas than in the real situation. To compensate this 
effect, we apply the dilation technique to the binary images resulting from the ob-
ject-based reconstruction technique. The dilation is the image processing technique 
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opposite to the erosion process, and in this case the value of the output pixel is the 
maximum value of all the pixels in the input pixel's neighborhood [8]. In particular, 
in a binary image, if any of the pixels of the neighborhood is set to the value 1, the 
output pixel is set to 1, which will tend to increase the size of the objects. The same 
neighborhood shape (i.e. circular structuring element) as in the erosion is considered. 

3.6   Object-Based Reconstruction Technique 

After the dilation process, it may occur that some small circles intersect with other 
bigger circles. For that purpose, we execute again the object-based reconstruction 
technique to clearly regenerate the circular areas. 

3.7   Filtering 

Due to the shadowing effects in the propagation, after the reconstruction process, it 
may happen that certain objects are detected with an area significantly smaller than 
that of the rest of objects, so they cannot be considered as transmitters. To cope with 
this, in the last step, we filter the resulting images by eliminating those objects that 
have an area 30 times smaller than the average area of all the detected objects. 

Finally, after the filtering, we combine the binary images to obtain a new image in-
cluding information of all the frequencies. This image includes the positions, cover-
age areas and frequencies of the different primary transmitters. 

4   Results 

In order to illustrate the capabilities of the proposed methodology, it is evaluated in a 
cellular scenario with cell radius 1km, hexagonal layout and with a 3 frequency reuse 
pattern (f1, f2, f3). The total scenario size is 10km x 10km, and the pixel size is 
∆x=∆y=10m. The transmitter power is 30dBm, propagation losses as a function of 
distance d(km) are given by L=128.1+37.6*log10(d) and the shadowing standard de-
viation is 3dB. Power threshold Pth(fi) is set at -99.6dBm for all frequencies. In Fig. 4 
we can see the original image corresponding to the digitalization (i.e. the image if all 
the pixels were known). Having just N=3 frequencies, pixels are encoded according to 
equation (2) with 8=2N different intensity levels (i.e. colours) where the value 7=111 
corresponds to the areas where three cells are overlapped, the values 3=011, 5=101 
and 6=110 corresponds to the areas where two cells overlap and finally the values 
1=001, 2=010 and 4=100 correspond to the central areas of each cell. 

We sense the original image with a random sensor distribution with average den-
sity D sensors/km2 and apply the proposed methodology. In Fig. 5 we can see the 
difference between the original image with shadowing effects, the sensed and interpo-
lated image and the reconstructed image, in case that density of sensors 
D=100sensors/km2. Visually we can remark that we obtain an important improvement 
of the original image as the shadowing effects are no longer included in the recon-
structed image, so that the positions and coverage areas of the different transmitters 
can be more clearly identified. 
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Fig. 4. Image corresponding to the cellular scenario with 3dB standard deviation shadowing. In 
the right part, the colour scale corresponding to each pixel intensity between 0 and 7 is plot. 

Fig. 5. Comparison between the original image, the sensed and interpolated image, and the 
reconstructed image for the case D=100 sensors/km2

Fig. 6. Images resulted after proposed methodology for different sensor densities 

In Fig. 6, we observe the resulting images for different values of the sensor density 
D. Note that if we have a low density of sensors such as D=4sensors/km2, we can not 
properly identify the transmitters.

Every centroid of the detected objects represents the estimation of the position of 
each transmitter. In order to measure the accuracy in this estimation, we compute the 
relative error in the position estimation as the difference between the real transmitter 
position and the detected position, divided by the transmitter coverage radius. For this 
computation, we do not account for the transmitters that are located in the borders of 
the image, since they do not form a complete circle in the original image and conse-
quently they lead to larger errors due to border effects. 
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Fig. 7. Relative error in the transmitter positions for D=100sensors/km2

Fig. 7 represents the relative error for each transmitter in the considered scenario in 
case that density of sensors D=100sensors/km2. It can be observed that, in all the 
cases, the values of the relative errors are below 8%. 

The mean error and the standard deviation for different density of sensors are 
shown in Fig. 8. In addition, Fig. 9 plots the rate of transmitter detection representing 
the ratio between the number of transmitters properly detected and the exact number 
of transmitters. In case that density of sensors D=4 sensors/km2, only a 40% of the 
transmitters are detected, and the mean error is high, as well as the standard deviation. 
As the density of sensors grows, the rate of detection is 100%, and the mean error is 
smaller. Gathering more than about 25 sensors per km2 (i.e. on average 1 sensor every 
200×200 m2 or equivalently about 80 sensors per transmitter coverage area) leads to 
minor marginal gains to the mean error of about 5% (or 50 meters in the base station 
position) and to a detection probability of 100% in the analysis performed. 
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Fig. 9. Rate of transmitter detection

Fig. 10 and Fig. 11 plot the obtained results for different values of cell radius. As 
we expect, in case that the cell radius is small (e.g. 500m), we have fewer sensors 
inside the cell coverage area, the errors are bigger, and the rate of detection smaller. 
Instead, if the cell radius is large (e.g. 1500m), the number of sensors inside the cell 
coverage area is also larger, the errors are smaller and the rate of detection is higher. 
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Fig. 10. Mean error for different values of cell
radius

Fig. 11. Rate of transmitter detection for
different values of cell radius

Table 1. Minimum density of sensors necessary for different cell radius 

cell radius 
500 m 

cell radius 
700 m 

cell radius 
1000 m 

cell radius 
1200 m 

cell radius 
1500 m 

density of 
sensors per  

km2
110 73 28 22 10 

Accepting an error below 5% and a rate of transmitter detection above 95%, we can 
obtain from the results the minimum density of sensors necessary in order to make a 
proper estimation of the position of the transmitters. This is indicated in Table 1. 

5   Conclusions 

This paper has presented a new methodology, based on image processing techniques 
that combine a number of sensed samples at different geographical positions collected 
by sensors, in order to discover the positions and coverage areas of the different pri-
mary transmitters. Utilization of these databases in a secondary spectrum usage per-
mits the secondary network to discover the presence of primary network transmitters 
and to use spectrum opportunities without disturbing the primaries. The results ob-
tained reveal the utility and efficacy of the proposed methodology, with relative errors 
below 5% in the transmitter position. 
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Abstract. Users with several devices need a convenient mechanism to
transfer running service sessions from one device to another device. This
paper proposes a framework that allows session mobility without modi-
fications on the communication partner’s system from application layer
down to network layer. That means we can transfer ongoing sessions with
minor interruptions of the communication and thus call it complete ses-
sion mobility. Due to the framework’s flexibility we support a multitude
of technologies across all layers. The architecture has been verified by a
prototype that has been implemented on a Linux system.

1 Introduction

Nowadays a user owns several devices that are connected to the Internet and
that can be used to consume services. Currently, these devices are independent
of each other, which decreases the usability from the user’s point of view. In
particular, a user cannot easily transfer ongoing service sessions from one of his
devices to another one. For example, a user wants to exploit the diverse capa-
bilities of his devices and transfer a running video session from the TV at home
to the mobile phone when he leaves the house. Moreover, the limited battery
power of mobile devices motivates the need to transfer service sessions between
devices. If one device runs out of power the service session can be transferred to
another user device and the user can continue to use the service.

In order to accomplish the transfer of ongoing service sessions between devices
of a user, we have to design a suitable framework. Such a solution should also
take the following requirements into account:

High degree of flexibility: The solution has to cover a wide range of different
applications. We target to support multimedia sessions, like voice, and video
calls, web sessions and online games.

No involvement of communication partner: Existing solutions, e.g. based on
SIP [1] require the exchange of signaling messages with the communication
partner, i.e. the service provider, to transfer a service session between devices.
This requires that the communication partner supports such session trans-
fers. In addition, the communication partner is explicitly informed about the
session transfer, which can be critical for privacy-aware users.

M. Oliver and S. Sallent (Eds.): EUNICE 2009, LNCS 5733, pp. 188–198, 2009.
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We propose a flexible and pluggable framework that allows session mobility.
This framework takes into account that a service session consists of application
state and communication state, which need to be transferred between devices.
Since application state is very specific we demand that a service supports well-
defined interfaces for state export and import. Regarding the communication
state, which exists between the user’s device and a communication partner, we
need to redirect the traffic and to re-establish the corresponding states on the
destination device. For redirecting the traffic we employ mobility techniques
on the network layer. The re-establishment of the network state requires the
extraction of information from the operating system’s (OS) network stack of the
network layer as well as of the transport layer.

The remainder of this paper is structured as follows. Section 2 provides an
overview on the terminology used throughout this paper. Afterwards Section 3
presents the related work for the architecture proposed in Section 4. The partial
implementation of the architecture is elaborated in Section 5. Finally, we discuss
the open issues of our architecture in Section 6.

2 Terminology

Since we propose a layered session mobility framework based on mobility tech-
niques on the network layer, we introduce the relevant terminology first. Based
on a well-established mobility terminology introduced in Section 2.1, we elabo-
rate on our cross-layer session concept in Section 2.2.

2.1 Mobility Terminology

The term mobility is widely used in communication networks with different
meanings. In our understanding, mobility is “the ability to use services, irre-
spective of changes of the location and technical equipment” [2]. For its realiza-
tion, suitable mechanisms have to be in place to support service usage despite
of changes of network connections or change of terminals.

Specifically, we can distinguish three fundamental types of mobility according
to the moving object: terminal mobility, personal mobility, and session mobility.
Terminal mobility allows to maintain the network connection if the terminal is
moving, i.e. keep the network address if the terminal changes its location. With
user mobility, a user can consume services in the same way independently of
the chosen terminal. E.g., a user can change the terminal and is still reachable
with the same identifier. With session mobility, a user can continue to use an
application session, even if he changes the terminal.

Orthogonal to the mobility types we classify mobility approaches according to
the extent of continuity: services or sessions are either stopped before and contin-
ued after movements (discontinuity), or continue to be active during the move-
ment (continuity). In the latter case, the movement can either lead to noticeable
impact (non-seamless handover) or unnoticeable impact (seamless handover).

Our solution aims at session mobility in conjunction with user mobility. This
means that we want to keep network connections with its identifiers persistent
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and move running application sessions from one device to another. Depending
on the application and network or device performance, the continuity will go as
far as enabling seamless handover. We call this complete session mobility.

2.2 Session Terminology

In order to transfer a session between two user devices we need to define a session
concept. Fig. 1 shows that a service session consists of one application session at
least. In case of non-communicating services, e.g. applications running on a user
device without interaction across the network, or services that only communicate
temporarily, there is no need for a communication session.

An application session is made up of at least one application state part. Sev-
eral application state parts can exist to distinguish for example between control
and media flows in case of VoIP communication. An application state part in
turn can have associations to communication flows that make up the communi-
cation session. A communication flow needs to be identified, e.g. by the so called
5-tuple that consists of source and destination IP address, source and destina-
tion port and transport protocol. For example in case of TCP also a flow state
exists. Moreover it might have an associated security context, e.g. to reflect a
TLS [3] association. Communication flows of different communication sessions
might depend on each other. For example in case of a security association on the
network layer between two end systems all flows depend on each other.

The introduced model shows that we need solutions to transfer the application
state and the state contained in the transport and network layer. Therefore,
Section 3 introduces relevant proposals that have influenced the design of our
framework.

Fig. 1. Session Model

3 Related Work

For the transfer of service sessions we have investigated relevant technologies on
the network layer that allow the redirection of traffic (c.f. Section 3.1), transport
layer concepts (c.f. Section 3.2) and concepts that support session mobility on
the application layer (c.f. Section 3.3). Moreover, we discuss several integrated
approaches in Section 3.4.
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3.1 Network Layer Mobility

At the design time of IP, hosts were static and IP address changes were rather
seldom. Therefore, IP addresses are used to identify a host as well as its location
in the network. With the advent of mobile devices, there is a need for solutions
that allow the seamless change of IP addresses, and thus the redirection of the
traffic to a different topological location, during a running communication ses-
sion. A common approach on the network layer is to decouple the duality of the
IP address and to introduce separate identifiers for hosts and their location in
the network. Akyildiz et al. [4] provide an overview on mobility solutions on the
network layer.

Basically we can distinguish two different approaches to support mobility:
Tunnels and Signaling. Tunnel approaches [5] use a fixed anchor point in the
network which redirects the traffic to the current IP address of the mobile device.
With Signaling approaches [6,7] an explicit end-to-end signaling protocol is used
to inform the the communication partner of the IP address change.

In Mobile IP (MIP) [5] without route optimization all traffic sent from the
communication partner is forwarded via a tunnel by the home agent to the mobile
node. Thus, the home agent serves as a fixed anchor point for the mobile node
and maintains the mapping to the current IP address. Moreover, MIP supports
an explicit signaling between the mobile node and the correspondent to overcome
the drawbacks of triangular routing.

Approaches based on end-to-end signaling are Shim6 [6] and the Host Identity
Protocol (HIP) [7]. Both approaches introduce some kind of additional layer
between the transport and the network layer to eliminate the dual-use of IP
addresses. This allows changing the IP address based on the exchange of signaling
messages without interrupting an ongoing communication session. Both solutions
have in common that the communication partner has to support the protocol. In
contrast to Shim6, which solely operates on existing IP addresses, HIP introduces
additional host identifiers to identify hosts.

All introduced approaches fit in our framework in order to redirect network
traffic from one user device to another. In case of Mobile IP we need to update
the binding of the home address, whereas in case of HIP and Shim6 we need to
signal the update of the IP address and to transfer the corresponding state.

3.2 Mobility on the Transport Layer

Two mobility approaches can be identified on the transport layer: multihoming
and device transition. Multihoming provides persistent transport connections de-
spite changing IP addresses. Various techniques for supporting explicit handoff
signaling in transport protocols are presented in [8]. In most cases such solutions
are based on protocol extensions that need to be supported by the communica-
tion partner. Instead of extending the transport layer protocol [9,10] introduce
an additional session layer between the application and the transport layer. Such
solutions require the introduction of additional addressing concepts.

Beyond IP address changes, device transition enables the migration of trans-
port connections between devices. We can differentiate solutions that extend
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existing protocols, e.g. TCP [11], and solutions without any involvement of the
communication partner. This is done by extracting, manipulating and transfer-
ring OS internal transport protocol state information. Several sample implemen-
tations for Linux exist, such as SockMi [12] and tcpcp [13] that allow the transfer
of TCP sockets. Since our framework is intended to support device transition,
we focused on the latter approach for transport layer mobility.

3.3 Application Layer Mobility

Session mobility on the application layer has been thoroughly considered by
different research communities. The SIP community has addressed the need to
transfer a multimedia session from on device to another device based on the
existing SIP protocol [1].

For the OS community it has been important to migrate complete processes [14]
between different devices. This includes the transfer of the complete code and
stack of the running process. We restrict ourself to the extraction of the ap-
plication state via well-defined interfaces. This allows to support heterogeneous
applications complying with a defined interface standard.

3.4 Integrated Approaches

Abeille proposed the Virtual Terminal concept [15] that supports session mo-
bility with mobility solutions on the network layer in order to redirect traffic
between different devices. In contrast to our architecture, the concept does nei-
ther consider the transfer of the application state nor the consequences on the
transport layer. Similar to [15] is the approach proposed by [16] that is based
on HIP. They have focused on extensions for HIP to transfer an HIP associa-
tion between different hosts and claim that the framework can be extended to
complete session mobility.

4 Architecture

4.1 Overview

Fig. 2 shows the architecture of our pluggable framework for session mobility.
It consists of one central component per device, the Relocation Manager (RM),
which coordinates the session transfer between two devices. In order to transfer
a session it extracts all the required session state from so called adapter compo-
nents via a generic interface A. Available adapter components register with the
RM. Basically, three different kinds of adapter components can be distinguished

– Network Adapters: The network adapters turn commands via the A inter-
face into technology specific actions in order to redirect the network traffic
from one device to the other device. For example in case of HIP, a HIP
network adapter it is required to transfer the corresponding security associ-
ation from one device to the other device and to trigger an update of the IP
address to redirect the traffic.
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Fig. 2. Overview on the architecture

– Transport Adapters: The transport adapters extract transport layer spe-
cific information from the OS. In case of the TCP transport adapter all
necessary state information is extracted from the OS in order to re-establish
the socket on the other device.

– Application Adapters: On the application layer, the application adapters
take care of the state extraction from the applications. An application needs
to provide an application adapter specific interface for state export and im-
port.

A session transfer is initiated and controlled via the Controller component that
connects to the RM via the U interface.

4.2 Definition of Interfaces

Adapter Interface - A. The generic interface A between the adapters and
the RM is used to import and export state from the network, transport and
application layer. In our architecture, A provides the following primitives.

– Suspend : Freezes layer dependent state information which is going to be
transferred from the exporting device (ED) to the importing device (ID).

– Resume: Unfreezes state information. An ID may resume work when called.
Furthermore, an ED may resume work in case of session migration failures.

– Shutdown: Instructs an adapter to free all resources upon successful session
migration.

– Get Resources : Queries for resources used by a network stack component.
– Reserve Resources : Checks and reserves resources for further use.
– Get State: Exports internal state information.
– Set State: Imports internal state information.
– Do Presignaling: Triggers signaling between ID or ED and peer device before

transferring the session.
– Do Postsignaling : Triggers signaling between ID or ED and peer device after

successful session migration.
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Relocation Manager Interface - R. The R interface is defined between two
RMs. It provides primitives to control the session transfer from ED to ID.

– Check Preconditions : This primitive is used to verify whether it is possible
to transfer a session in advance of the actual session transfer. It is needed to
check whether sufficient resources are available on the destination device.

– Initiate Session Transfer : Initiates the actual session transfer and transports
the hierarchical state description from the ED to the ID.

– Activate Session: After the session state has been transferred, the ED triggers
the activation of the session on the destination device.

With these three primitives it is possible to transfer a session from one device
to another device. This is elaborated in Section 4.3.

For the description of the state we defined an hierarchical exchange format as
illustrated in Fig. 3. It reflects the session model shown in Fig. 1. We distinguish
the transfer of the application state, which is assumed to be a binary large object
(BLOB), the transport state that reflects in most cases serialized structures out
of the OS kernel, and the network state. Thus, the complete state description
looks like this:

Fig. 3. Exchange format for session transfer

All message exchanges via the R interface are security critical, because they
might contain sensitive information. Before the transfer of a session between
devices can take place, devices need to mutually authenticate each other. More-
over, the messages exchanged need to be encrypted to prevent eavesdropping.

Controller Interface - U . The controller interface provides the correspond-
ing controller component with information on the availabe sessions and allows
for the initiation of session transfers. The primitives of this interface are sub-
ject to further study. Currently a user has to trigger the corresponding transfer
manually.

4.3 Message Flow

For the transfer of sessions between user devices, two message flows are essential.
First, a mechanism is required to discover user devices that are available for
session transfer, which is discussed subsequently. Second, the message flow for
the actual session transfer is elaborated.

Device Discovery. In order to know which devices are available for session
transfer we assume for simplicity a centralized approach: All user devices register
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themselves with a central repository and update the registration periodically.
The central repository serves as anchor point and must always be available. It
allows a device to retrieve a list of all currently available devices and present it
towards the user, who then triggers the session transfer. This mechanism could be
enhanced based on service discovery protocols like Service Location Protocol [17].
Additional improvements could use beacon mechanisms or exploit geographic
information in order to propose only close-by devices for session transfer.

Session Migration. Fig. 4 illustrates the message flow to transfer a session
between the ED and the ID. For simplicity only one adapter is depicted. When
the RM of the ED receives the Export command for a session, e.g. S1, it first
sends a Suspend message to the adapter to freeze its internal state before ob-
taining information on the required resources. Afterwards the RM of the IM is
contacted to check whether it has sufficient resources to take over the session.
If the check is positive, the resources are reserved and confirmed. The Do Pres-
ignaling primitive provides the flexibility for additional steps that have to take
place before the actual state can be extracted with Get State.

Fig. 4. Session migration message flow

Afterwards, the complete session state is transferred from ED to ID, which
subsequently imports the state into the corresponding adapters. If Set State
is successful, both RMs have the possibility to trigger additional steps with
Do Postsignaling. Finally, the EM’s RM activates the session and releases the
remaining resources with Shutdown. The in Fig. 4 depicted session migration
delay tMig has to be short in order to minimize the packet loss.
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5 Implementation

We implemented the above introduced architecture on a Linux system running
kernel 2.6.24. The implementation consists of three different adapters and the
RM. Since we have not considered complex logic that triggers session transfers,
user action to manually trigger session transfers is needed. On the application
layer, a Linux application adapter allows the transfer of special adapted Linux
applications. Such applications have to provide an interface that allows the im-
port and export of the application state. For demonstration purposes we have
implemented a simple echo server that provides the needed interfaces.

If the application has open TCP sockets, we are in the position to transfer
the corresponding TCP transport layer state by using the SockMi [12] imple-
mentation in the TCP adapter. The transfer of open TCP sockets also requires
the redirection of the corresponding traffic stream. We achieve this by exploiting
the SHIM protocol and extended its implementation LinShim [18] to manipulate
locator pairs.

Fig. 5. Implemented architecture

Fig. 5 provides additional details on the implementation of the RM and the
generic adapter design. The RM consists of an Adapter Coordinator that man-
ages and communicates with the registered adapters based on the coordination
by the Session Administrator. Data obtained from the adapters is (de-)serialized
by the Export and Import Dispatcher in order to transport it by the R interface
across the network.

The modular design of the adapters consists of functional blocks that are
responsible for managing the resources required, the import and export of state,
and the explicit signaling that needs to be triggered with the adapter backend.
All activities are coordinated by the Relocation Assistant.

6 Summary and Conclusion

Our approach for complete session mobility moves running applications between
devices while maintaining network connections. This includes transferring all
state of open connections (e.g. TCP) between devices, so that the application
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can continue to use the connections as on the old device, as well as switching
network identifiers between devices (e.g. with MIP, HIP).

We proposed a framework that collects state from applications and the net-
work stack, moves it to a different device, and reestablishes the state required
to continue the session there. The framework is kept flexible with generic in-
terfaces for pluggable adapters to the specific mobility protocol or applications.
We proofed the applicability of this approach by implementing a prototype with
adapters for SHIM6 and TCP on Linux.

While our first tests are promising, some issues still have to be solved. First,
switching IP addresses in active TCP connections is uncommon in today’s IP
networks. Thus, devices in the network that track the connection state (firewalls,
NAT) cannot associate address switched TCP packets with connections and will
block traffic. This could be resolved with appropriate signaling. Second, we con-
sidered transfer of TCP state with Linux only, while transferring TCP state
between operating systems with different stack implementation demands for suit-
able transformation of state information in order to work correctly. Moreover,
we need to conduct thorough performance measurements on the prototype and
elaborate on security issues regarding the transfer of sessions between devices.
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Abstract. Present day Telecommunications market imposes a short
concept-to-market time for service providers. To reduce it, we propose
a computer-aided, model-driven, service-specific tool, with support for
collaborative work and for checking properties on models. We started
by defining a prototype of the Meta-model (MM) of the service domain.
Using this prototype, we defined a simple graphical modeling language
specific for service designers. We are currently enlarging the MM of the
domain using model transformations from Network Abstractions Lay-
ers (NALs). In the future, we will investigate approaches to ensure the
support for collaborative work and for checking properties on models.

1 Introduction

Present day Telecommunications customer-centric market, with its high demand
rate and fierce competition, imposes a fast pace to service providers. To shorten
the concept-to-market time, the service providers need to make their service def-
inition more efficient by designing the product right-the-first-time. The current
service definition process is largely based on trays of documents being exchanged
between service designers and programmers. We contend that capturing the ser-
vice definition knowledge into a computer-aided, model-driven (Sect. 2) design
tool shortens this process and enables capitalization on previous experience.

Capturing domain specific knowledge may be done by iteratively constructing
a Domain Definition Meta-model (DDMM), as presented in Sect. 3 and repre-
sented by the central entity in Fig. 1 (in this figure we represent with filled
ellipses what we have already done; in parentheses we indicate the toolkit we
used). Starting from the DDMM, we can define one or several Domain Specific
Languages (DSLs) (Sect. 4) which increase the performance of service design-
ers. The approach of defining several DSLs and semi-automatically generating
tools (editors, checkers) for them from an information model has been previously
proposed for policy-based management systems [1].

Defining a telecom service is a collaborative work which involves several de-
signers. They need specific support for team work and especially a solution to
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Fig. 1. Telecommunications-specific Modeling

put together their individual work into a composed definition of the service. We
discuss this aspect in Sect. 5, together with the need to verify and validate the
definition of a service. The DDMM can support the service designers in their
collaborative work when defining a new service and can also be used for veri-
fying properties on models that were defined using the aforementioned DSLs.
Therefore, as highlighted by [2] also, the DDMM is central to our approach.

2 Model Driven Engineering

Model Driven Engineering (MDE) is a software engineering approach concerned
with bridging the conceptual gap between the problem and implementation do-
mains by using as primary artifacts of development abstract models that describe
the system from multiple viewpoints and by providing automated support for
analyzing models and transforming them to concrete implementations. The basic
principle of MDE is “everything is a model” [3].

“A model represents reality for the given purpose; the model is an abstraction
of reality in the sense that it cannot represent all aspects of reality. This allows us
to deal with the world in a simplified manner, avoiding the complexity, danger
and irreversibility of reality” [4].
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MDE main challenges have been recently surveyed by [5]:

1. Modeling language: how can one create and use problem-level abstractions
in modeling languages;

2. Separation of concerns: how can one use multiple, possibly overlapping mod-
els of the same system described from several viewpoints, possibly in hetero-
geneous languages;

3. Model manipulation and management challenges: define, analyze and use
model transformations, maintain traceability links among model elements,
maintain consistency among viewpoints and use models during runtime.

In our approach of modeling services, we meet the same challenges. To address
them, we propose:

1. A DSML, presented in Sect. 4, defined using a model-based approach.
2. An approach based on collaborative work, as presented in Sect. 5.
3. Using model transformations extensively, starting from constructing the

DDMM from an NAL, as presented in Sect. 3, to connecting to tools that
use formalisms that enable checking properties on models 5.

3 Elaborating the Domain Definition Meta-Model

We approached the definition of the DDMM with an iterative method in mind.
We started with the definition of a simple MM, for prototype purposes. This
prototype is aimed at defining a simple virtual private network (see Fig. 4). The
prototype consists of a Network, which may contain several inner networks and
several Nodes. The nodes are either Computers, Internet or Routers; they are
connected by links which constitute outlinks for the source nodes, and inlinks
for the target nodes. The routers can be either customer edge routers (CE) or
provider edge routers (PE ). Each PE and CE has an Interface, which contains a
virtual routing and forwarding (VRF ) table containing the VrfRouteTargets and
information about the neighboring PEs (BgpIpv4AddressFamilyNeighbors). PEs
use the Border Gateway Protocol (BgpRoutingProtocol) to communicate with
each other. We also enriched the DDMM with validation rules [6], thus enabling
domain level validation. As tool we chose TOPCASED [7], a strongly model
oriented system engineering toolkit for critical and embedded applications.

We are currently working on enlarging the DDMM. For this, we start from
existing NALs which are specified in UML and simplify them to suit the needs
of service designers (see top left ellipses in Fig. 1). We specify the reduction rules
using the ATL [8] model transformation language. Consequently, the reduction
rules are written as model transformation rules. As presented in Fig. 2, a), model
transformations are models themselves, conforming to their MM. They take as
input one or several source models and produce as output one or several target
models. In our case, Fig. 2, b) the transformation is endogenous (i.e.; the MM of
the input model(s) is the same as the MM of the output model(s) - UML) and
has one source (i.e.; NAL) and one target model (i.e.; DDMM). We exemplify
the transformation rules in listing 1, which presents a rule that copies to the
output model all classes from the input model that have at least one method.
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Ecore

UML UML

NAL (LargeHierarchy) DDMM (SmallHierarchy )

HierarchyReduction

ATL

Fig. 2. a) MM-based model transformation (from [3]) and b) DDMM construction by
model transformation

module HierarchyReductionUML ; −− Module Template
c r e a t e SmallHierarchyUML : UML from LargeHierarchyUML :

UML;

r u l e Clas s {
from

cs : UML! Class (
cs . ownedOperation−>notEmpty ( ) )

to
ct : UML! Class (

name <− cs . name ,
package <− cs . package ,
ownedOperation <− ope ra t i onLs t
) ,
ope ra t i onLs t : d i s t i n c t UML! Operation fo r ea ch

( oper in cs . ownedOperation . asSequence ( ) ) (
name <− oper . name)

}
listing 1

We chose this approach because a NAL already captures a big part of the ser-
vice domain, but in a much more detailed manner than necessary for a designer.
By eliminating all entities that are unknown to service designers and shrinking
the inheritance hierarchies, we believe we can elaborate a MM that is close to
the service domain. In addition, such a MM would have the advantage of being
easy to map to existing NALs. More details about this approach of construct-
ing the DDMM by model transformation can be found in [9]. In the future, we
consider enriching the DDMM obtained by reduction from NALs iteratively, by
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using specific domain analysis methods, such as Family-oriented Abstractions
Specification and Translation [10] or Organization Domain Modeling v2 [11].

4 A Simple Graphical Telecommunications Specific
Modeling Language (SGTSML)

“A domain-specific language (DSL) is a programming language or executable
specification language that offers, through appropriate notations and abstrac-
tions, expressive power focused on, and usually restricted to, a particular
problem domain .”[12] The DSL development methodology has been exten-
sively presented by [13].

Fig. 3. Modelware and Grammarware (from [3])

On one hand, being a programming language, the definition process of a DSL
has to be consistent with the definition process of any programming language.
Consequently, an abstract syntax, a concrete syntax and a semantics have to
be defined. On the other hand, [14] consider that “a DSL is a set of coordi-
nated models”. The two points of view are not at all contradictory, as illustrated
by Fig. 3, in which the correspondence between modelware and gramarware is
illustrated (i.e.; to the language to describe the grammar of a programming lan-
guage, in modelware it corresponds the meta-meta-model; to the grammar of
the programming language it corresponds the MM and to the program itself it
corresponds the model). The abstract syntax of a DSL can be modeled as the
DDMM (Fig. 4), the concrete syntax can be represented as a “display surface”
MM and the semantics can be obtained through a transformation model between
the DDMM and, either the MM of a DSL with a precise execution, or the MM
of a general purpose programming language (e.g.; Smalltalk).



204 V. Chiprianov, Y. Kermarrec, and P.D. Alff

Network
name  : EString

Node

Computer
name  : EString
ipAddress  : EString
portNb  : EInt

setPortNb (EInt)

Internet
Router

name  : EString
ipAddress  : EString

configureIpAd... () : ...
removeIpAd... () : ...

CE PE

VRF
vrfName  : EString
routeDistinguisher  : EString

configureVrf () : EInt
removeVrf () : EInt

VrfRouteTarget
routeTarget  : EString

configureRt () : EInt
removeRt () : EInt

BgpIpv4AddressFamilyNeighbor
remoteAsNumber  : EInt
neighborIpAddress  : EString

configureBgpNeighbor () : EInt
removeBgpNeighbor () : EInt

BgpRoutingProtocol
localAsNumber  : EInt

Interface
netMask  : EString

attachVrf (VRF) : EInt
detachVrf (VRF) : EInt

innerNetworks0..*

nodes0..*

inLinks0..*

outLinks
0..*

attachedToInterfaces

1..*

vrfRouteTargets

1..*

familyNeighbors 1..*
bgpRoutingProtocol

1..*

customerFacingInterface

1vrf
0..1

attachedVrf
1

providerFacingInterface

1

Domain Definition
Meta-Model (UML)

Prototype
(TOPCASED)

Fig. 4. Abstract Syntax of SGTSML

We tackled the construction of the DDMM in Sect. 3. For the concrete syntax
(see top right filled ellipses in Fig. 1) we consider that a graphical syntax will be
much easier to use by service designers, as it provides a synthetic, high-level view
of the system being considered. Therefore, we defined one using TOPCASED,
which has a feature that allows automatic generation of graphical editors for
DSLs based on their MM. To describe the semantics of our SGTSML we de-
cided to use the semantics of an existing general purpose programming language,
Smalltalk (see right ellipses in Fig. 1). Consequently, we defined templates for
code generation towards Smalltalk, using OpenArchitectureWare [15]. More de-
tails about the definition of SGTSML can be found in [6]. In the future, we
intend to extend the concrete graphical syntax to represent the entire enlarged
DDMM and to define a concrete textual syntax too, using tools such as TCS
[16], or more classical approaches, such as compilers or translators.

5 Towards Collaborative Work and Checking Properties
on Models

Using the modeling language, the designers will define a service. However, be-
cause a service is a complex entity, several designers are required to collaborate
for its definition. Therefore, we must provide them with adequate communication
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and interaction tools. We plan to construct a knowledge base which will contain
the decisions that are taken during service definition and their justifications, a
design rationale system [17]. We are considering also a form of behavior modeling
and model composition, but have yet to investigate and decide between UML
State Machines, formal methods, ontologies or other approaches.

We are studying as well methods to ensure the models produced by service
designers are valid. We envisage defining model transformations from the MM
(abstract syntax) of the modeling language towards the MM of formalisms that
are capable of verifying a number of properties of interest on the models defined
using the modeling language. However, we have yet to identify the properties of
interest and the best formalisms to check them.

6 Advantages and Disadvantages of Taking a
Model-Driven Approach for Service Definition

Rapid tool prototyping. When defining a language, tools like editors, syntax
checkers, compilers need to be provided together with the language. Evolving
these tools together with the language can be a very time consuming task when
using the classic language theory. To reduce this time, MDE proposes meta-tools:
tools to define other language-specific tools. With their help, language tools can
be rapidly defined and maintained during the evolution of the language. More-
over, the freed resources can be redirectioned towards other activities.

Independence from the implementation platform. The service model build using
our DSML will not contain any platform details, it will be a platform indepen-
dent platform (PIM). This ensures the reusability of the model, which contains
only the business logic. Of course, this model needs to be implemented on sev-
eral platforms, so the details of each platform are described in a platform specific
model (PSM). Consequently, the PIM should contain concepts which are abstrac-
tions of those from the PSMs. This is what we are trying to ensure by building
our DDMM (i.e.; the MM of the PIM) from existing NALs (i.e.; PSMs).

Iterating definition of the DDMM. The construction of the DDMM is a difficult
task. It consists in extracting the abstractions of the domain, verifying that
the MM is complete (i.e.; all necessary concepts and actions can be expressed),
taking care that it remains in the intended scope. This is a long process, which
takes years and implies many changes. Moreover, the domain itself evolves over
the years. Having the flexibility of iteratively defining the DDMM ensures that
the tools and the models will keep the pace with the changes in the domain.

Tool connection through interchangeable models. MDE proposes an XML rep-
resentation of the models. Like in the case of web services, the models become
interchangeable between different tools, programming languages. Connecting to
existing model-based schedulability, performance or other property analysis tools
becomes possible.
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Poor meta-tool configuration power. In order to provide its most important fea-
ture - domain specificity - a DSL needs a specific concrete syntax. For this, the
language meta-tools need to be highly configurable (e.g.; for a graphical syntax,
allow to define the position of the pallet). This is not true for the current tools
(e.g.; the icon definition problem with TOPCASED described in [6]).

7 Conclusions

Our purpose is to replace the current paper-based service design process with a
more computer-aided version. For this, we prototyped a DDMM and used it to
define a SGTSML. We are currently working at enlarging this DDMM through
simplifications from existing NALs. Using a model-driven approach has provided
us with powerful advantages. In the future, we plan to integrate support for
collaborative work and for checking properties on models in the language, but
have yet to investigate the best approaches.
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Abstract. Spam is increasingly a core problem affecting network security and
performance. Indeed, it has been estimated that 80% of all email messages are
spam. Content-based filters are a commonly deployed countermeasure, but the
current research focus is now moving towards the early detection of spamming
hosts. This paper investigates if spammers can be detected at the network level,
based on just flow data. This problem is challenging, since no information about
the content of the email message is available. In this paper we propose a spam
detection algorithm, which is able to discriminate between benign and malicious
hosts with 92% accuracy.

1 Introduction

Spam is a problem that all Internet users experience in their everyday lives. Symantec
Corporation estimates that over 80% of all emails sent in 2008 were spam, a trend that,
with a touch of irony, the company considers to be “normal” [1]. The reason we are
constantly flooded with unsolicited messages is that spam is profitable. As such, spam
detection is likely to remain an “open battlefield” in the coming years.

Nowadays, the most common countermeasures against spam are spam filters. Mail
servers usually host the core of spam filtering operations: tools such as Spamassassin
[2] reject or accept email messages based on their content. Moreover, many mail clients
also locally scan the user’s inbox. However, spam messages are designed to look sim-
ilar to legitimate emails: examples are “phishing” emails that ask you to provide your
bank details. Such camouflaging behavior reduces the effectiveness of content-based
methods.

We propose a spam detection approach that does not rely on content information.
More specifically, our contribution is based on network flows, defined as “a set of IP
packets passing an observation point in the network during a certain time interval and
having a set of common properties” [3]. These common properties typically include
source/destination addresses/ports and protocol type, and they unequivocally define a
flow. Flows have recently received great attention in the research community [4], since
they allow scalable network monitoring of large infrastructures. Flows typically only re-
port information about the amount of packets and bytes exchanged during a connection,
but nothing about the content of the communication.
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In this context, spam detection is a challenge. This paper aims to address the fol-
lowing question: Is it possible to detect hosts from which spam originates by using just
flow data? More specifically, we want to investigate (a) if spam differs from legitimate
SMTP traffic at the flow level and (b) how to detect spam at the flow level. The paper
summarizes the results of the MSc thesis of Gert Vliek. More details about the approach
can be found in [5].

The general assumption in the research community is that a spammer host will be-
have differently from a legitimate mail server [6,7,8]. Capturing this behavior at the
network level can lead to the development of powerful tools for early spam detection,
easing both the server-side load and the filtering in the client. One contribution in this
field is the work of Desikan et al. [9], in which the analysis of time-evolving SMTP
connection graphs helps distinguish between mail servers and spammers. A different
approach is that taken by Ramachandran et al. [6]. The authors’ assumption is that the
network behavioral patterns of a spamming host are far less variable than the spam
content itself. They therefore propose a spam detection approach based on automatic
clustering and classification of sender IP addresses that show a similar behavior over a
short observation time. More attention to flow approaches has been given in the works
of Schatzmann et al. [7,8] and Cheng et al. [10]. In [7,8], the authors suggest that the
average number of bytes, packets and bytes/packets of failed, rejected and accepted con-
nections are flow properties suitable for the classification of spam flows. The authors
rely on server logs for flow classification. On the other hand, in [10], the authors pro-
pose an alternative definition of flows that allows the stateful analysis of spam traffic.
Finally, Z̆ádník et al. [11] propose the use of classification trees for spam identification
based on flow characteristic.

Compared to the previously mentioned contributions, we propose a spam detection
algorithm that relies on Netflow compatible flow data and allows the detection of spam-
ming hosts based on just network characteristics.

This paper is organized as follows. Section 2 describes SMTP traffic from a flow
perspective, highlighting the differences between a normal and a suspicious host. In
Section 3 we present our spam detection algorithm, followed by a validation of our
approach in Section 4. Conclusions are drawn in Section 5.

2 SMTP Traffic at the Flow Level

It is a common assumption that a spamming host’s behavior will differ from legitimate
SMTP servers. Yet it is interesting to see if this assumption holds in real traffic.

The University of Twente, for example, relies on a system of five load-balanced
mail servers, all of them having a similar behavior. Figure 1(a) shows the outgoing
SMTP traffic time-series of one of them. Each time slot on the x-axis corresponds to
a 5 minutes interval, for a total of five days of observation. There is one main aspect
in the mail server behavior. The mail server presents a rather constant activity baseline
at around 100 connections per time slot that rarely rises above 250 connections per
time slot. This aspect is very significant in our case since it shows that a legitimate
mail server is characterized by a steady level of usage. Figure 1(b), on the other hand,
shows the outgoing SMTP traffic time series for a host known to have sent spam. Its
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Fig. 1. Flow level behavior for a university mail server (a) and a suspicious machine (b)

network behavior is totally different from the one in Figure 1(a): the time series is
characterized by sudden and prolonged activity peaks and a long period in which there
is no traffic. Moreover, no usage baseline is present, at the contrary of the mail server.
A deeper analysis of the spammer host behavior also reveals that there is no incoming
traffic, suggesting that the host has no real traffic exchanges. This behavior is commonly
observed in other hosts that have sent spam.

This example suggests that the behavior of suspicious hosts differs substantially from
that of legitimate mail servers. Parameters such the incoming and outgoing traffic, as
well as the widely variable level of usage can be useful in defining an algorithm for
automatic spam detection.

3 An Algorithm for Spam Detection

In the previous section, we showed qualitatively that the network behavior of suspi-
cious and legitimate hosts could be very different. We now propose an algorithm that
will detect, based on just flow information, hosts that are most likely to be spammers.
The algorithm consists of two main phases and a post-processing step. In the first phase,
hosts that do not satisfy three basic selection criteria are filtered out. This phase aims to
reduce the amount of data to be analyzed and to improve the overall performance of the
algorithm. The hosts selected in the first phase are then ranked in the second phase by
means of five ordering criteria according to their likelihood of being spammers. Finally,
ranked hosts are once again filtered according to a post-processing criterion. The algo-
rithm analyzes the SMTP traffic sent and received from the network that is monitored.
Of course, this means spam traffic generated by a spammer outside the monitored net-
work and targeting a different network cannot be considered for the analysis. However,
the results show that it is not necessary to have a complete overview of all the traffic
generated by a spammer to achieve a good detection level.

The selection and ordering criteria are explained in Sections 3.1 and 3.2, respectively.
The criteria that we propose are based on the analysis of a data set of seven days of
SMTP traffic captured at the University of Twente. We describe the resulting algorithm
in Section 3.3.



Detecting Spam at the Network Level 211

3.1 Selection Criteria

The selection criteria allow us to concentrate, in the second phase, on a smaller subset
of hosts. Therefore, in order to be further analyzed, a host has to satisfy all the selection
criteria. The selection criteria aim to filter out at an early stage the majority the not-
malicious clients. These criteria are defined as follows:

SC1 Number of outgoing connections: We only select hosts that exhibit a certain
level of activity:

number of outgoing SMTP connections > θ1 (1)

SC2 Connection ratio: A host is suspicious if it sends far more than it receives. The
connection ratio criterion is defined as:

number incoming SMTP connections
number of outgoing SMTP connections

< θ2 (2)

SC3 Number of distinct destinations: Criterion SC1 could also flag as suspicious a
host that relies on SMTP as logging mechanism (as a printer, for instance). Such
a host would probably not receive any message. Nevertheless, such host would
usually report to only a limited number of destinations, while a spammer would
typically diversify its destinations. A threshold for the minimum number of distinct
destinations is used for discriminating these cases:

number of distinct destinations > θ3 (3)

3.2 Ordering Criteria

Once the suspicious hosts have been selected by applying the selection criteria, we
apply the ordering criteria to rank them according to their likelihood of being spammers.
While the selection criteria are combined into a binary decision, the ordering criteria
yield values from a to e that are later combined into a total score for each host.

OC1 Number of incoming connections: This criterion is a refinement of SC2. We as-
sume that spammers are not interested in receiving SMTP connections. Therefore,
a host that does not have any incoming connection is more likely to be a spammer
than one that has incoming SMTP traffic. The score is calculated as follows:

a =
{

1 if number of incoming SMTP connections = 0
0 otherwise

(4)

OC2 Number of distinct destination: This criterion is a refinement of SC3. We as-
sume that a spammer would try to diversify its destinations. Therefore, hosts with
a high number of distinct destinations are suspicious. We define the score b as:

b =
{

1 if number of distinct destination servers > θ4

0 otherwise
(5)
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OC3 Percentage of idle time: We assume that hosts with long idle periods are more
suspicious than hosts that communicate more regularly over time. We define the
score c as:

c = percentage of idle time (6)

OC4 Irregularity in activity: Our studies suggest that a suspicious host tends to have a
highly irregular transmission pattern. We assume that a host that has a high standard
deviation σ of the number of outgoing SMTP flows per 5 minute time slot is more
suspicious than one with a low one. We define the score d as:

d =
{

1 if σ > θ5

0 otherwise
(7)

OC5 Number of peaks: We assume a suspicious host to show sudden traffic peaks.
We define peaks as time slots where the number of outgoing connections is higher
than (µ + k · σ). µ and σ are respectively the mean and the standard deviation of
the number of outgoing connections per 5 minute time slot for the host, and k is a
parameter that influences the sensitivity of the measure. Hosts with a high number
of peaks are therefore more suspicious. We define the score e as:

e =
{

1 if |{slots where connection rate > (µ + k · σ)}| > θ6

0 otherwise
(8)

3.3 The Detection Algorithm

Algorithm 1 presents the pseudocode for the detection procedure. As explained earlier,
the first phase filters hosts according to the three selection criteria (lines 4 through 6).
However, in order to keep the algorithm efficient, we only consider the n most active
hosts, in terms of outgoing connections, that satisfy the criteria (lines 3 and 7).

In the second phase, the hosts are scored and ordered according to the ordering crite-
ria (lines 11 through 17). For the overall score v, we calculate the average of the single
scores a through e. While ranking the hosts, the algorithm also selects a subset of them
that, in conjunction with the ranking, are most likely to be spammers. More specifically,
only hosts that are not involved in any traffic exchange for the majority of the observa-
tion time γ are considered (line 13). This filtering permits the discrimination between
hosts that have a fairly constant behavior and hosts that only transmit in bursts, as for
example the hosts in Figure 1.

Finally, the algorithm only reports the m top ranked hosts (line 18). The parameter
m allows tuning of the output according to the desired security level.

4 Experimental Results and Validation

Section 4.1 will describe our approach to the validation of our results. Next, in Sec-
tion 4.2 we will describe our experimental setup and the results we obtained. Finally,
Section 4.3 presents a study on the impact of each criterion on the performance of the
algorithm.
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Algorithm 1. Spam detection procedure
1: procedure SpamDetection(Q : host set)
2: S1 = ∅; S2 = ∅;
3: for all x ∈ Q ordered by decreasing number of outgoing connections do
4: if x satisfies SC1 ∧ SC2 ∧ SC3 then
5: S1 := S1 ∪ {x};
6: end if
7: if |S1| = n then
8: break;
9: end if

10: end for
11: for all y ∈ S1 do
12: Compute v := 1

5
· (a + b + c + d + e);

13: if c > γ then
14: S2 := S2 ∪ {y};
15: end if
16: end for
17: Order elements in S2 by decreasing value of v;
18: return top m elements in S2;

4.1 Validation Approach

Since we based our algorithm on flows, no information about the content of the SMTP
connections is available. We therefore need to rely on external services in order to eval-
uate our results. DNS blacklists (DNSBL) are Internet services that publish lists of
offending IP addresses: in our context, IPs that have been involved in spamming activi-
ties. Spam DNSBL are repositories which content is likely to rapidly change over time:
indeed, a blacklisted host can be rehabilitated if it is no longer involved in spamming
activities for a sufficiently long period. Iverson [12] periodically monitors the most
commonly used DNSBL and reports on their reliability.

We selected five DNSBL as trusted sources for validation: zen.spamhaus.org,
bl.spamcop.net, safe.dnsbl.sorbs.net, psbl.surriel.com and
dnsbl.njabl.org. We chose this set of DNSBL because they clearly indicate under
which conditions a host is going to be added and removed from the list. We define a host
to be positively validated if it has been blacklisted in at least one of the five DNSBL we
are considering.

4.2 Experimental Settings and Results

We evaluate our algorithm over three data sets collected at the University of Twente:
a reference data set used to developed the algorithm and two newly collected data sets
referred as Set 1 and Set 2 in the following. Each data set spans over a period of seven
days, with an average of ∼15M flows. The time windows over which the data sets span
are not overlapping. The implementation of our approach uses SQL scripts and can
process a data set in a period of 5 hours.
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In our experiments, we measure the accuracy of the method, defined as:

accuracy =
|{positively validated}|

m
(9)

where m is the number of hosts reported as output by the algorithm and it can be set
according to the desired security level. We decided not to compute the false positive and
false negative rate since it is not possible to establish a ground truth. For the hosts that
we report as suspicious and that are not listed in any DNSBL, indeed, we are unable to
say if they are (a) spammers that are not yet listed (true positive) or (b) normal hosts
(false positive).

Table 1. Criteria parameter settings chosen for the experiments

Parameter Value Parameter Value Parameter Value Parameter Value

θ1 200 θ2 0.005 θ3 5 θ4 10
θ5 1 θ6 50 k 5 γ 80%

Table 1 shows which parameter values have been used in the experiments. The pa-
rameters have been manually tuned based on the statistical properties of the reference
data set. We measured that only 5% of the hosts we analyzed have more than 200 con-
nections (θ1 = 200). In a similar way, only 1% of the hosts have more than 10 distinct
destinations (θ4 = 10). Less than 20% of the hosts present a standard deviation σ > 1
of the number of outgoing connections per time slot (θ5 = 1). Moreover, only 1% of
the hosts have more that 50 peaks (for k = 5, θ6 = 50). The remaining parameters are
specific to the network we are analyzing. In particular, as said in Section 2, the Uni-
versity of Twente relies on 5 mail servers. Therefore, we set θ3 = 5. In our network,
high volume SMTP sources might receive a limited amount of incoming connections
(θ2 = 0.005) and, for an observation window of seven days, spammers have shown to
be idle for at least 80% of the time (γ = 80%). Finally, the algorithm selects n = 20,000
hosts that satisfy the selection criteria and outputs the top m = 100 hosts according to
the ordering criteria.

Our experimental results show that, on average, the accuracy of the system is 92%.
Table 2 presents the detection accuracy for each of the considered data sets. We observe
that our algorithm reaches an overall accuracy of 99% in the reference data set, while the
accuracy slowly decreases in the newly collected data sets. This phenomenon suggests
that the parameters chosen for our experiments might need to be periodically re-tuned
according to spam flow characteristics.

4.3 Criteria Impact

In Section 3 we introduced the criteria we used in our detection algorithm. We now
evaluate the impact of each single criterion to the overall detection accuracy of the
algorithm. We start evaluating the impact of the only selection criteria SC1 and incre-
mentally add one criterion at each run. We measure the overall accuracy on the data set
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Table 2. Detection accuracy for the considered data sets

Data set Time window Accuracy

Reference set 18 – 24 November 2008 99%
Set 1 2–7 April 2009 96%
Set 2 8–14 April 2009 81%
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Fig. 2. Impact of the selection and ordering criteria on the overall accuracy

Set 1 and Set 2 presented in Table 2. Figure 2 shows the average trend of the accuracy
curve with respect to the number of applied criteria. The error bars indicate the standard
deviation of the number of validated hosts w.r.t. Set 1 and Set 2. Selection criteria SC1

and ordering criteria OC3 have the most impact on the accuracy measure, meaning that
a high number of connections in a short period of time (bursts) is a key characteristic of
a spamming host. Moreover, the accuracy measure presents an increasing trend, mean-
ing that each criterion is beneficial to the detection process. The only exception is OC5:
in data set Set 1, indeed, the criterion forces a decrease of the accuracy, suggesting that
under certain condition this criterion may report false positives (legitimate hosts flagged
as spammers).

5 Conclusions

This paper investigates if it is possible to detect spammers at the flow level, without re-
lying on email content. Our findings show that the network behavior of suspicious hosts
differs substantially from that of a legitimate mail server, both in activity level and in-
coming/outgoing traffic patterns. Based on these observations, we propose a detection
algorithm that makes use of just flow information. Our algorithm has been validated
using trusted blacklisting services. The results show that we can detect spamming ma-
chines with a 92% accuracy for the traces on which we validate our approach, meaning
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that the algorithm has a low probability to report false positives (host that are not spam-
mers, but they are flagged as such).

Our work is a first step in flow-based spam detection. In the future, we are interested
in assessing the completeness of our system, in terms of undetected spamming hosts
(false negatives). Moreover, we plan to study how our approach behaves in the presence
of very peculiar services, for example a server that is only used for mailing lists. It might
happen, indeed, that such systems rank high according to our algorithm, suggesting that
other metrics can be added to filter them out. We are also interested in extending our
approach to different scenarios, for example Botnet detection.

Acknowledgments. This research has been supported by the EC IST-EMANICS Net-
work of Excellence (#26854).
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Abstract. Traffic repositories with TCP/IP header information are
very important for network analysis. Researchers often assume that such
repositories reliably represent all traffic that has been flowing over the
network; little thoughts are made regarding the consistency of these
repositories. Still, for various reasons, the traffic capturing process may
have missed packets. For certain kinds of analysis, for example loss mea-
surements, such inconsistencies may lead to the wrong conclusions.

This paper proposes an algorithm to detect such inconsistencies, using
the idea of “fake gaps”. A prototype has been developed, and used to
test two well-known repositories: the WIDE and Simpleweb repositories.
The paper shows that both repositories contain several inconsistencies.

1 Introduction

A network traffic repository contains network traffic gathered from one or more
location(s), often a router or backbone. Captured traffic is stored in data files
in a repository; typically such files contain data captured over a longer period,
for example minutes, hours or even days. Repositories can store different types
of network data, for example TCP/IP header files, netflow records or SNMP
packets. In this paper the focus is on the most common type: TCP/IP header
data.

Using a repository can be very convenient for a researcher, as gathering data
yourself can be very time-consuming, or even impossible. A potential issue in
using a repository, is the consistency of the traffic inside the repository. When
traffic inside a repository does not completely correspond with the actual traffic
that was transmitted and received, this can influence measurements, analysis
and therefore also conclusions that researchers draw. Hence, it is critical to have
information about the consistency of the network traffic repository, so it can be
taken into account when analysing the data.

Issues with consistency of the data in repositories have been reported by
M. Timmer in [1]. While using a repository, it appeared that not all data was
recorded properly. Timmer introduces the term “fake gap” to represent those
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parts of a TCP flow that are absent in the repository, although they were ac-
knowledged at the TCP level. In [2] a relatively simple algorithm has been devel-
oped to find a sudden decrease in data in small intervals, which may indicate a
problem with the repository. However it may very well be a temporary network
problem and therefore does not necessarily affect the consistency of the reposi-
tory. Although [2] has performed some initial research, the consistency analysis
never exceeded a few data files. However, as researcher, knowledge about incon-
sistency in a repository is essential. At this moment, there are no statistics about
possible inconsistency of repositories available. In this paper we will therefore
analyse two well-known repositories: the WIDE and Simpleweb repositories. A
tool has been developed that analyses TCP flows. We focus on TCP, because
its state-full nature allows detection of fake gaps; for UDP this is, due to its
stateless nature, not possible.

In this paper, the main question that will be answered is: How can inconsis-
tency be detected in a TCP traffic repository?

To answer the main question, we first have a look at possible inconsistencies
by answering a sub question: What could cause inconsistencies in a TCP traffic
repository?

Next, we will focus on detecting fake gaps by introducing an algorithm. The
sub question we will answer is: How can we detect fake gaps?

Next, we built a prototype of the algorithm to test existing repositories in
order to answer the second sub question: How consistent are today’s repositories?

It should be noted that a short version, covering roughly half of this paper,
has already been published at AIMS 2009 [3]. Furthermore, an earlier version
of this paper has been presented at the tenth Twente Student Conference on
Information Technology [4]. That conference is an internal conference of the
University of Twente, of which the proceedings have not officially been published
by a real publisher.

The structure of this paper is as follows. In Section 2 we will briefly identify
possible causes that could lead to inconsistent repositories. In Section 3 we will
propose an algorithm to detect inconsistency and introduce the prototype we
built. In Section 4 this prototype will be evaluated. In Section 5 we will discuss
the results of testing two existing repositories using the prototype and finally in
Section 6 we will answer our research questions, draw conclusions and discuss
possible future work.

2 Causes for Inconsistency

In this Section, we will think of ways a repository can become inconsistent. We do
not intend to be complete and provide an in-depth analysis. Instead, we intend
to show the reader possible issues that could lead to inconsistency. Inconsistency
in a repository occurs only when the recording device failed to record the actual
traffic that was sent. We distinguish issues at the switch or router side (where
the traffic is copied) and issues at the recording device itself.
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2.1 At the Side of the Switch

For recording data, the port mirroring feature of a switch can be used. This is
a method of recording data without interfering with the regular operation [5].
Port mirroring is used to copy all traffic from one, or more, port(s) at the switch
to another port of the switch, called the mirror port. When the traffic from only
one port is copied to the mirror port, there shouldn’t be any problem as long as
the bandwidth on the mirror port is greater than, or equal to, the bandwidth of
the source port. However, the situation in which all traffic is copied to the mirror
port is more interesting. In this case, the mirror port could be overloaded when
the bandwidth used by all source ports combined is too large for it to handle.
For example, a common ‘mistake’ is when traffic from a full-duplex 1 Gbit/sec
port is mirrored to a 1 Gbit/sec monitoring port. Since the original traffic can
be 1 Gbit/sec for each direction, the total amount of data the mirror port may
have to forward is 2 Gbit/sec.

When traffic is dropped due to limited bandwidth of the mirror port, the
recording device will record incomplete traffic and thus introduce inconsistencies.
Avoiding this is relatively easy in theory, by making sure the bandwidth of the
mirror port is sufficient. In practice, however, the costs of high-speed interfaces
may prevent adequate dimensioning of the mirror port.

2.2 At the Recording Device

A second way a repository could become inconsistent, is when there are issues at
the side of the recording device. A recording device can be a (desktop)computer
or server gathering data. Commonly a recording device is connected to a router
or switch using port mirroring. When it receives more packets than it can handle,
the device will start dropping packets.

A study by Deri in 2004 showed that packet capture with standard (libpcap)
software may result in heavy packet loss [7]. For example, Windows 2000 showed
a packet loss of 32% and Linux 2.4 even over 99%. The problem, in general, are
interrupts, since packet handling is performed by the kernel. For 100 Mbit/sec
Ethernet cards, Linux 2.4 raised an interrupt for each received packet, putting a
heavy load on the system. To overcome this problem, Deri proposed a so-called
ring buffer, which is now part of Linux 2.6. This ring buffer contains a number
of packet descriptors. In the initial state, all packet descriptors are marked as
‘ready’. When a packet arrives at the network interface card (NIC), it is copied
into a packet descriptor marked as ready, after which the descriptor is marked
as ‘used’. Instead of raising an interrupt for each received packet, an interrupt
is only raised when the buffer contains a certain number of packets (or after a
time-out). As a result, packet capturing performance is improved dramatically
[8], since the lower number of interrupts lowers the load on the CPU, leading to
less packets being dropped.

It should be noted that modern, 1 Gbit/sec Ethernet cards, have already
implemented similar rings in hardware. Still new hardware developments, like
for example multi-core CPUs, raise new problems. Again, software modifications,
like multiple receive queues, may solve potential problems [9].
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3 Detecting Inconsistency

In this Section, we will describe inconsistency called fake gaps and introduce an
algorithm for detecting inconsistency. Although there may be different ways a
repository can be inconsistent, we will only consider fake gaps.

3.1 Fake Gaps

In this paper’s introduction, we said a fake gap to be representing those parts of
a TCP flow that are absent in the repository, although they were acknowledged
at the TCP level. To explain this more precisely we first have to consider a gap.
To start with an example: when Alice wants to send some data to Bob, she sends
ordered packets named A B C D E F. Bob may receive this as A B C E F D, but
knows about the correct order and can therefore recreate the original message.
This is called packet reordering. At the side of Bob, after having received C,
there is a gap until D is received. In this example, the gap is filled when D is
received.

We call a gap a fake gap, when one or more packets in a sequence of packets
are not present, but are also not retransmitted; hence the original TCP flow is
not affected. Consider Alice and Bob: Alice sends the sequence A B C D E F
to Bob using TCP. Bob’s network administrator records all traffic sent to Bob.
According to the data recorded, Bob received A B C E F. When the connection
between Alice and Bob is closed, we know Bob must have received D. We can
then say that the recorded TCP flow between Alice and Bob contains a fake
gap. All data was transmitted and received correctly, but the recorded data
does not reflect this. Hence the recorded data is inconsistent. From now on, if
we are referring to the flow of data packets within a TCP connection, we will
abbreviate it to a flow.

In recorded traffic data, it is likely that there are flows that start and/or end
outside the recorded time period. Therefore, detecting fake gaps in these flows
is difficult. To avoid this, we only take flows into account that are sufficiently
recorded. All packets of a single flow, from the first SYN-packet up to a FIN- or
RST-packet should be recorded. If this is the case, we call the TCP flow a usable
flow. Note that the final FIN-handshake can be partly outside the recorded time
period.

3.2 Algorithm

In Section 3.1 we concluded fake gaps prove inconsistency. To detect this the
algorithm we introduce, listed as Fig. 1, first extracts all usable flows from the
complete set of packets. The second part of the algorithm loops over all usable
flows. For every usable flow, it checks if there is an acknowledging packet that
acknowledges a packet that has not yet been seen. If so, this indicates a fake gap
and an identifier of the flow together with the packet that is used to detect the
fake gap, is added to a list. So the final result of this algorithm is a list of flows
combined with packets directly after the fake gaps.
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INIT usableFlows to {} # all usable flows found

INIT testFlows to {} # all flows found so far

FOR each packet in data file

IF packet is SYN

CREATE flow from packet

ADD flow to testFlows

ELSE IF packet belongs to flow in testFlows

SET flow to flowOf(packet)

ADD packet to flow

IF packet is FIN or RST

REMOVE flow from testFlows

ADD flow to usableFlows

END FOR

INIT fakeGaps to {}

FOR each flow in usableFlows

FOR each packet in flow

IF packet is ACK

IF acked packets are not in this flow

ADD tuple (flow, packet) to fakeGaps

END FOR

END FOR

Fig. 1. Pseudo-code of the fake gap detection algorithm

It is important to see that this algorithm alone cannot detect the exact amount
of fake gaps within the traffic dump. It can give an indication and show which
usable flows are affected. If, for example, during a small interval no packets were
recorded at the recording device, multiple flows can be affected by this. Our
algorithm would detect a fake gap for each affected flow. We do not consider
this a limitation. The results of our algorithm should provide a starting point
for deep inspection of packets and flows.

3.3 Prototype

To be able to detect inconsistencies in existing repositories, we implemented the
algorithm in a prototype.

Our prototype implements the algorithm in Fig. 1, but uses speed and memory
optimisations. The prototype can be downloaded at [11].

As the algorithm detects fake gaps once per affected usable flow, the prototype
does also. The prototype returns, once finished, a set with affected flows and a
list with per fake gap the time this fake gap occured. This can be used for further
analysing of the exact location of fake gaps. Our prototype tries to estimate the
location of every fake gap by finding patterns in the detection times. As this is
just a prototype, we consider such estimation sufficient.

Furthermore, our prototype tries to ‘fix’ fake gaps found, in order to continue
analysing. If a fake gap is detected (e.g. a packet is expected but not seen in the
rest of the flow) the prototype will report a fake gap and insert a dummy-packet.
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In this way, it can continue to analyse the rest of the flow. If there is one (large)
fake gap detected, there could be multiple smaller fake gaps in the data set.
Therefore, the amount of detected fake gaps could be lower than the actual
number. Also, the number of missing packets could be higher, since two or more
packets could be missing due to a single fake gap.

The prototype has a few other limitations, which we will discuss. First of all,
TCP sequence numbers are finite. If any sequence number reaches 232−1, it will
continue with ‘0’ [12]. The prototype does not deal with this limitation. Instead,
it detects this situation, gives the user an error message and ignores the affected
flow. During our research, no flows were dropped because of this limitation. As
our prototype is using Java as implementation language, one may need to adjust
the heap size of the Java virtual machine (JVM) to avoid crashes caused by the
inability to allocate memory on the heap.

4 Evaluating the Prototype

Before the prototype that was built can be used to analyse gathered traffic from
repositories, it has to be evaluated first. We have taken real life recorded traffic
from the Simpleweb repository [6] and extracted a subset of packets that reflects
different situations. Packet analysing software was used to manually analyse flows
and extract flows from a set of traffic to be used for evaluating the prototype.

The requirements for the prototype are basically that it should find all missing
packets caused by fake gaps, in usable flows and not detect false positives. The
prototype should:

1. not detect any fake gap in a regular TCP flow
2. correctly handle duplicate acknowledgements
3. correctly handle packet reordering
4. correctly handle regular gaps
5. ignore all non TCP packets

We have evaluated the prototype according to these criteria. We extracted seven
flows from a data file with traffic and had the prototype process them. The
selected flows contained flows with fake gaps, duplicate acknowledgements, lost
packets (gaps), partial handshakes and a flow without any of the above.

After having tested prototype on the extracted flows, we tested it on a small
data file that was still feasible to manually inspect. We then checked whether
our prototype behaved as intended according to the requirements. All files used
to test out prototype can be downloaded at [11].

The processing speed of the prototype varies depending on the complexity
and size of the data file. For example, it processed 2GB of data in 377 seconds.
While processing, the memory usage was constantly around 50MB.

A problem we came across was a crashing JVM. After updating our JVM to
the most recent one offered by Sun, most problems were over. However, there
are still a few data files where the JVM crashes while running our prototype. As
mentioned in section 3.3, extending the heap size of the JVM also cleared out
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some crashes, but unfortunately not all. The main issue seems to be that our
prototype creates many classes (one for each packet), and that causes the JVM
to exit with an error.

5 Analysing Repositories

We analysed two existing repositories using our prototype. The first repository
we used was Simpleweb [6], maintained by the University of Twente. It was in-
cluded in this paper because it is publicly available and easily accessible. We
analysed a subset of data covering all 6 locations the Simpleweb repository pro-
vides, totalling to 224 data files. The second repository we included in this paper
is the WIDE traffic repository [10], maintained by the MAWI working group. It
contains data files with traffic of several trans-Pacific lines. We used one data
file from samplepoint A to test our prototype and we analysed 27 data files from
samplepoint F, which were all over 1 GB in size. We chose samplepoint F since
this one is daily updated while the other samplepoints are discontinued or were
not accessible. The full table of results created by our prototype can be found
at [11]. Our prototype calculates fake gap statistics using various intervals. That
is, fake gaps from different flows within this interval are grouped together and
reported as a single fake gap. It should be noted that further research should
give an indication of the exact value for the intervals we should use.

Figure 2 shows the estimated number of missing packets per repository we
tested and the estimated number of fake gaps within an interval of 0.05 seconds.
The left part of the graph shows the extreme values. A first observation includes
the presence of fake gaps in almost all tested data files from the WIDE repository.
To make comparison as clear as possible, note that only a subset of the Simpleweb
data files is shown. In fact, only the 28 highest values are plotted; the remaining
196 data files are skipped. It can be observed from the raw test data, that there

Fig. 2. Estimated number of missing packets and fake gaps. Each plotted value repre-
sents a data file.
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Fig. 3. Percentage of affected usable flows. Each plotted value represents a data file.

is an absence of fake gaps in 50.8% of the tested data files of the Simpleweb
repository. Data files from location 2 are almost solely responsible for this. A
possible explanation could be the low amount of traffic at this location.

Figure 3 plots the percentage of affected usable flows that have at least one
fake gap. For the WIDE repository, on average 0.49% of the usable flows is
affected by at least one fake gap. When ignoring data files without fake gaps,
the average percentage of affected usable flows is 0.51%. Of the tested data
files of the Simpleweb repository, an average of 0.27% of the usable flows in all
data files was affected by at least one fake gap. When ignoring consistent files,
the average is 0.55%. The highest value is in the file loc2-20030718-1530, where
23.72% of the flows is affected by at least one fake gap.

6 Conclusions

This paper describes our research on the consistency of network traffic reposi-
tories. Before answering the main research question, we first look at three sub
questions identified in Section 1.

The first sub question, “What could cause inconsistencies in a TCP traffic
repository?”, was answered in Section 2. To minimize the loss of packets that
lead to inconsistencies, sufficient bandwidth should be present. At the recording
device, customizations to the operating system and hardware could be required
to keep up with large amounts of packets arriving.

The second sub question was “How can we detect fake gaps?”. We proposed
an algorithm in Section 3, which extracts TCP flows. Then, it tries to identify
fake gaps, packets that are not recorded by the recording device but were sent.
The algorithm checks whether all data in the TCP flow is present by analysing
TCP headers.

The last sub question, “How consistent are today’s repositories?”, was an-
swered in Section 5. We performed measurements on the Simpleweb [6] and
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WIDE [10] repositories. We showed both repositories contain inconsistencies. In
the Simpleweb repository an average of 0.27% of the investigated TCP flows
was affected by at least one fake gap. For the WIDE repository, this average was
0.49%. The research covered a substantial subset of data from both repositories.
We analysed 28 data files from the WIDE repository and 224 data files from the
Simpleweb repository.

Going back to the main research question, “How can inconsistency be detected
in a TCP traffic repository?”, we can now conclude detecting inconsistency is
possible by using the proposed algorithm, which detects fake gaps. The knowl-
edge that a repository is not always consistent is very important for research
where it is critical to have all data recorded, like research on packet loss. For
this kind of research, it is recommended to take possible inconsistency in the
repository into account and, if no statistics are present, analyse the repository
data before using it.

Future research could include extending the proposed algorithm to support
TCP flows that are not completely present in the data file. This research can
be used together with algorithms like the one described in [2], which checks
for anomalies in traffic rate, to find the exact locations of fake gaps. This can,
in turn, be used to draw conclusions about non-TCP traffic, thereby getting a
better overview of the consistency of a network traffic repository.
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Dañobeitia, Borja 118
Duarte Murta, Cristina 108

Emstad, Peder J. 1

Fehér, Gábor 51
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Petróczi, Attila István 69
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