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Abstract. This paper deals with a real-time scheduling method for holonic 
manufacturing systems (HMS). In the previous paper, a real-time scheduling 
method based on utility values has been proposed and applied to the HMS. In 
the proposed method, all the job holons and the resource holons firstly evaluate 
the utility values for the cases where the holon selects the individual candidate 
holons for the next machining operations. The coordination holon secondly de-
termine a suitable combination of the resource holons and the job holons which 
carry out the next machining operations, based on the utility values. Multi-agent 
reinforcement learning is newly proposed and implemented to the job holons 
and the resource holons, in order to improve their capabilities for evaluating the 
utility values of the candidate holons. The individual job holons and resource 
holons evaluate the suitable utility values according to the status of the HMS, 
by applying the proposed learning method. 

Keywords: Holonic Manufacturing Systems, Real-time Scheduling, Multi-
agent Reinforcement Learning, Coordination. 

1   Introduction 

Recently, automation of manufacturing systems in batch productions has been much 
developed aimed at realizing flexible small volume batch productions. The control 
structures of the manufacturing systems developed, such as FMS (Flexible Manufac-
turing System) and FMC (Flexible Manufacturing Cell), are generally hierarchical. 
The hierarchical control structure is suitable for economical and efficient batch pro-
ductions in steady state, but not adaptable to very small batch productions with dy-
namic changes in the volumes and the varieties of the products. 

Computer systems and manufacturing cell controllers have recently made much 
progress, and individual computers and controllers are now able to share the decision 
making capabilities in the manufacturing systems. The network architectures are 
widely utilized for the information exchange in the design and the manufacturing. 
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New distributed architectures of manufacturing systems are therefore proposed to 
realize more flexible control structures of the manufacturing systems, which are 
adaptable to the dynamic changes in the volume and the variety of the products and 
also the unforeseen disruptions, such as malfunction of manufacturing equipment and 
interruption by high priority jobs. They are so called as ADMS (Autonomous Distrib-
uted Manufacturing Systems) [1], BMS (Biological Manufacturing Systems) [2], and 
HMS (Holonic Manufacturing Systems) [3] [4] [5] [6]. 

Distributed scheduling methods were proposed and applied to the real-time produc-
tion scheduling problems of the HMS, in the previous research [4]. The proposed 
method was adaptable to the dynamic changes and the unforeseen disruptions, and it 
was suitable for the improvement of the objective functions of the whole HMS such 
as total make span. However, there were still remaining scheduling problems from the 
viewpoint for the improvement of the objective functions of the individual compo-
nents of the HMS. 

Therefore, a real-time scheduling method based on the utility values have been 
proposed and applied to the HMS, in order to improve the objective function values of 
the individual components of the HMS [5]. The holons in the HMS are divided into 
three classes based on their roles in the manufacturing processes and the scheduling 
processes. 

 

(a) Resource holons: They transform the job holons in the manufacturing process. In 
the scheduling process, they evaluate the utility values for the candidate job 
holons which are processed by the resource holons in the next time period. 

(b) Job holons: They are transformed by the resource holons from the blank materials 
to the final products in the manufacturing process. In the scheduling process, they 
evaluate the utility values for the candidate resource holons which carry out the 
machining operations in the next time period. 

(c) Coordination holon: It selects a most suitable combination of the resource holons 
and the job holons for the machining operations in the next time period, based on 
the utility values sent from the resource holons and the job holons. 

 

Multi-agent reinforcement learning is newly proposed and implemented to the job 
holons and resource holons, in order to improve their coordination processes. A  
reinforcement learning method was proposed and applied to centralized scheduling 
problems for semiconductor manufacturing processes [7]. In the present research, a 
reinforcement learning is applied to the agent-based distributed scheduling processes 
for the manufacturing processes of machine products. 

2   Real-Time Scheduling Method for HMS [5] 

2.1   Information for Real-Time Scheduling 

It is assumed here that the individual job holons have the following technological 
information. 
Mik : k-th machining operation of the job holon i. (i = 1,..,α), (k = 1,..,β). 
ACik : Required machining accuracy of machining operation Mik. It is assumed 

that the machining accuracy is represented by the levels of accuracy  
indicated by 1, 2, and 3, which mean rough, medium high, and high accu-
racy, individually. 
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Rikm : m-th candidate of resource holon, which can carry out the machining opera-
tion Mik. (m = 1,...,γ). 

Wi : Waiting time until the job holon i becomes idle if it is under machining 
status. 

The individual resource holons have the following technological information. 
Tikm : Machining time in the case where the resource holon Rikm carries out the 

machining operation Mik. 
MACikm : Machining accuracy in the case where the resource holon Rikm carries out 

the machining operation Mik. MACikm is also represented by the levels of 1, 2 
and 3. 

MCOikm : Machining cost in the case where the resource holon Rikm carries out the 
machining operation Mik. 

Wikm
 : Waiting time until resource holon Rikm becomes idle if it is under machining 

status. 

2.2   Real-Time Scheduling Process Based on Utility Values 

A real-time scheduling process based on the utility values have been proposed, in the 
previous research [5], to select a suitable combination of the job holons and the re-
source holons which carries out the machining operation in the next time period. 

At the time t, all the ‘idling’ holons have to select their machining schedules in the 
next time period. The following procedure is proposed for the individual holons to 
select their machining schedules. 

 

(1) Retrieval of status data 
The individual ‘idling’ holons firstly get the status data from the other holons which 
are ‘operating’ or ‘idling’. The ‘idling’ holons can start the machining operation in the 
next time period. 

(2) Selection of candidate holons 
The individual ‘idling’ holons select all the candidate holons for the machining opera-
tions in the next time period. For instances, the job holon i selects the resource holons 
which can carry out the next machining operation Mik. On the other hand, the resource 
holon j select all the candidate job holons which can be machined by the resource holon j. 

(3) Determination of utility values 
The individual ‘idling’ holons determine the utility values for the individual candi-
dates selected in the second step. For instances, the job holon determines the utility 
values, based on its own decision criteria for all the candidate resource holons which 
can carry out the next machining operation. The utility values are given as follows. 

JUVi(j) (0 ≤JUVi(j)≤ 1): Utility value of the candidate resource j for the job holon i. 
RUVj(i) (0 ≤RUVj(i)≤ 1): Utility value of the candidate job i for the resource holon j. 

(4) Coordination 
All the ‘idling’ holons send the selected candidates and the utility values of the candi-
dates to the coordination holon. The coordination holon determine a suitable combination 
of the job holons and the resource holons which carry out the machining  
operations in the next time period, based on the utility values. The decision criteria of the 
coordination holon is to maximize the total sum of the utility values of all the holons. 
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2.3   Evaluation of Utility Values 

The utility values are evaluated based on the decision criteria of the individual holons, 
and various decision criteria are considered for the holons. Therefore, it is assumed 
that the individual holons have one of the objective functions shown in Table 1 for 
evaluating the utility values. 

The following procedures are provided for the resource holons to evaluate the util-
ity values. Let us consider a resource holon j at a time t. It is assumed that TTj·t, MEj·t, 
and MAj·t show the total time after the resource holon j starts its operations, the  
efficiency, and the evaluated value of machining accuracy of the resource holon j, 
respectively. If the resource holon j selects a candidate job holon i for carrying out the 
machining operation Mik, the efficiency and the evaluated value of the machining 
accuracy are estimated by the following equations. 

 

MEj·t+1(i) = (MEj·t · TTj·t + Tikj ) / (TTj·t + Tikj + Wi) . (1) 

MAj·t+1(i) = MAj·t + (MACikj – ACik) . (2) 
 

where, the resource holon j can carry out the machining operation Mik of job holon  
i (j = Rikm). 

As regards the job holons, the following equations are applied to evaluate the flow-
time and the machining costs, for the case where a job holon i selects a candidate 
resource holon j (= Rikm) for carrying out the machining operation Mik. It is assumed 
that JTi·t and JCi·t give the total time after the job holon i is inputted to the HMS and 
the machining cost, respectively. 

 

JTi·t+1(j) = JTi·t + Tikj + Wikj . (3)

JCi·t+1(j) = JCi·t + MCOikj . (4)
 

The objective functions mentioned above have different units. Some of them shall 
be maximized and others shall be minimized. Therefore, the utility values are normal-
ized from 0 to 1. 

Table 1. Objective functions of holons

Objective functions Objective function values 
Efficiency of resource holon Σ Machining time / Total time 

Machining accuracy of  
resource holon 

Σ(Machining accuracy of resources – 
Required machining accuracy of jobs) 

Flow-time of job holon Σ(Machining time + Waiting time) 
Machining cost of job holon Σ(Machining cost of resources) 
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3   Application of Multi-agent Reinforcement Learning 

A multi-agent reinforcement learning is newly proposed and implemented to the job 
holons and resource holons, in the present research, in order to improve their coordi-
nation processes. In the reinforcement learning method [8], an agent must be able to 
sense the status of the environment to some extent and must be able to take actions 
that affect the status. The agent also must have a goal or goals relating to the status of 
the environment. 

Figure 1 summarizes the multi-agent reinforcement learning procedure proposed 
here. The individual job holons and resource holons carry out the following four steps 
to obtain their suitable decision criteria for evaluation of the utility values by applying 
the multi-agent reinforcement learning.  

 

Step1. The individual job holos and resource holons carry out the real-time schedul-
ing process described in section 2.2, when their previous machining opera-
tions are finished. The real-time scheduling process (1) and (3) are modified 
as following for implementation of the multi-agent reinforcement learning. 
(1) Retrieval of status data 
The individual ‘idling’ holons get the status data from the other holons which 
are ‘operating’ or ‘idling’, and observe the status s of the manufacturing sys-
tems. 
(3) Determination of utility values 
The individual job holons and resource holons execute the action a based on 
the value Q(s, a), to evaluate the utility values for all the candidate machin-
ing operations in the next time period. 
Where, s and a represent the status and the actions in the reinforcement 
learning method, respectively. 

Job 1

Resource 1

Job 2

Resource 2

Job 3

Step1 Real-time scheduling process

(1) Observation of status s

(3) Determination of action a based

on value Q(s, a)

Step3 Obtainment of reward r

and calculation of Q(s,a)

Job i

Resource j

t  

Fig. 1. Application of multi-agent reinforcement learning 
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Step2. The real-time scheduling process are repeated until all the machining opera-
tions of the job holons are finished by the resource holons in the HMS. 

Step3. The individual job holons and resource holons obtain the reward r based on 
their own objective function values, and calculate the value Q(s, a). 

Step4. Step1 to Step3 are repeated for the new job holons to be manufactured in the 
manufacturing systems, in order to converge the value Q(s, a) of the individ-
ual job holons and resource holons. 

 
In these steps, the status s, the action a and the reward r are given as follows. 
(1) Status s 
The status s observed by the job holons and the resource holons is represented by the 
following equation, in the present research. 

s = (s1, s2, s3, s4) . (5)

where, sp (p =1, 2, 3, 4) are the number of ‘idling’ holons, that have the objective 
functions of efficiency, machining accuracy, flow-time, and machining cost, respec-
tively. This means that the learning process of the individual holons are carried out 
based on the numbers and the types of the ‘idling’ holons. 
(2) Action a 
The individual job holons and resource holons select the parameter n (= 1/5, 1/3, 1, 3, 
or 5) in the following equation to evaluate the utility values. 

UV’ = (UV)n . (6) 

where, UV is the utility value calculated by the individual job holons and resource 
holons described in section 2.3. UV’ is the modified utility value by applying the 
action a based on the status s. 
ε-greedy method [8] is applied for the individual job holons and resource holons to 
determine the action a. 
(3) Reward r 
The individual job holons and resource holons obtain the reward r based on their own 
objection values. Three different methods are considered to calculate the reward r. 
Type 1. Reward calculated by the objective function values of individual holons 

The individual job holons and resource holons obtain the reward rh given by 
following equations, based on their own objective functions. 
(a) For the case that the objective function is efficiency 

rh = (ah - bh) / bh . (7)

(b) For the case that the objective function is either machining accuracy, 
flow time or machining cost 

rh = (bh - ah) / bh . (8) 

where, ah and bh are the objective function values obtained by applying the 
proposed method with the reinforcement learning, and ones obtained without 
the reinforcement learning. 

Type 2. Reward calculated by the objective function values of holons which have 
same objective function 
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The individual job holons and resource holons obtain the reward rp given by 
following equations. 

rp =
τ

1=
Σ
h

rh / τ . (9) 

where, p and τ are the types of objective functions and the total number of 
holons with p-th type of objective functions, respectively. rh is calculated by 
Eq. (7) and (8) based on the types of objective functions. 

Type 3. Reward calculated by the objective function values of all holons 
The individual job holons and resource holons obtain the reward rq given by 
following equations. 

rq = (1/4)
4

1=
Σ
p

rp . (10)

where, rp is calculated by Eq. (9). 
 

The value Q(s, a) is determined by applying the monte carlo method [8]. The individ-
ual job holons and resource holons save the n rules (st, at) (t = 0, 1, …, n-1) between 
the time when they obtain the reward r and the time when they obtain the new reward 
r. The rule (s, a) means the set of status s and action a. The value Q(s, a) is calculated 
by the following equations. 
 

SumReward(st, at) ← SumReward(st, at) + r . (11) 

Q(s, a) ← SumReward(s, a) / RewardCount . (12) 

 

where, SumReward(s, a) is the cumulative rewards in the case where the action a is 
applied in the status s. RewardCount is the total number in the case where the rule (s, 
a) get the reward r. 

4   Case Study 

Some case studies have been carried out to verify the effectiveness of the proposed 
methods. The HMS model considered in the case studies has 10 resource holons. The 
individual resource holons have the different objective functions and the different 
machining capacities, such as the machining time Tikm, the machining accuracy MA-
Cikm, and the machining cost MCOikm.  

As regards the job holons, 3 cases are considered in the case study, which have 16 
job holons, 20 job holons and 30 job holons. The individual job holons have the dif-
ferent objective functions and the machining sequences. It is assumed that the same 
job holons are inputted to the HMS after the resource holons finish all the manufac-
turing processes. 12 cases are considered, in the case study, by changing the machin-
ing capacities of the resource holons.  

ε is set to 0.2 for the ε-greedy method. 
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Figure 2 shows the best result for the case where the reward is calculated by using 
Type3 described in section 3. In the figure, the horizontal and vertical axes show the 
episode and the improvement ratio λz, respectively. The episode means here the num-
ber of repetitions of all the manufacturing processes of the inputted jobs. The im-
provement ratio λz means the ratio between the objective function values of all the 
holons obtained by the proposed method and the ones by the conventional method in 
the case z. λz is calculated by following equation. 

λz =
ν

1=
Σ
h

μh / υ . (13)

where, μh and υ are the improvement ratio of the objective function values of the 
holon h and the total number of holons, respectively. The μh is calculated by the fol-
lowing equation based on the type of the objective functions. 
(a) For the case that the objective function is efficiency 

μh = bh / ah . (14) 

(b) For the case that the objective function is either machining accuracy, flow time or 
machining cost 

μh = ah / bh . (15) 

where, ah and bh are the objective function values of the individual holons h obtained 
by the proposed method and the previous conventional method. As shown in the fig-
ure, the improvement ratio λz is converged until the episode reaches to 100. 

Figure 3 shows the average improvement ratio λaveragez of the best case and the 
worst case. Following equation gives the λaveragez which means the average of im-
provement ratio λz until the episode reaches to ω in the case z. 

λaveragez = 
ω

1=
Σ

episode
λepisode / ω . (16) 

where, λepisode is the improvement ratio λz at the episode. 
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Figure 4 shows the comparison of the cases using Type1, Type2 and Type3 re-
warding methods described in section 3, from the view point of λaverge. λaverge 
means the average of λaveragez in the all 12 cases. λaverge is calculated by the fol-
lowing equation.  

λaverage = 
12

1=
Σ
z

λaveragez / 12. (17) 

As shown in Fig. 4, all cases are effective to improve the objective function values in 
comparison with previous method without reinforcement learning. It means that the 
individual job holons and resource holons obtain the suitable decision criteria for 
evaluation of utility values. However, as shown in the figure, the value Q(s, a) does 
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not converge in the case using Type1 where the reward is calculated by the objective 
function values of individual holons. The individual job holons and resource holons 
most improve their objective function values in the case using Type3 where the re-
ward is calculated by the objective function values of all holons. 

5   Conclusions 

New systematic methods are proposed here to improve the coordination process 
among the job holons and the resource holons based on the multi-agent reinforcement 
learning. The following remarks are concluded. 
 

(1) The real-time scheduling process are modified for implementation of multi-agent 
reinforcement learning in order to obtain the suitable decision criteria for evalua-
tion of utility values. 

(2) The status, the action and the reward are defined for the individual job holons and 
the resource holons to evaluate the suitable utility values based on the status of 
the HMS. 

(3) Some case studies of the real-time scheduling have been carried out to verify the 
effectiveness of the proposed methods in comparison with the previous method. 
It was shown, through case studies, that the proposed methods are effective to 
improve the objective function values of the individual holons. The objective 
function values of individual holons are improved most effectively in the case 
where the reward is calculated by the objective function values of all holons. 
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